
Mathematics for Data Sciences 2011.10.31

Lecture 10. Diffusion Distance and Commute Time Distance

Instructor: Yuan Yao, Peking University Scribe: Longlong Jiang,Tangjie Lv

1 Diffusion Distance

Recall xi ∈ Rp, i = 1, 2 · · · , n,

Wij = exp(−||xi − xj ||
2

2ε
)

W is a symmetric n× n matrix.

Let di = Σnj=1Wij , D = diag(di), and P = D−1W , then P is a row-Markov matrix.

1) W is symmetric⇒ P is reversible, i.e. there is a probability distribution π, such that

πiPij = πjPji,

π is a stationary distribution. P has n real eigenvalues {λi}ni=1and n independent eigenvectors {φi}ni=1 such
that

Pφi = λiφi.

2) Wij > 0 ⇒ P is primitive, i.e.

1 = λ1 > |λ2| ≥ · · · ≥ |λn|.

Define diffusion map
Φt(xi) = (λt2φ2(i), · · · , λtnφn(i))T ∈ Rn−1

and diffusion distance

d2t (xi, xj) = ||Φt(xi)− Φt(xj)||2l2
= ||P ti,∗ − P tj,∗||2l2( 1

di
)

=
∑
k

(P ti,k − P tj,k)2

dk
.

Diffusion distance depends on time scale parameter t which is hard to select in applications. In this
section we introduce another closely related distance, namely commute time distance, derived from mean
first passage time. For such distances we do not need to choose the time scale t.

2 Commute Time Distance

Definition.
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1. First passage time (or hitting time): τij := inf(t ≥ 0|xt = j, x0 = i);

2. Mean First Passage Time: Tij = Eiτij ;

3. τ+ij := inf(t > 0|xt = j, x0 = i), where τ+ii is also called first return time;

4. T+
ij = Eiτ+ij , where T+

ii is also called mean first return time.

Here Ei denotes the conditional expectation for fixing initial condition x0 = i.

All the below will show that the (average) commute time between xi and xj , i.e. Tij + Tji, in fact leads
to an Euclidean distance metric which can be used for embedding.

Theorem 2.1. dc(xi, xj) :=
√
Tij + Tji is an Euclidean distance metric, called commute time distance.

Proof. We will give a constructive proof that Tij + Tji is a squared distance of some Euclidean coordinates
for xi and xj .

By definition, we have

T+
ij = Pij · 1 +

∑
k 6=j

Pik(T+
kj + 1) (1)

Let E = 1 · 1T where 1 ∈ Rn is a vector with all elements one, T+
d = diag(T+

ii ). Then 1 becomes

T+ = E + P (T+ − T+
d ). (2)

For stationary distribution π, πTP = P , whence we have

πTT+ = πT 1 · 1T + πTP (T+ − T+
d )

πTT+ = 1T + πTT+ − πTT+
d

1 = T+
d π

T+
ii =

1

πi

Since T = T+ − T+
d , then (1) becomes

T = E + PT − T+
d

(I − P )T = E − T+
d

(I −D−1W )T = F

(D −W )T = DF

LT = DF

where F = E − T+
d and L = D −W is the (unnormalized) graph Laplacian. Since L is symmetric and

irreducible, we have L =
∑n
k=1 µkνkν

T
k , where 0 = µ1 < µ2 ≤ · · · ≤ µn, ν1 = 1/||1||, νTk νl = δkl. Let

L+ =
∑n
k=2

1
µk
νkν

T
k , L+ is called the pseudo-inverse (or Moore-Penrose inverse) of L. We can test and

verify L+ satisfies the following four conditions
L+LL+ = L+

LL+L = L
(LL+)T = LL+

(L+L)T = L+L
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From LT = D(E − T+
d ), multiplying both sides by L+ leads to

T = L+DE − L+DT+
d + 1 · uT ,

as 1 · uT ∈ ker(L), whence

Tij =

n∑
k=1

L+
ikdk − L

+
ijdj ·

1

πj
+ uj

ui = −
n∑
k=1

L+
ikdk + L+

iivol(G), j = i

Tij =
∑
k

L+
ikdk − L

+
ijvol(G) + L+

jjvol(G)−
∑
k

L+
jkdk

Note that vol(G) =
∑
i di and πi = di/vol(G) for all i.

Then

Tij + Tji = vol(G)(L+
ii + L+

jj − 2L+
ij). (3)

To see it is a squared Euclidean distance, we need the following lemma.

Lemma 2.2. If K is a symmetric and positive semidefinite matrix, then

K(x, x) +K(y, y)− 2K(x, y) = d2(Φ(x),Φ(y)) = 〈Φ(x),Φ(x)〉+ 〈Φ(y),Φ(y)〉 > −2〈Φ(x),Φ(y)〉

where Φ = (φi : i = 1, . . . , n) are orthonormal eigenvectors with eigenvalues µi ≥ 0, such that K(x, y) =∑
i µiφi(x)φi(y).

Clearly L+ is a positive semidefinite matrix and we define the commute time map by its eigenvectors,

Ψ(xi) =

(
1
√
µ2
ν2(i), · · · , 1

√
µn
νn(i)

)T
∈ Rn−1.

then L+
ii + L+

jj − 2L+
ij = ||Ψ(xi) − Ψ(xj))||2l2 , and we call dr(xi, xj) =

√
L+
ii + L+

jj − 2L+
ij the resistance

distance.

So we have dc(xi, xj) =
√
Tij + Tji =

√
vol(G)dr(xi, xj).

3 Comparisons between diffusion map and commute time map

Table 1: Comparisons between diffusion map and commute time map. Here x ∼ y means that x and y are
in the same cluster and x � y for different clusters.

Diffusion Map Commute Time Map
P ’s right eigenvectors L+’s eigenvectors

scale parameters: t and ε scale: ε
∃t, s.t. x ∼ y, dt(x, y)→ 0 and x � y, dt(x, y)→∞ x ∼ y, dc(x, y) small and x � y, dc(x, y) large?
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However, recently Radl, von Luxburg, and Hein give a negative answer for the last desired property
of dc(x, y) in geometric random graphs. Their result is as follows. Let X ⊆ Rp be a compact set and let
k : X × X → (0,+∞) be a symmetric and continuous function. Suppose that (xi)i∈N is a sequence of data
points drawn i.i.d. from X according to a density function p > 0 on X . Define Wij = k(xi, xj), P = D−1W ,
and L = D −W . Then Radl et al. shows

lim
n→∞

ndr(xi, xj) =
1

d(xi)
+

1

d(xj)

where d(x) =
∫
X
k(x, y)dp(y) is a smoothed density at x, dr(xi, xj) =

dc(xi,xj)√
vol(G)

is the resistance distance.

This result shows that in this setting commute time distance has no information about cluster information
about point cloud data, instead it simply reflects density information around the two points.


