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Errors in hypothesis testing
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Why multiple testing




Why multiple testing

* |n general, perform m hypothesis testing,
what is the probability of at least 1 false
positive?

P(Making an error) = a

P(Not making an error) = 1 -

P(Not making an error in m tests) = (1 - o)™

P(Making at least 1 error in m tests) =1 - (1 - o)™



Probability of at least 1 false positive
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Counting Errors

Assume we are testing H', H?, ..., H™

my = # of true hypotheses R = # of rejected hypotheses

Null Alternative
True True Total
Not Called
Significant v T m-R
Called
Significant v S R
mo m'mo m

V' = # Type | errors [false positives]



Measures to Control Type | Errors

* Per comparison error rate (PCER): the expected value of the number
of Type | errors over the number of hypotheses,

PCER = E(V)/m

* Per-family error rate (PFER): the expected number of Type | errors,
PFE = E(V).

* Family-wise error rate: the probability of at least one type | error
FEWR =P(V 2 1)

* False discovery rate (FDR) is the expected proportion of Type | errors
among the rejected hypotheses

FDR = E(V/R | R>0)P(R>0)

* Positive false discovery rate (pFDR): the rate that discoveries are
false

pFDR = E(V/R | R > 0)
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Methods based on FWER

* Many procedures have been developed to control the

Family Wise Error Rate (the probability of at least one
type | error):

P(V 2 1)

* Two general types of FWER corrections:

1. Single step: equivalent adjustments made to each
p-value

2. Sequential: adaptive adjustment made to each p-
value



Single Step Approach: Bonferroni

* Very simple method for ensuring that the overall Type |
error rate of a is maintained when performing m

independent hypothesis tests

* Rejects any hypothesis with p-value < a/m:

p; =mun[mp ;, 1]

» For example, if we want to have an experiment wide Type |
error rate of 0.05 when we perform 10,000 hypothesis tests,
we’d need a p-value of 0.05/10000 = 5 x 10 to declare

significance



Rational behind Bonferroni’s
correction
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Too conservative!



A common application of Benferroni’s
method
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FWER: sequential adjustment

* Holm’s method
— Order the p-values P(1) = -+ - = D(m)
—RejectH(;) ifpjy <a/(m—j+1),j=1,....1
or reject H; if D) <«a/(m—1+1)

and all preceding H(jj are rejected

— Adjusted p-values
iy = min{ 1, max[(m — i + 1)pgy. qui—1)) }

— Controls the FWER



FWER: sequential adjustment

e Holm’s method can be restated as the
following procedure

— Start testing H )

Stops the procedure if pa) > o/m

Otherwise reject H ),

— At the kth step, if H(1), -+, Hk—1) are rejected
Stops the procedure if Py > o/ (m —k +1)
Otherwise reject H(;) and continue the process



FWER: sequential adjustment

* Hochberg’s method
— Reject H;) if thereisa j =i,..., m
py) < af(m—j+1)
— Adjusted p-values
gy = min{ 1, min[(m — 7 + 1)pu). qa+1))
— More powerful than Holm’s method



FWER: sequential adjustment

* Hochberg’s method can be restated as
— Start testing Hm)
—If Pem) = @, reject all Hpy. - ... Hmy and stops
— Otherwise, H,,) is retained,

the procedure continues with a smaller significance
level /2

—If pam—1) < /2, rejectall Hg), ..., H(m—1)



FWER: sequential adjustment

e Hommel’s method

o Step 1. It p(,) > «, retain H,,) and go to the next step. Otherwise
reject all hypotheses and stop.

e Steps 7 = 2...., m— L1 If por_ji1y > (i —j+ 1aji for j = 1,.... i,
retain H,,—;4+1) and go to the next step. Otherwise reject all remaining
hypotheses and stop.

e Step m. If pim—jr1y > (2 —J + La/i for j = 1,.... m., retain Hy:
otherwise reject it.



FWER is too stringent

* FWER is appropriate when you want to guard
against ANY false positives

 However, in many cases (particularly in genomics)
we can tolerate a certain number of false
positives

* In these cases, the more relevant quantity to
control is the false discovery rate (FDR)



False discovery rate

Null Alternative

True True Total
Not Called
Significant v T m-R

Called

Significant v S R

m, m-m, m

V. = # Type | errors [false positives]

* False discovery rate (FDR) is designed to control the proportion
of false positives among the set of rejected hypotheses (R)



FDR and FPR
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The Benjamini—Hochberg procedure

Benjamini and Hochberg (1995) proposed

Find the largest k& such that p(x)

Reject all hypothesisH(;) i = 1,--- |k

The adjusted p-values

P

X
(J

) = Milg—;... m{min(

m

Tp(ll)

—

1)}



The Benjamini—Yekutieli procedure

* Benjamini and Yekutieli (2001) proposed
— Find the largest & such that P(x) > ,,m(,,n)@f

— Reject all hypothesis ;) i = 1,--- | k
* For Independent and positive correlated tests
c(m) =1

* For general case
* The adjusted p-values

*

Pl = Milg=j .. m{min(— m)p(k) 1)}




