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The Check function 

• We define a loss function 

 

 

 

  

 

 



Optimality Conditions (1) 

• Consider the univariate case: the τth quantile    
minimizes  

 

 

•        is not differentiable, but has directional 
derivative 



Optimality Conditions (2) 

• Right derivative 

 

 

 

• Left derivative  

 



Optimality Conditions (3) 

Objective function for τ=1/3; sample size = 7, 12, 23 



Optimality Conditions (4) 

• A point     minimizes the objective function if 

                                  and  

 

• Let 

 

• Then                           



Optimality Conditions (5) 

• Linear quantile regression minimizes 

 

 

 

• This function is not differential at the points 
with zero residuals, but has directional 
derivative in all directions 

 

                           



Optimality Conditions (6) 

• The directional derivative at a direction w is 

 

 

 

 

    where  



Optimality Conditions (7) 

• If  

 

    then    minimizes 

• The basic solution is 

• To check         is a solution, we must consider   

 

     



Optimality Conditions (8) 

• Let                     , the optimality is achieved iff 

 

 

 

• For           , we have 

  

 

   where  



Optimality Conditions (9) 

• Provided that  

 

    the directional derivative condition holds for 
all    iff it holds for  

• Thus, we have p inequalities for  

 

    for  



Optimality Conditions (10) 



Optimality Conditions (11) 



Optimality Conditions (12) 



Proof of Theorem 2.2 



Robustness (1) 

• Influence function 

 

 

• For the mean 

 

 

• For the median 



Robustness (2) 

• Influence function 

 

 

• Assume              . If   



Robustness (3) 



Robustness (4) 

• For quantile regression, the influence function 
is 

 

 

   where  



Robustness (5) 



Interpreting Quantile Regression (1) 

• In linear regression 

 

 

 

• In case of dependent x, e.g. 



Interpreting Quantile Regression (2) 

• In the transformed model 

 

 

• It is attempting to write   



Interpreting Quantile Regression (2) 

• In the transformed model 

 

 

• It is attempting to write   



Interpreting Quantile Regression (3) 

• In case of quantile regression, for any 
increasing function h 

 

• If                              , we have  



An example-Glacier lily(1) 

• Cade et al. considered models for the prevalence of glacier lily 
seedling 

• Response: number of lily seedling in 256 2X2m quadrats 

• Covariate: number of flowers in the same area 

 



Glacier Lily 



Glacier Lily 



An example-Glacier lily(2) 

• There is a strong negative relationship 
between the number of seedlings and the 
number of observed flowers in the upper tail 
of the conditional distribution 



Crossing Quantiles (1) 



Crossing Quantiles (2) 

• Let                       be the centroid of the design, 
the estimated conditional quantile function is  



Crossing Quantiles (3) 

• In case serious crossing quantile, this can be 
taken as an evidence of misspecification of the 
covariate effects 

• Consider the model 



Crossing Quantiles (4) 

Linear model 
Quadratic model  


