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Univariate Quantile 

• Given a real-valued random variable, X, with 
distribution function F, we define the τth 
quantile of X as 



The Check function 

• We define a loss function 

 

 

 

• Note that if τ=0.5, 

• Quantiles solve a simple optimization problem  

 

  

 

 



The Check function 

• We seek to minimize 

 

 

• Differentiating w.r.t.    , we have 

 

 

 



Quantile Regression 

• The unconditional quantile solves 

 

• The conditional quantile solves 

 

• Similarly, assume                , we have the 
sample version of the problem 

 

 



Computation of Quantile Regression (1) 

• Linear QR: solve 

 

• Let  

 



Computation of Quantile Regression (2) 

• We have 

 

 

 

• Minimizing                    is equivalent to 
minimizing                    

     

   with constraints 

  



Computation of Quantile Regression (3) 

• If we write 

 

 

• the above problem can be written as 

 

 

• Note that this is a linear programming (LP) 
problem 

  



Computation of Quantile Regression (4) 

• For the LP problem 

 

 

• the minimum can be obtained at the vertices 
of the feasible region 

• The solution can be written as 

 

    where h is a p-element subset of {1,…,n}.  

 



Quantile Treatment effect 



Lehmann QTE as a QQ-plot 



Lehmann-Doksum QTE 



Lehmann-Doksum QTE 



An asymmetric example 



QTE via quantile regression 



QTE: Strength of squeeze 



QTE: guinea pig 

Injection  of tubercle baccilli to guinea pig  



Equivariance of Quantile Regression 



Equivariance to monotone transformation 



Censoring (1) 
• Let       denote a latent (unobservable) 

response 

 

    where          is i.i.d. from F with density f. 

• Due to censoring, we do not observe      , but 
we observe 

 



Censoring (2) 

• The model may be estimated by MLE 

 

       

where            , if the ith observation is cernsored, 
and 0 otherwise 

• If F is misspecified, inference based on this 
estimator will be misleading. 

 



Censoring (3) 

• We may express the        conditional quantile 
function of the observed response      as 

 

 

• The parameters can be estimated by 

 

 

    where      is assumed to contain an intercept 
term to absorb the additive effect  



Robustness (1) 

• Influence function 

 

 

• For the mean 

 

 

• For the median 



Robustness (2) 

• Influence function 

 

 

• Assume              . If   



Robustness (3) 



Robustness (4) 

• For quantile regression, the influence function 
is 

 

 

   where  



Robustness (5) 


