
Quantile Regression 

Ruibin Xi 



Penalized univariate smoothing method 

• Assume that 

 

• In case of the mean regression, we may consider 
estimate the function f by minimizing 

 

 

 

 



Penalty method for bivariate smoothing (1) 

• Similar to the univariate case, we may 
consider 

 

 

 

• The solution to this objective function is called 
the thin plate smoothing splines 

 



Penalty method for bivariate smoothing (2) 

• In general, we may consider minimizing 

 

 

 

 



Penalty method for bivariate smoothing (3) 

• It can be shown that (Wahba 200) that the 
solution to the above problem is of the form 

 



Penalty method for bivariate smoothing (4) 

• In univariate case, we have considered the 
penalty to be the total variation penalty 

 

where V(f)  is the variation of the function f. 

• How to extend this to bivariate case? 



Penalty method for bivariate smoothing (5) 

• For bivariate case, we may consider  

 

 

• The norm is required to be orthogonal 
invariance, i.e.                        for any symmetric 
matrix H and orthogonal matrix U (e.g. 
Frobenius norm) 

 

 



Penalty method for bivariate smoothing (6) 

 

 



Penalty method for bivariate smoothing (7) 

 

 



Penalty method for bivariate smoothing (8) 

• The problem 

 

     

      can be formulated as 



Penalty method for bivariate smoothing (9) 

• Barycentric coordinates 

     

       



Examples (1) 

f(x,y) = exp(-x^2-y^2) 

z = f(x,y) + error 

 



Example (2) 

f(x,y) =sin(pi*x*y) 

z = f(x,y) + error 



Examples (3) 


