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# A CONSTRUCTIVE DEFINITION OF DIRICHLET PRIORS 

Jayaram Sethuraman<br>Florida State University


#### Abstract

In this paper we give a simple and new constructive definition of Dirichlet measures removing the restriction that the basic space should be $\mathcal{R}_{k}$. We also give complete, self contained proofs of the three basic results for Dirichlet measures: 1. The Dirichlet measure is a probability measure on the space of all probability measures. 2. It gives probability one to the subset of discrete probability measures. 3. The posterior distribution is also a Dirichlet measure.
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## 1. Introduction

Dirichlet measures form a class of distributions of a random probability measure $P$ on a measurable space $(\mathcal{X}, \mathcal{B})$ and are useful in Bayesian nonparametrics. The purpose of this paper is to give a constructive definition of Dirichlet measures for arbitrary measurable spaces $(\mathcal{X}, \mathcal{B})$, and to give a self contained proof showing that it satisfies the main properties P1, P2 and P3, which are defined later in this section. This is done in Sections 2, 3 and 4. This definition simplifies the proofs of earlier results of Ferguson (1973) and Blackwell (1973) and is also useful to prove new results. This is illustrated by the examples in Section 5.

The following notations are required to give a rigorous definition of a Dirichlet measure.

Let $X$ be a random variable, representing "data", taking values in a measurable space $(\mathcal{X}, \mathcal{B})$ and let its unknown probability measure be $P$. The unknown probability distribution $P$, is the "parameter" in the nonparametric problem, and it takes values in $\mathcal{P}$, the collection of all probability measures on $(\mathcal{X}, \mathcal{B})$. Let $\mathcal{C}$ be the smallest $\sigma$-field generated by sets of the form $\{P: P(A)<r\}$ where $A \in \mathcal{B}$ and $r \in[0,1]$. Let $\nu$ be a probability measure on $(\mathcal{P}, \mathcal{C})$. Such a probability measure $\nu$ can be used as a prior distribution for $P$. The Bayesian solution is to compute the posterior distribution, $\nu^{X}$, of $P$ given $X$, and use it for decision making.

If $\mathcal{X}$ is a finite set $\{1,2, \ldots, k\}$, say, then every probability measure $P$ on $\mathcal{X}$
is given by a vector $\left(p_{1}=P(\{1\}), \ldots, p_{k}=P(\{k\})\right)$ taking values in the simplex $\Delta_{k}=\left\{\left(p_{1}, \ldots, p_{k}\right): 0 \leq p_{1} \leq 1, \ldots, 0 \leq p_{k} \leq 1, \sum p_{j}=1\right\}$, which is a subset of $\mathcal{R}^{k}$. It is therefore easy to define probability measures on $\Delta_{k}$. In particular, we can use the Dirichlet measures on finite dimensional spaces, which are defined in the next paragraph.

Let $\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{k}\right)$ be a vector such that $\gamma_{j} \geq 0, j=1,2, \ldots, k$, and such that $\sum \gamma_{j}>0$. Let $z_{\gamma_{j}}, j=1,2, \ldots, k$, be independent Gamma random variables with scale parameter 1 and shape parameters $\gamma_{j}, j=1,2, \ldots, k$, respectively. Let $z=\sum z_{\gamma_{j}}$ and $y_{j}=\left(z_{\gamma_{j}} / z\right), j=1,2, \ldots, k$. The joint distribution of the random variable $\left(y_{1}, y_{2}, \ldots, y_{k}\right)$, taking values in $\Delta_{k}$, is defined to be $k$-dimensional Dirichlet measure $\mathcal{D}_{\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{k}\right)}$.

Let $\mathbf{e}_{j}$ denote the $k$-dimensional vector consisting of 0 's, except for the $j$ th co-ordinate, which is equal to 1 . Notice that the Dirichlet measure $\mathcal{D}_{\mathbf{e}_{j}}$ puts all its probability mass at the point $\mathbf{e}_{j}$. Furthermore, it is interesting to note that $\mathcal{D}_{2 \mathbf{e}_{j}}=\mathcal{D}_{\mathbf{e}_{j}}$. This fact will use used later in the proof of Theorem 4.3.

When $\mathcal{X}$ is not a finite space, $P$ takes values in an infinite dimensional space, and hence the definition of a prior distribution for $P$ has always required a more careful description of the attendant measure theoretic problems. Bayesian nonparametrics with general data spaces $\mathcal{X}$, becomes feasible only if one can define a large class of prior distributions $\nu$ on $(\mathcal{P}, \mathcal{C})$ and also obtain the corresponding posterior distributions $\nu^{X}$. The class of Dirichlet measures, which are probability distributions on $(\mathcal{P}, \mathcal{C})$, forms one such family of prior distributions.

The intuitive definition of a Dirichlet measure in the general case is easy to give. Let $\mathcal{M}$ be the class of non-zero finite measures on $(\mathcal{X}, \mathcal{B})$ and let $\alpha \in \mathcal{M}$. A probability distribution $\nu$ on $(\mathcal{P}, \mathcal{C})$ is said to be a Dirichlet measure with parameter $\alpha$ if for every measurable partition $\left\{B_{1}, B_{2}, \ldots, B_{k}\right\}$ of $\mathcal{X}$, the distribution of $\left(P\left(B_{1}\right), P\left(B_{2}\right), \ldots, P\left(B_{k}\right)\right)$ under $\nu$ is the finite dimensional Dirichlet distribution $\mathcal{D}_{\left(\alpha\left(B_{1}\right), \alpha\left(B_{2}\right), \ldots, \alpha\left(B_{k}\right)\right)}$. When such a probability measure $\nu$ on $(\mathcal{P}, \mathcal{C})$ can be demonstrated to exist, it will be denoted by $\mathcal{D}_{\alpha}$.

There are three main properties of Dirichlet measures that make them useful in Bayesian nonparametrics. Apart from their marginals having finite dimensional Dirichlet distributions, they possess the following three properties:
P1 $\mathcal{D}_{\alpha}$ is a probability measure on $(\mathcal{P}, \mathcal{C})$,
P2 $\mathcal{D}_{\alpha}$ gives probability one to the subset of all discrete probability measures on $(\mathcal{X}, \mathcal{B})$, and
P3 the posterior distribution $\mathcal{D}_{\alpha}^{X}$ is the Dirichlet measure $\mathcal{D}_{\alpha+\delta_{X}}$ where $\delta_{X}$ is the probability measure degenerate at $X$.

We now give a brief review of earlier work on the definition of a Dirichlet measure and indicate some of the difficulties. Dirichlet measures were introduced
in Ferguson (1973) and in Blackwell and McQueen (1973). We will now describe the work in these two papers.

It is easy to see that the distributions of $\left(P\left(B_{1}\right), P\left(B_{2}\right), \ldots, P\left(B_{k}\right)\right)$ give rise to a consistent family of measures over the class of all partitions $\left(B_{1}, B_{2}, \ldots, B_{k}\right)$. Ferguson (1973) argued on the basis of the Kolmogorov consistency theorem, that this fact leads to a unique probability measure on $[0,1]^{\mathcal{B}}$ with its associated Kolmogorov $\sigma$-field. Furthermore, for any given sequence of disjoint measurable sets $B_{1}, B_{2}, \ldots$, the probability is one that

$$
\begin{equation*}
P\left(\cup B_{j}\right)=\sum P\left(B_{j}\right) \tag{1.1}
\end{equation*}
$$

where $P(\cdot)$ is the canonical representation of a point in $[0,1]^{\mathcal{B}}$. This set of probability one may depend on the sequence $B_{1}, B_{2}, \ldots$. Such a $P$ is a member of $\mathcal{P}$ if and only if (1.1) were true for all disjoint sequences $B_{1}, B_{2}, \ldots$. The collection of such disjoint sequences is uncountable. This presents a problem in making this definition rigorous and establishing property P1. For the special case where $\mathcal{X}$ is the real line, or more generally a separable complete metric space, one can use a result of Harris ((1968), Lemma 6.1). This result states that a verification of (1.1) for a select countable number of cases of disjoint sequences of sets is sufficient to ensure that (1.1) holds for all disjoint countable sets and that the set function $P$ is a probability measure. An appeal to this result is one way to show that there is a probability measure on $(\mathcal{P}, \mathcal{C})$ with the required properties and this defines the Dirichlet measure $\mathcal{D}_{\alpha}$.

In a later section, Ferguson ((1973), Section 4) gives an alternative constructive definition of the Dirichlet measure which shows that it gives probability one to the subset of discrete probability measures. However, it takes some effort to see that the two definitions are equivalent.

Ferguson (1973) also establishes the posterior distribution property P3 by using a very peculiar definition (see his Definition 2) for the joint distribution of $(P, X)$, rather than the straightforward definition that the distribution of $X$ given $P$ is $P$.

Blackwell and McQueen (1973) appeal to the famous theorem of de Finetti to show that there is a one-to-one correspondence between sequences of exchangeable random variables and probability measures on $(\mathcal{P}, \mathcal{C})$. A particular case of exchangeable random variables, namely the generalized Pòlya urn scheme, corresponds to the Dirichlet measure. In this paper and in Blackwell (1973), they establish the three properties P1, P2 and P3. Their proof is elegant but quite indirect and also requires the space $\mathcal{X}$ to be a separable complete metric space.

Freedman (1963) and Fabius (1964) contain early work on tail-free priors, which include Dirichlet priors, for the case when $\mathcal{X}$ is the set of integers or $[0,1]$.

We briefly summarize the rest of the paper. Let $(\mathcal{X}, \mathcal{B})$ be an arbitrary measurable space. Let $\mathcal{E}$ be the usual Borel $\sigma$-field restricted to $[0,1]$. In Section 2, we define a function $P$ based on a sequence of i.i.d. random variables $\left(\theta_{n}, Y_{n}\right), n=1,2, \ldots$, taking values in $([0,1] \times \mathcal{X}, \mathcal{E} \times \mathcal{B})$. See (2.1). By its very definition, $P$ is a random measure taking values in $(\mathcal{P}, \mathcal{S})$ and giving probability one to the subset of discrete probability measures on $(\mathcal{X}, \mathcal{B})$. This establishes properties P1 and P2. We give a direct proof, in Theorem 3.4 of Section 3, that the finite dimensional marginal distributions of $P$ are Dirichlet distributions. This establishes that the distribution of $P$ is a Dirichlet measure. In Theorem 4.3 of Section 4 we prove property P3 thus establishing that the posterior distribution is also a Dirichlet measure. The definition and proofs are all given in some detail to make this paper self contained.

This constructive definition of a Dirichlet measure was presented at an invited paper of an IMS meeting in 1980 and also announced in Sethuraman and Tiwari (1982) which dealt with the convergence of Dirichlet measures. This definition has since been used by several authors to simplify previous calculations and to obtain new results involving Dirichlet measures. For instance see Doss (1991), Ferguson (1983), Ferguson, Phadia and Tiwari (1992), Kumar and Tiwari (1989).

## 2. Constructive Definition of the Dirichlet Measure

Let $\alpha$ be a non-zero finite measure on $(\mathcal{X}, \mathcal{B})$. Let $\beta(B)=\alpha(B) / \alpha(\mathcal{X})$ be the normalized probability measure arising from $\alpha$. Let $B(\gamma, \delta)$ stand for the Beta distribution on $[0,1]$ with parameters $\gamma$ and $\delta$. This Beta distribution is the marginal distribution of the first co-ordinate of the Dirichlet measure $\mathcal{D}(\gamma, \delta)$ on the two-dimensional simplex $\Delta_{2}$ defined earlier. Let $\mathcal{N}=\{1,2, \ldots\}$ be the set of positive integers and let $\mathcal{F}$ be the $\sigma$-field of all subsets of $\mathcal{N}$. Let $\{\Omega, \mathcal{S}, Q\}$ be a probability space supporting a collection of random variables $(\boldsymbol{\theta}, \mathbf{Y}, I)=\left(\left(\theta_{j}, Y_{j}\right), j=1,2, \ldots, I\right)$ taking values in $\left(([0,1] \times \mathcal{X})^{\infty} \times \mathcal{N},(\mathcal{E} \times\right.$ $\left.\mathcal{B})^{\infty} \times \mathcal{F}\right)$, with a joint distribution defined as follows. The random variables $\left(\theta_{1}, \theta_{2}, \ldots\right)$ are independently and identically distributed (i.i.d.) with a common Beta distribution $B(1, \alpha(\mathcal{X}))$. The random variables ( $Y_{1}, Y_{2}, \ldots$ ) are independent of the $\left(\theta_{1}, \theta_{2}, \ldots\right)$ and i.i.d. among themselves with common distribution $\beta$. Let $p_{1}=\theta_{1}$ and let $p_{n}=\theta_{n} \prod_{1 \leq m \leq n-1}\left(1-\theta_{m}\right)$ for $n=2,3, \ldots$. Notice that $\sum_{1 \leq m \leq n} p_{m}=1-\prod_{1 \leq m \leq n}\left(1-\theta_{m}\right) \rightarrow 1$ with $Q$-probability one. Let $Q(I=n \mid(\boldsymbol{\theta}, \mathbf{Y}))=p_{n}, n=1,2, \ldots$ The existence of a probability space $(\Omega, \mathcal{S}, Q)$ and such a sequence of random variables $(\boldsymbol{\theta}, \mathbf{Y}, I)$ follows from the usual construction of a product measure, and does not require any restrictions on $(\mathcal{X}, \mathcal{B})$, such as its being a separable complete metric space.

Define

$$
\begin{equation*}
P(\boldsymbol{\theta}, \mathbf{Y} ; B)=P(B)=\sum_{n=1}^{\infty} p_{n} \delta_{Y_{n}}(B) \tag{2.1}
\end{equation*}
$$

where $\delta_{x}(\cdot)$ stands for the probability measure degenerate at $x$.
This is the new constructive definition of a Dirichlet measure. As convenience dictates, we drop all or part of the arguments $(\boldsymbol{\theta}, \mathbf{Y}, B)$ and denote the random measure in (2.1) by $P$, for simplicity of notation. Since $P$ is clearly a measurable map from $(\Omega, \mathcal{S})$ into $(\mathcal{P}, \mathcal{C})$ and takes values in the subset of discrete probability measures, properties P1 and P2 are self evident.

Notice that the random variable $I$ introduced above has not been used in the definition of $P$. It will be used later, in Section 4, to prove the posterior distribution property P3.

A more direct way to describe the constructive definition in (2.1) is as follows. Let $Y_{1}, Y_{2}, \ldots$ be i.i.d. with common distribution $\beta$. Let $\left\{p_{1}, p_{2}, \ldots\right\}$ be the probabilities from a discrete distribution on the integers with discrete failure rate $\left\{\theta_{1}, \theta_{2}, \ldots\right\}$ which are i.i.d. with a Beta distribution $B(1, \alpha(\mathcal{X}))$. Let $P$ be the random probability measure that puts weights $p_{n}$ at the degenerate measures $\delta_{Y_{n}}$, $n=1,2, \ldots$. This is the random probability measure $P$ described in (2.1). The alternative definition given in Ferguson ((1973), Section 4) uses a different set of random weights which are arranged in decreasing order. The use of unordered weights in this paper simplifies all our calculations. It is interesting to note that the weights used by Ferguson (1973) are equivalent to our weights rearranged in decreasing order. However, it is not clear that there is an easy way to unorder the weights of Ferguson (1973) to obtain weights with the simple structure of (2.1).

## 3. The Distribution of the Random Measure $P$ is $\mathcal{D}_{\alpha}$

We will digress a little before establishing that the distribution of $P$ is the Dirichlet measure $\mathcal{D}_{\alpha}$.

Let $\theta_{n}^{*}=\theta_{n+1}, Y_{n}^{*}=Y_{n+1}, n=1,2, \ldots$, and let $J=I-1$. Using the definition $\left(\boldsymbol{\theta}^{*}, \mathbf{Y}^{*}, J\right)=\left(\left(\theta_{1}^{*}, \theta_{2}^{*}, \ldots\right),\left(Y_{1}^{*}, Y_{2}^{*}, \ldots\right), J\right)$, we see that the random probability measure $P$ in (2.1) satisfies

$$
\begin{equation*}
P(\boldsymbol{\theta}, \mathbf{Y} ; B)=\theta_{1} \delta_{Y_{1}}(B)+\left(1-\theta_{1}\right) P\left(\boldsymbol{\theta}^{*}, \mathbf{Y}^{*} ; B\right) \tag{3.1}
\end{equation*}
$$

Notice that $\left(\boldsymbol{\theta}^{*}, \mathbf{Y}^{*}\right)$ has the same distribution as $(\boldsymbol{\theta}, \mathbf{Y})$ and is independent of $\left(\theta_{1}, Y_{1}\right)$. Thus we can re-write (3.1) as the following distributional equation for $P$ :

$$
\begin{equation*}
P \stackrel{\text { st }}{=} \theta_{1} \delta_{Y_{1}}+\left(1-\theta_{1}\right) P \tag{3.2}
\end{equation*}
$$

where on the right hand side $P$ is independent of $\left(\theta_{1}, Y_{1}\right)$.

Theorem 3.4 below uses the distributional equation (3.2) to show that the distribution of $P$ is the Dirichlet measure $\mathcal{D}_{\alpha}$. The proof of this theorem uses well known facts about finite dimensional Dirichlet measures and a result on the uniqueness of solutions to distributional equations, which are given below as Lemmas 3.1, 3.2 and 3.3.

Lemma 3.1. Let $\gamma=\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{k}\right)$ and $\delta=\left(\delta_{1}, \delta_{2}, \ldots, \delta_{k}\right)$ be $k$-dimensional vectors. Let $U, V$ be independent $k$-dimensional random vectors with Dirichlet distributions $\mathcal{D}_{\gamma}$ and $\mathcal{D}_{\delta}$, respectively. Let $W$ be independent of $(U, V)$ and have a Beta distribution $B(\gamma, \delta)$, where $\gamma=\sum \gamma_{j}$ and $\delta=\sum \delta_{j}$. Then the distribution of $W U+(1-W) V$ is the Dirichlet distribution $\mathcal{D}_{\gamma+\delta}$.

Lemma 3.2. Let $\gamma=\left(\gamma_{1}, \ldots, \gamma_{k}\right), \gamma=\sum \gamma_{j}$ and let $\beta_{j}=\gamma_{j} / \gamma, j=1,2, \ldots, k$. Then

$$
\sum \beta_{j} \mathcal{D}_{\gamma+\mathrm{e}_{j}}=\mathcal{D}_{\gamma} .
$$

This conclusion can also be written as $E\left(\mathcal{D}_{\gamma+\mathbf{z}}\right)=\mathcal{D}_{\gamma}$, where $\mathbf{Z}$ is a random vector that takes the values $\mathbf{e}_{j}$ with probability $\gamma_{j} / \gamma, j=1, \ldots, k$.

The proofs of these two lemmas are found in many standard text books, for instance in Wilks ((1962), Section 7).

Lemma 3.3 stated and proved below shows that certain distributional equations have unique solutions. Such results appear in several areas of statistics, notably in renewal theory. For a recent work which gives more general results see Goldie (1991). The following lemma is sufficient for our purposes. Its proof, which is not new, is given here to make this paper self contained.

Lemma 3.3. Let $W, U$ be a pair of random variables where $W$ takes values in $[-1,1]$ and $U$ takes values in a linear space. Suppose that $V$ is a random variable taking values in the same linear space as $U$ and which is independent of $(W, U)$ and satisfies the distributional equation

$$
\begin{equation*}
V \stackrel{\text { st }}{=} U+W V \tag{3.3}
\end{equation*}
$$

Suppose that $P(|W|=1) \neq 1$. Then there is only one distribution for $V$ that satisfies (3.3).

Proof. Let $V$ and $V^{\prime}$ be two random variables whose distributions are not equal but satisfy Equation (3.3). Let $\left(W_{n}, U_{n}\right)$ be independent copies of $(W, U)$ which are independent of $V, V^{\prime}$. Let $V_{1}=V, V_{1}^{\prime}=V^{\prime}$ and define, recursively, $V_{n+1}=$ $U_{n}+W_{n} V_{n}$ and $V_{n+1}^{\prime}=U_{n}+W_{n} V_{n}^{\prime}$ for $n=1,2, \ldots$. From the distributional equation (3.3), the $V_{n}$ 's have the same distribution as $V$ and the $V_{n}^{\prime}$ 's have the same distribution as $V^{\prime}$. However,

$$
\left|V_{n+1}-V_{n+1}^{\prime}\right|=\left|W_{n}\right|\left|V_{n}-V_{n}^{\prime}\right|=\prod_{1 \leq m \leq n}\left|W_{m}\right|\left|V_{1}-V_{1}^{\prime}\right| \rightarrow 0
$$

with probability 1 , since the $W_{n}$ 's are i.i.d., $P\left(\left|W_{1}\right| \leq 1\right)=1$, and $P\left(\left|W_{1}\right|=\right.$ $1)<1$. This contradicts the supposition that the distributions of $V$ and $V^{\prime}$ are unequal and proves that if the distribution of $V$ satisfies (3.3), then it is unique.

Theorem 3.4. Let $\left\{B_{1}, B_{2}, \ldots, B_{k}\right\}$ be a measurable partition of $\mathcal{X}$ and let $\mathbf{P}=$ $\left(P\left(B_{1}\right), P\left(B_{2}\right), \ldots, P\left(B_{k}\right)\right)$. Then the distribution of $\mathbf{P}$ is the $k$-dimensional Dirichlet measure $\mathcal{D}_{\left(\alpha\left(B_{1}\right), \alpha\left(B_{2}\right), \ldots, \alpha\left(B_{k}\right)\right)}$.

Proof. Let $\mathbf{D}=\left(\delta_{Y_{1}}\left(B_{1}\right), \delta_{Y_{1}}\left(B_{2}\right), \ldots, \delta_{Y_{1}}\left(B_{k}\right)\right)$. Notice that $P\left(\mathbf{D}=\mathbf{e}_{j}\right)=$ $P\left(Y_{1} \in B_{j}\right)=\beta\left(B_{j}\right), j=1,2, \ldots, k$. From (3.2) we see that $\mathbf{P}$ satisfies the distributional equation

$$
\begin{equation*}
\mathbf{P} \stackrel{\text { st }}{=} \theta_{1} \mathbf{D}+\left(1-\theta_{1}\right) \mathbf{P} \tag{3.4}
\end{equation*}
$$

where, on the right, $\theta_{1}$ has a Beta distribution $B(1, \alpha(\mathcal{X})), \mathbf{D}$ is independent of $\theta_{1}$ and takes the value $\mathbf{e}_{j}$ with probability $\beta\left(B_{j}\right), j=1,2, \ldots, k$, and the $k$-dimensional random vector $\mathbf{P}$ is independent of $\left(\theta_{1}, \mathbf{D}\right)$.

We first verify that the $k$-dimensional Dirichlet measure for $\mathbf{P}$ satisfies the distributional equation (3.4) and then show that this solution is the unique solution.

Let the distribution of $\mathbf{P}$ on the right of (3.4) be the $k$-dimensional Dirichlet measure $\mathcal{D}_{\left(\alpha\left(B_{1}\right), \alpha\left(B_{2}\right), \ldots, \alpha\left(B_{k}\right)\right)}$. The $k$-dimensional Dirichlet measure $\mathcal{D}_{\mathbf{e}_{j}}$ gives probability 1 to $\mathbf{e}_{j}$. Given that $\mathbf{D}=\mathbf{e}_{j}$, the distribution of $\theta_{1} \mathbf{D}+\left(1-\theta_{1}\right) \mathbf{P}$ is the distribution of $\theta_{1} \mathcal{D}_{\mathbf{e}_{j}}+\left(1-\theta_{1}\right) \mathcal{D}_{\left(\alpha\left(B_{1}\right), \alpha\left(B_{2}\right), \ldots, \alpha\left(B_{k}\right)\right)}$ and this, by Lemma 3.1, is $\mathcal{D}_{\left(\alpha\left(B_{1}\right), \alpha\left(B_{2}\right), \ldots, \alpha\left(B_{k}\right)\right)+\mathbf{e}_{j}}$. Summing over the distribution of $\mathbf{D}$ is equivalent to taking a mixture of these Dirichlet measures with weights $\beta\left(B_{j}\right)=\alpha\left(B_{j}\right) / \alpha(\mathcal{X})$, which by Lemma 3.2 , is equal to $\mathcal{D}_{\left(\alpha\left(B_{1}\right), \alpha\left(B_{2}\right), \ldots, \alpha\left(B_{k}\right)\right)}$. This verifies that the $k$ dimensional Dirichlet measure satisfies the distributional equation (3.4). Lemma 3.3 shows that this solution is unique. This completes the proof of Theorem 3.4.

## 4. The Posterior Distribution of $P$ is $\mathcal{D}_{\alpha+\delta_{X}}$

Let $X=Y_{I}$. Then $X$ is a random variable from $(\Omega, \mathcal{S})$ into $\mathcal{X}$ defined explicitly as a function of $(\boldsymbol{\theta}, \mathbf{Y}, I)$. The next lemma shows that the distribution of $X$ given $P$ is $P$ and hence the joint distribution of $(P, X)$ is that of the "parameter" and "data" in a Bayesian nonparametric problem.

Lemma 4.1. The distribution of $X$ given $P$ is $P$.
Proof. Let $B \in \mathcal{B}$. By direct calculation, we get

$$
\begin{aligned}
Q(X \in B \mid(\boldsymbol{\theta}, \mathbf{Y})) & =\sum_{n} Q(X \in B \mid I=n,(\boldsymbol{\theta}, \mathbf{Y})) Q(I=n \mid(\boldsymbol{\theta}, \mathbf{Y})) \\
& =\sum_{n} \delta_{Y_{n}}(B) p_{n}=P(B)
\end{aligned}
$$

Since this conditional probability is a function of $P$, it immediately follows that $Q(\cdot \mid P)$ exists as a regular conditional probability and $Q(X \in B \mid P)=P(B)$ with $Q$-probability 1.

We now come to the posterior distribution of $P$, i.e. the distribution of $P$ given $X$. We do this by separately obtaining the conditional distribution of $(\boldsymbol{\theta}, \mathbf{Y})$ given $I=1$ and given $I>1$. When $f$ and $g$ are functions of $(\boldsymbol{\theta}, \mathbf{Y}, I)$, we will use the notations $\mathcal{L}(f)$ and $\mathcal{L}(f \mid g)$ to denote the distribution of $f$ and the conditional distribution of $f$ given $g$, under $Q$, respectively.

Lemma 4.2. The following are the conditional distributions of $(\boldsymbol{\theta}, \mathbf{Y}, I)$ given $I=1$ and given $I>1$ :

$$
\begin{equation*}
\mathcal{L}\left(\left(\theta_{1}, Y_{1}\right),\left(\boldsymbol{\theta}^{*}, \mathbf{Y}^{*}\right) \mid I=1\right)=B(2, \alpha(\mathcal{X})) \times \mathcal{L}(\boldsymbol{\theta}, \mathbf{Y}) \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{L}\left(\left(\theta_{1}, Y_{1}\right),\left(\boldsymbol{\theta}^{*}, \mathbf{Y}^{*}, J\right) \mid I>1\right)=B(1, \alpha(\mathcal{X})+1) \times \mathcal{L}(\boldsymbol{\theta}, \mathbf{Y}, I) \tag{4.2}
\end{equation*}
$$

Proof. Note that $Q(I=1 \mid(\boldsymbol{\theta}, \mathbf{Y}))=\theta_{1}$. Thus, if $A_{i} \in \mathcal{E}, B_{i} \in \mathcal{B}, i=1,2, \ldots, n$, we have the relation

$$
\begin{aligned}
& Q\left\{\theta_{i} \in A_{i}, Y_{i} \in B_{i}, i=1,2, \ldots, n, I=1\right\} \\
& \quad \propto \int I\left(x_{i} \in A_{i}, y_{i} \in B_{i}, i=1,2, \ldots, n\right) x_{1} \prod_{1 \leq i \leq n}\left[\left(1-x_{i}\right)^{\alpha(\mathcal{X})-1} d x_{i} \beta\left(d y_{i}\right)\right]
\end{aligned}
$$

This implies that, conditional on $I=1, \theta_{1}$ has distribution $B(2, \alpha(\mathcal{X}))$, the distributions of $\theta_{i}, i=2,3, \ldots, n$, and $Y_{i}, i=1,2, \ldots, n$, are all unchanged, and all these are independent. This gives all the finite dimensional conditional distributions and proves (4.1). The proof of (4.2) follows along the same lines since $Q(I>1 \mid(\boldsymbol{\theta}, \mathbf{Y}))=1-\theta_{1}$.
Theorem 4.3. The posterior distribution of $P$ given $X$ is the Dirichlet measure $\mathcal{D}_{\alpha+\delta_{X}}$.
Proof. Let $P^{*}=P\left(\boldsymbol{\theta}^{*}, \mathbf{Y}^{*}\right)$. We can rewrite (3.1) as $P=\theta_{1} \delta_{Y_{1}}+\left(1-\theta_{1}\right) P^{*}$. When $I=1$, we use (4.1) and obtain

$$
\begin{align*}
\mathcal{L}(P \mid X, I=1) & =\mathcal{L}\left(\theta_{1} \delta_{Y_{1}}+\left(1-\theta_{1}\right) P^{*} \mid X, I=1\right) \\
& \stackrel{\text { st }}{=} \theta_{1}^{\prime} \delta_{X}+\left(1-\theta_{1}^{\prime}\right) P^{* *} \tag{4.3}
\end{align*}
$$

where $\theta_{1}^{\prime}$ has distribution $B(2, \alpha(\mathcal{X}))$, and $P^{* *}$ is a random probability measure, independent of $\theta_{1}^{\prime}$, whose distribution is the Dirichlet measure $\mathcal{D}_{\alpha}$. The random probability measure putting all its mass on the degenerate measure $\delta_{X}$ is
the Dirichlet measure $\mathcal{D}_{\delta_{X}}$ which is also equal to $\mathcal{D}_{2 \delta_{X}}$. Since $\theta_{1}^{\prime}$ has a Beta distribution $B(2, \alpha(\mathcal{X}))$, this latter choice allows us to use Lemma 3.1 to obtain

$$
\begin{equation*}
\mathcal{L}(P \mid X, I=1) \stackrel{\text { st }}{=} \mathcal{D}_{\alpha+2 \delta_{X}} \tag{4.4}
\end{equation*}
$$

When $I>1$, we use (4.2) and first obtain

$$
\begin{equation*}
\mathcal{L}\left(\boldsymbol{\theta}^{*}, \mathbf{Y}^{*}, X \mid I>1\right)=\mathcal{L}(\boldsymbol{\theta}, \mathbf{Y}, X) \tag{4.5}
\end{equation*}
$$

since $X=Y_{I}=Y_{J}^{*}$ on $I>1$. Thus

$$
\begin{align*}
\mathcal{L}(P \mid X, I>1) & =\mathcal{L}\left(\theta_{1} \delta_{Y_{1}}+\left(1-\theta_{1}\right) P^{*} \mid X, I>1\right) \\
& \stackrel{\text { st }}{=} \theta_{1}^{\prime \prime} \delta_{Y_{1}}+\left(1-\theta_{1}^{\prime \prime}\right) P^{* * *} \tag{4.6}
\end{align*}
$$

where $Y_{1}$ has distribution $\beta, \theta_{1}^{\prime \prime}$ is independent of $Y_{1}$ and has distribution $B(1$, $\alpha(\mathcal{X})+1)$, and $P^{* * *}$ is a random probability measure, independent of $\left(Y_{1}, \theta_{1}^{\prime \prime}\right)$, whose distribution is $\mathcal{L}(P \mid X)$, in view of (4.5). We can combine (4.3) and (4.6) to obtain a distributional equation for $\mathcal{L}(P \mid X)$ as follows.

$$
\begin{equation*}
\mathcal{L}(P \mid X) \stackrel{\text { st }}{=} A\left(\theta_{1}^{\prime} \delta_{X}+\left(1-\theta_{1}^{\prime}\right) P^{* *}\right)+(1-A)\left(\theta_{1}^{\prime \prime} \delta_{Y_{1}}+\left(1-\theta_{1}^{\prime \prime}\right) P^{* * *}\right) \tag{4.7}
\end{equation*}
$$

where all the random variables on the right are independent and have the distributions previously specified, and the random variable $A$ takes values 1 and 0 with probabilities $\frac{1}{(\alpha(\mathcal{X})+1)}$ and $\frac{\alpha(\mathcal{X})}{(\alpha(\mathcal{X})+1)}$, respectively. Notice that the distribution of $P^{* * *}$ is $\mathcal{L}(P \mid X)$ which makes (4.7) a distributional equation.

From Lemma 3.3 we conclude that if there is a solution to (4.7), it will be a unique solution. We now verify that $\mathcal{L}(P \mid X)=\mathcal{D}_{\alpha+\delta_{X}}$ satisfies the distributional equation (4.7). Relation (4.4) can be rewritten as

$$
\begin{equation*}
\theta_{1}^{\prime} \delta_{X}+\left(1-\theta_{1}^{\prime}\right) P^{* *} \stackrel{\text { st }}{=} \mathcal{D}_{\alpha+2 \delta_{X}} \tag{4.8}
\end{equation*}
$$

By conditioning on $Y_{1}$ and using Lemma 3.1, and then taking expectations with respect to $Y_{1}$, we find that

$$
\begin{equation*}
\theta_{1}^{\prime \prime} \delta_{Y_{1}}+\left(1-\theta_{1}^{\prime \prime}\right) P^{* * *} \stackrel{\text { st }}{=} E\left(\mathcal{D}_{\alpha+\delta_{X}+\delta_{Y_{1}}}\right) \tag{4.9}
\end{equation*}
$$

where $Y_{1}$ has distribution $\beta$. Let $Z$ be a random variable in $(\mathcal{X}, \mathcal{B})$ with distribution $\frac{1}{(\alpha(\mathcal{X})+1)} \delta_{X}+\frac{\alpha(\mathcal{X})}{(\alpha(\mathcal{X})+1)} \beta=\frac{\alpha+\delta_{X}}{(\alpha(\mathcal{X})+1)}$. Combining (4.8) and (4.9), and using Lemma 3.2 on mixtures of Dirichlet measures, we conclude the distribution of the random measure in the right hand side of (4.7) is equal to

$$
\begin{aligned}
\frac{1}{(\alpha(\mathcal{X})+1)} \mathcal{D}_{\alpha+2 \delta_{X}}+\frac{\alpha(\mathcal{X})}{(\alpha(\mathcal{X})+1)} E\left(\mathcal{D}_{\alpha+\delta_{X}+\delta_{Y_{1}}}\right) & \stackrel{\text { st }}{=} E\left(\mathcal{D}_{\alpha+\delta_{X}+\delta_{Z}}\right) \\
& \stackrel{\text { st }}{=} \mathcal{D}_{\alpha+\delta_{X}}
\end{aligned}
$$

This proves that $\mathcal{D}_{\alpha+\delta_{X}}$ is the posterior distribution of $P$ given $X$.
Suppose that the random variables $X_{1}, X_{2}, \ldots, X_{n}$ given $P$ are i.i.d. with common distribution $P$, where $P$ is distributed according to the Dirichlet measure $\mathcal{D}_{\alpha}$. This is the situation when a sample of size $n$ is drawn. The posterior distribution of $P$ given $\left(X_{1}, \ldots, X_{n}\right)$ follows from Theorem 4.3 and the following general fact described in the next paragraph.

Let the random variables $X_{1}, X_{2}, \ldots, X_{n}$ given $P$ be i.i.d. with common distribution $P$, where $P$ has an arbitrary prior distribution $\nu$ on $(\mathcal{P}, \mathcal{C})$. Let $\nu^{X_{1}}$ be the posterior distribution of $P$ given $X_{1}$. Then the joint distribution of $\left(X_{2}, X_{3}, \ldots, X_{n}\right)$ given $X_{1}$ is the same as the joint distribution of the random variables $\left(Y_{2}, Y_{3}, \ldots, Y_{n}\right)$ which can be described after introducing a new random probability measure $P^{\prime}$ as follows: given $P^{\prime}, Y_{2}, Y_{3}, \ldots, Y_{n}$ are i.i.d. with common distribution $P^{\prime}$, and $P^{\prime}$ has distribution $\nu^{X_{1}}$.

If the prior distribution of $P$ is $\mathcal{D}_{\alpha}$, then from this remark and Theorem 4.3, it follows that the posterior distribution of $P$ given $\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ is $\mathcal{D}_{\alpha+\Sigma \delta_{X_{i}}}$.

## 5. Examples

The first application of our construction of Dirichlet measures was made in Sethuraman and Tiwari (1982) wherein the weak convergence of a sequence of Dirichlet measures was established. There is no other method available to prove such weak convergence. See that paper for the details.

More conventional applications have appeared in several papers, wherein old and new results have been proved using our construction of Dirichlet measure. See, for instance, Ferguson (1983), Ferguson, Phadia and Tiwari (1992), Kumar and Tiwari (1989).

We now give another application wherein one needs to simulate a random measure $P$ with a Dirichlet measure and a random variable $X$ with distribution $P$. It is impossible to generate such a random measure $P$, even with our construction, since it will mean generating an infinite number of random variables. However, if our interest is in $X$, then this can be accomplished because our construction of a Dirichlet measure shows that one needs to know only a finite number of the infinite number of the variables in the definition of $P$. This has been done in a recent paper of Doss (1991). We now sketch some of the details.

Let $\alpha$ be a non-zero measure in $\mathcal{M}$ and $\beta(B)=\alpha(B) / \alpha(\mathcal{X})$ be the normalized measure of $\alpha$. Suppose that the prior distribution of $P$ is the Dirichlet measure $\mathcal{D}_{\alpha}$. Let the distribution of $X$ given $P$ be $P$. This is the standard setup that we have discussed up to now. Fix a non-empty set $A$ in $\mathcal{B}$, which is not a singleton set. Let $Y=I(x \in A)$, where $I(\cdot)$ is the indicator function. Suppose that it is observed that $X \in A$, that is $Y=1$, but the value of $X$ is not observed. This
happens in the standard models of censoring. What is $\mathcal{L}(P \mid Y=1)$, the posterior distribution of $P$ given $Y=1$ ? This and other generalizations are addressed in Doss (1991). For any probability measure $Q$ on $(\mathcal{X}, \mathcal{B})$, let $Q_{A}$ be the version of $Q$ truncated to $A$, defined by

$$
Q_{A}(B)=Q(B \cap A) / Q(A)
$$

The following two conditional distributions are straightforward: $\mathcal{L}(P \mid X, Y=$ $1)=\mathcal{D}_{\alpha+\delta_{X}}$, and $\mathcal{L}(X \mid P, Y=1)=P_{A}$.

This suggests that one can use the Markov chain successive substitution method described in Gelfand and Smith (1990) to simulate an observation from $\mathcal{L}(P \mid Y=1)$, as follows. Let $\left(P_{0}, X_{0}\right)$ be arbitrary point in $\mathcal{P} \times \mathcal{X}$. For $n=$ $1,2, \ldots$, let $P_{n}$ have distribution $\mathcal{L}\left(P \mid X_{n-1}, Y=1\right)$ and $X_{n}$ have distribution $\mathcal{L}\left(X \mid P_{n}, Y=1\right)$. Then from the results in Athreya, Doss and Sethuraman (1992) as shown in Doss (1991), it follows that $\left(P_{n}, X_{n}\right)$ and also averages based on $\left(P_{0}, X_{0}\right), \ldots,\left(P_{n}, X_{n}\right)$, converge in distribution to $\mathcal{L}((P, X) \mid Y=1)$, as $n \rightarrow \infty$. By retaining $P$ alone we obtain an approximation to $\mathcal{L}(P \mid Y=1)$.

This simulation requires generating observations from both distributions $\mathcal{L}(P \mid X, Y=1)$ and $\mathcal{L}(X \mid P, Y=1)$, but we see below that we can generate from the latter distribution and bypass the former distribution. In other words, we will show below that, we can generate $X_{n}$ without the full knowledge of $P_{n}$, which will be difficult to generate since it has a Dirichlet distribution. From our constructive definition, $P_{n}$ is of the form $\sum_{j=1}^{\infty} p_{j} \delta_{Y_{j}}$, where $p_{j}$ and $Y_{j}$ are random variables depending on the parameter of the Dirichlet distribution of $P_{n}$. Also $X_{n}$ is just $Y_{J}$, conditioned to lie in $A$ by the simple rejection method, where $J$ is an integer valued random variable taking the value $j$ with probability $p_{j}$. This random index $J$ can be generated on the basis of a uniform random variable $U$ by putting $J=\min \left\{j: \sum_{1 \leq r \leq j} p_{r} \geq U\right\}$, which requires the evaluation of only a finite number of $p_{r}$ 's. If $Y_{J} \in A$, we let $X_{n}=Y_{J}$, and this means that we need to generate only $Y_{1}, \ldots, Y_{J}$. If $Y_{J} \notin A$, we repeat the procedure by using another uniform random variable $U$ to generate a $J$ until $Y_{J} \in A$. Thus one can ignore the problem of generating $P_{n}$ and go straight to generating $X_{n}$. For some large $n$, we declare that $\mathcal{L}(P \mid Y=1)$ is approximated by $\mathcal{L}\left(P_{n+1} \mid X_{n}, Y=1\right)$ which is $\mathcal{D}_{\alpha+\delta_{X_{n}}}$, and compute approximations to functionals of $\mathcal{L}(P \mid Y=1)$. This example is an illustration of the power of our constructive definition. More details and other more useful generalizations are given in Doss (1991).
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