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Including three aspects, problem solving, theorem proving and theorem
discovering, automated deduction in real geometry essentially depends
upon the semi-algebraic system solving. A “semi-algebraic system” is a
system consisting of polynomial equations, polynomial inequations and
polynomial inequalities, where all the polynomials are of integer coef-
ficients. We give three practical algorithms for the above three kinds
of problems, respectively. A package based on the three algorithms for
“solving” semi-algebraic systems at each of the three levels has been im-
plemented as Maple programs. The performance of the package on many
famous examples are reported.

1. Introduction

A semi-algebraic system is a system of polynomial equations, inequalities
and inequations. More precisely, we call





p1(x1, ..., xn) = 0, ..., ps(x1, ..., xn) = 0,

g1(x1, ..., xn) ≥ 0, ..., gr(x1, ..., xn) ≥ 0,

gr+1(x1, ..., xn) > 0, ..., gt(x1, ..., xn) > 0,

h1(x1, ..., xn) 6= 0, ..., hm(x1, ..., xn) 6= 0,

(1)
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a semi-algebraic system (sas for short), where n, s ≥ 1, r, t,m ≥ 0 and
pi, gj , hk are all polynomials in x1, ..., xn with integer coefficients.

Many problems in both practice and theory can be reduced to prob-
lems of solving sas. For example, we may mention some special cases of
the “p-3-p” problem15 which originates from computer vision, the problem
of constructing limit cycles for plane differential systems26 and the prob-
lem of automated discovering and proving for geometric inequalities49,48.
Moreover, many problems in geometry, topology and differential dynam-
ical systems are expected to be solved by translating them into certain
semi-algebraic systems.

There are two classical methods, Tarski’s method32 and the cylindrical
algebraic decomposition (CAD) method proposed by Collins10, for solving
semi-algebraic systems and numerous improvements and progresses11,7,14,3

have been made since then. But this problem is well-known to have for
general case double exponential complexity in the number of variables13.
Therefore, the best way to attack quantifier elimination may be that to
classify the problems and to offer practical algorithms for some special
cases from various applications36,37,38,19,16,48,49,52.

Two classes of sass with strong geometric backgrounds are discussed in
this paper. A sas is called a constant-coefficient sas if n = s and {p1, ..., ps}
is assumed to have only a finite number of common zeros while a sas is
called a parametric sas if s < n (s indeterminates are viewed as variables
and the other n− s indeterminates parameter) and {p1, ..., ps} is assumed
to have only a finite number of common zeros on all the possible values
of the parameter. A very recent algorithm to solve general sas (the ideal
generated by the polynomials may be of positive dimension) appears in the
recent paper by P. Aubry et al.2.

For a constant-coefficient sas, counting and isolating real solutions are
two key problems in the study of the real solutions of the system from the
viewpoint of symbolic computation. And algorithms for this kind of prob-
lems often form the base of some other algorithms for solving parametric
sass. T. Becker and V. Weispfenning4 presented an algorithm for isolat-
ing the real zeros of a system of polynomial equations by Gröbner bases
computing and Sturm theorem. Some effective methods for counting real
solutions of a sas are those using trace forms or the rational univariate
representation28,29,17 and the algorithm proposed by Xia and Hou44. Usu-
ally, these methods may suggest some algorithms for isolating real solutions
of a sas. In Section 2, we present an algorithm45 for isolating the real solu-
tions of a constant-coefficient sas, which, in some sense, can be viewed as a
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generalization of the Uspensky algorithm12. Lu et al.25 proposed a different
algorithm for isolating the real solutions of polynomial equations. Recently,
Xia and Zhang46 presented a new and faster algorithm for isolating the real
zeros of polynomial equations based on interval arithmetic.

Sections 3 and 4 are devoted to algorithms for “solving” parametric sass.
Automated theorem proving and discovering on inequalities are always con-
sidered as difficult topics in the area of automated reasoning. To prove or
disprove a geometric inequality, it is often required to decide whether a para-
metric sas has any real solutions or not. A so-called “dimension-decreasing”
algorithm52,51 is very fast for this kind of problems and is sketched in Sec-
tion 3. To discover inequality-type theorems automatically, it is often re-
quired to find conditions on the parameter of a parametric sas such that the
system has a specified number of real solutions. A complete and practical
algorithm for this kind of problems is described in Section 4.

2. Find Real Solutions of Geometric Problems

In this section we discuss an algorithm for isolating the real solutions of
a constant-coefficient sas and its application to finding real solutions of
geometric problems.

2.1. Basic Definitions

For any polynomial P with positive degree, the leading variable xl of P is
the one with greatest index l that effectively appears in P . A triangular set
is a set of polynomials {fi(x1, ..., xi), fi+1(x1, ..., xi+1), ..., fl(x1, ..., xl)} in
which the leading variable of fj is xj . If the ideal generated by p1, ..., pn is
zero dimensional, then it is well known that the Ritt-Wu method, Gröbner
basis methods or subresultant methods can be used to transform the system
of equations into one or more systems in triangular form41,8,34,1,54. There-
fore, in this section, we only consider triangular sets and the problem we
discuss is to isolate the real solutions of the following system





f1(x1) = 0,

f2(x1, x2) = 0,

· · · · · ·
fs(x1, x2, ..., xs) = 0,

g1(x1, x2, ..., xs) ≥ 0, ..., gr(x1, x2, ..., xs) ≥ 0,

gr+1(x1, x2, ..., xs) > 0, ..., gt(x1, x2, ..., xs) > 0,

h1(x1, x2, ..., xs) 6= 0, ..., hm(x1, x2, ..., xs) 6= 0,

(2)
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where s ≥ 1, r, t, m ≥ 0 and {f1, f2, ..., fs} is a normal ascending chain54

(also see Definition 1 in this section). We call a system in this form a
triangular semi-algebraic system (tsa for short).

Given a polynomial g(x), let resultant(g, g′x, x) be the Sylvester resultant
of g and g′x with respect to x, where g′x means the derivative of g(x) with
respect to x. We call it the discriminant of g with respect to x and denote
it by dis(g, x) or simply by dis(g) if its meaning is clear.

Given a polynomial g and a triangular set {f1, f2, ..., fs}, let

rs := g, rs−i := resultant(rs−i+1, fs−i+1, xs−i+1), i = 1, 2, ..., s;

qs := g, qs−i := prem(qs−i+1, fs−i+1, xs−i+1), i = 1, 2, ..., s,

where resultant(p, q, x) means the Sylvester resultant of p, q with respect
to x and prem(p, q, x) means the pseudo-remainder of p divided by q with
respect to x.

We denote ri−1 and qi−1 (1 ≤ i ≤ s) by res(g, fs, ..., fi) and
prem(g, fs, ..., fi) and call them the resultant and pseudo-remainder of g

with respect to the triangular set {fi, fi+1, ..., fs}, respectively.

Definition 1: Given a triangular set {f1, f2, ..., fs}, denote by Ii (i =
1, ..., s) the leading coefficient of fi in xi. A triangular set {f1, f2, ..., fs}
is called a normal ascending chain if res(Ii, fi−1, ..., f1) 6= 0 for i = 2, ..., s.

Note that I1 6= 0 follows from the definition of a triangular set.

Remark 2: A normal ascending chain is also called a regular chain by
Kalkbrener21 and a regular set by Wang35, and was called a proper ascend-
ing chain by Yang and Zhang53.

Definition 3: Let a tsa be given as defined in (2), called T . For every
fi (i ≥ 1), let CPfi

= dis(fi, xi) (i ≤ 2) and

CPfi = res (dis(fi, xi), fi−1, fi−2, ..., f2), i > 2.

For any q ∈ {gj | 1 ≤ j ≤ t}⋃ {hk | 1 ≤ k ≤ m}, let

CPq =
{

res (q, fs, fs−1, ..., f2), if s > 1,

q, if s = 1.

We define

CPT (x1) =
∏

1≤i≤s

CPfi ·
∏

1≤j≤t

CPgj ·
∏

1≤k≤m

CPhk
,

and call it the critical polynomial of the system T with respect to x1. We
also denote CPT (x1) by CP or CP(x1) if its meaning is clear.
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Remark 4: Let a tsa T be given and denote by T1 the system formed by
deleting f1(x1) from T . In T1, we view x1 as a parameter and let it vary
continuously on the real number axis. From Theorem 7 below, we know
that the number of distinct real solutions of T1 will remain fixed provided
that x1 varies on an interval in which there are no real zeros of CPT (x1).
That is why CPT (x1) is called the critical polynomial of the system T .

Definition 5: A tsa is regular if resultant(f1(x1),CP(x1), x1) 6= 0.

Remark 6: According to Definition 5, for a regular tsa no CPhk
(1 ≤

k ≤ m) has common zeros with f1(x1), which implies that every solution of
{f1 = 0, ..., fs = 0} satisfies hk 6= 0 (1 ≤ k ≤ m). Thus if a tsa is regular
we can omit the hk’s in it without loss of generality. Similarly, every solution
of {f1 = 0, ..., fs = 0} satisfies gj 6= 0 (1 ≤ j ≤ t). That is to say, each
of the inequalities gj ≥ 0 (1 ≤ j ≤ r) in a regular tsa can be treated as
gj > 0.

2.2. The Algorithm

Given two polynomials p(x), q(x) ∈ Z[x], suppose p(x) and q(x) have no
common zeros, i.e., resultant(p, q, x) 6= 0, and α1 < α2 < ... < αn are all
distinct real zeros of p(x). By the modified Uspensky algorithm12,30, we can
obtain a sequence of intervals, [a1, b1], ..., [an, bn], satisfying

1) αi ∈ [ai, bi] for i = 1, ..., n,
2) [ai, bi]

⋂
[aj , bj ] = ∅ for i 6= j,

3) ai, bi (1 ≤ i ≤ n) are all rational numbers, and
4) the maximal size of each isolating interval can be less than any positive

number given in advance.

Because p(x) and q(x) have no common zeros, the intervals can also satisfy

5) no zeros of q(x) are in any [ai, bi].

In the following we denote an algorithm to do this by nearzero(p, q, x), or
nearzero(p, q, x, ε) if the maximal size of the isolating intervals is specified
to be not greater than a positive number ε.

Theorem 7: Let a regular tsa be given. Suppose f1(x1) has n distinct real
zeros; then, by calling nearzero(f1,CP(x1), x1) we can obtain a sequence
of intervals, [a1, b1], ..., [an, bn], satisfying, for any [ai, bi] (1 ≤ i ≤ n) and
any β, γ ∈ [ai, bi],
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1) if s > 1, then the system
{

f2(β, x2) = 0, ..., fs(β, x2, ..., xs) = 0,

g1(β, x2, ..., xs) > 0, ..., gt(β, x2, ..., xs) > 0,

and the system
{

f2(γ, x2) = 0, ..., fs(γ, x2, ..., xs) = 0,

g1(γ, x2, ..., xs) > 0, ..., gt(γ, x2, ..., xs) > 0,

have the same number of distinct real solutions and,
2) if s = 1, then for any gj (1 ≤ j ≤ t), sign(gj(β)) = sign(gj(γ)), where

sign(x) is 1 if x > 0, −1 if x < 0 and 0 if x = 0.

Theorem 8: 45 For an irregular tsa T , there is an algorithm which can
decompose T into regular systems Ti. Let all the distinct real solutions of
a given system be denoted by Rzero(·); then this decomposition satisfies
Rzero(T ) =

⋃
Rzero(Ti).

By Theorem 8, we only need to consider regular tsas. Given a regular
tsa T , for 2 ≤ i ≤ s, 1 ≤ j < i, let

Uij =





res (
∂fi

∂xj
, fi, fi−1, ..., fj+1), if

∂fi

∂xj
6≡ 0,

1, if
∂fi

∂xj
≡ 0,

MPT (xj) =
∏

j≤k<i≤s Uik, (1 ≤ j ≤ s− 1).

Algorithm: REALZERO

Input: a regular tsa T (1) and an optional parameter, w, indicating the
maximal sizes of the output intervals on x1, ..., xs;

Output: isolating intervals of real solutions of T (1) or reports fail.
Step 1. i ← 1; Compute resultant(fi(xi),MPT (i)(xi), xi). If it is zero, then

return “fail” and stop. Otherwise,

S(i) ← nearzero(fi(xi),CPT (i) ·MPT (i) , xi).

Step 2. For each i-dimensional cube I in S(i),

Step 2a. Let VI be the set of the vertices of the i-dimensional
cube I.

Step 2b. For each vertex (v(1)
j , ..., v

(i)
j ) in VI , substitute x1 =

v
(1)
j , ..., xi = v

(i)
j into T (1) and delete the first i equations
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(denote the other equations still by fl (i + 1 ≤ l ≤ s) and the
new system by T

(i+1)
j ). Compute

resultant(fi+1(xi+1),MP
T

(i+1)
j

(xi+1), xi+1).

If it is zero, return “fail” and stop. Otherwise,

R
(i+1)
j ← nearzero(fi+1(xi+1),CP

T
(i+1)
j

·MP
T

(i+1)
j

, xi+1).

Step 2c. Merge all R
(i+1)
j into one list of intervals, denoted by

R(i+1). If any two intervals in R(i+1) intersect or the maxi-
mal size of these intervals is greater than w, shrink I by a
sub-algorithm SHR(I) given below and go back to Step 2a.
Otherwise,

S
(i+1)
I ← I ×R(i+1).

Step 3. S(i+1) ← ⋃
I∈S(i) S

(i+1)
I , i ← i + 1; If i < s, then go to Step 2.

Step 4. For each s-dimensional cube I, check the sign of each gj (1 ≤ j ≤
t) on I and determine the output.

Sub-algorithm: SHR

Input: a k-dimensional cube I0 in S(k);
Output: a k-dimensional cube I ⊂ I0.
Step 0. Suppose I0 = [a1, b1] × · · · × [ak, bk] and x0

1 is the unique zero of
f1(x1) in [a1, b1]. By the intermediate value theorem, we can get an
interval [a

′
1, b

′
1] ⊂ [a1, b1] with x0

1 ∈ [a
′
1, b

′
1] and b

′
1−a

′
1 = (b1−a1)/8.

Step 1. i ← 1, I ← [a
′
1, b

′
1].

Step 2. Let VI be the set of the vertices of the i-dimensional cube I. For
each (v(1)

j , ..., v
(i)
j ) in VI , substitute x1 = v

(1)
j , ..., xi = v

(i)
j into T (1)

and delete the first i equations of it (denote the new system by
T

(i+1)
j ).

Qi+1
j ← nearzero (fi+1(xi+1),CP

T
(i+1)
j

·MP
T

(i+1)
j

, xi+1)

When nearzero is called to compute Qi+1
j , let the maximal size of

the intervals be
1
8

of that we used to compute Ri+1
j in REALZERO.

Step 3. Merge Q
(i+1)
j into one sequence Q(i+1). Of course we know

[ai+1, bi+1] should correspond to which interval in Q(i+1). Denote
the interval by [a

′
i+1, b

′
i+1].

Step 4. I ← I × [a
′
i+1, b

′
i+1], i ← i + 1. If i = k, output I and stop.

otherwise, go to Step 2.
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Remark 9: In the steps of REALZERO, calling nearzero(fi(xi),CP·MP, xi)
aims at getting the isolating intervals of fi(xi) that have the following two
properties. (1). The property stated in Theorem 7; (2). Every xj (j > i),
when viewed as a function of xi implicitly defined by fj , is monotonic
on each isolating interval. The first property is guaranteed by Theorem
7 because the tsa is regular but the second one is not guaranteed. So, in
some cases the algorithm does not work. For example, in the case that some
zero of f1(x1) is an extreme point of x2 that is viewed as a function of x1

implicitly defined by f2.

We illustrate the algorithm REALZERO in detail by the following simple
example which we encountered while solving a geometric constraint prob-
lem.

Example 10: Given a regular tsa

T (1) :





f1 = 10x2 − 1 = 0,

f2 = −5y2 + 5xy + 1 = 0,

f3 = 30z2 − 20(y + x)z + 10xy − 11 = 0,

x ≥ 0, y ≥ 0,

by REALZERO, we take the following steps to get the isolating intervals.

Step 1. MPT (1)(x) = (5x2 + 22)(110x2 + 529) and CPT (1)(x) = x(4 +
5x2)(7 + 2x2) up to some non-zero constants. Because

resultant(f1(x),MPT (1)(x), x) 6= 0,

we get

S(1) = nearzero(f1(x),CPT (1) ·MPT (1) , x)

=
[[−3

8
,
−5
16

]
,

[
5
16

,
3
8

]]
.

Obviously, the first interval need not to be considered in the fol-
lowing. So

S(1) =
[

5
16

,
3
8

]
.

Step 2. S(1) has only one interval I =
[

5
16

,
3
8

]
.

Step 2a. VI =
{

v
(1)
1 =

5
16

, v
(1)
2 =

3
8

}
.
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Step 2b. Substituting x = v
(1)
1 =

5
16

into T (1) and deleting f1

from it, we get

T
(2)
1 :





f2 = 1 +
25
16

y − 5y2 = 0,

f3 = 30z2 − (20y +
25
4

)z +
25
8

y − 11 = 0,

y ≥ 0.

Now MP
T

(2)
1

(y) = −1 and CP
T

(2)
1

(y) = (
4349
1280

− 5
16

y + y2)y,
by

nearzero(f2(y),CP
T

(2)
1
·MP

T
(2)
1

, y),

we get R
(2)
1 =

[[−3
8

,
−5
16

]
,

[
5
8
,
11
16

]]
. Obviously, the first in-

terval need not to be considered in the following, so, R
(2)
1 =[

5
8
,
11
16

]
. Similarly, by substituting x = v

(1)
2 =

3
8

into T (1),

we get R
(2)
2 =

[
5
8
,
11
16

]
.

Step 2c. Merge R
(2)
1 and R

(2)
2 into R(2) :

[
5
8
,
11
16

]
and let S

(2)
I =

I ×R(2).

Step 3. Because S(1) has only one interval, we have

S(2) = S
(2)
I =

[
5
16

,
3
8

]
×

[
5
8
,
11
16

]
.

Now, i = 2 < s = 3, so, repeat Step 2 for S(2).

Step 2a. S(2) has only one element I =
[

5
16

,
3
8

]
×

[
5
8
,
11
16

]
and

VI =
{

(v(1)
1 , v

(2)
1 ) =

(
5
16

,
5
8

)
, (v(1)

2 , v
(2)
2 ) =

(
5
16

,
11
16

)
,

(v(1)
3 , v

(2)
3 ) =

(
3
8
,
5
8

)
, (v(1)

4 , v
(2)
4 ) =

(
3
8
,
11
16

)}
.

Step 2b. Substituting x = v
(1)
1 =

5
16

, y = v
(2)
1 =

5
8

into T (1) and

deleting f1, f2 from it, we get T
(3)
1 : {f3 = 640z2−400z−193 =

0}. Because this is the last equation in the ascending chain,
we let CP

T
(3)
1
·MP

T
(3)
1

= 1 and, by nearzero(f3(z), 1, z), get

R
(3)
1 = [[−1, 0], [0, 1]]. Similarly, we have R

(3)
2 = R

(3)
3 = R

(3)
4 =

[[−1, 0], [0, 1]].



March 27, 2006 12:38 WSPC/Trim Size: 9in x 6in for Review Volume yang˙xia3

10 L. Yang and B. C. Xia

Step 2c. Merge R
(3)
1 , R

(3)
2 , R

(3)
3 and R

(3)
4 into R(3) : [[−1, 0], [0, 1]]

and let S
(3)
I = I ×R(3).

Because S(2) has only one element, we have

S(3) = S
(3)
I =

[[
5
16

,
3
8

]
×

[
5
8
,
11
16

]
× [−1, 0],

[
5
16

,
3
8

]
×

[
5
8
,
11
16

]
× [0, 1]

]
.

Now, i = 3 = s, so, go to Step 4 and output
[[[

5
16

,
3
8

]
,

[
5
8
,
11
16

]
, [−1, 0]

]
,

[[
5
16

,
3
8

]
,

[
5
8
,
11
16

]
, [0, 1]

]]
.

2.3. Realzero and Examples

Our method has been implemented as a Maple program realzero in our
package. In general, for a sas, the computation of realzero consists of
three main steps. First, by the Ritt-Wu method, transform the system of
equations into one or more systems in triangular form. In our implementa-
tion, we use wsolve33, a program which realizes Wu’s method under Maple.
Second, for each component, check whether it is a regular tsa and, if not,
transform it into regular tsas by Theorem 8. Third, apply REALZERO to
each resulting regular tsa.

There are three basic kinds of calling sequences for a constant-coefficient
sas:

realzero([p1, ..., pn], [q1, ..., qr], [g1, ..., gt], [h1, ..., hm], [x1, ..., xs]);
realzero([p1, ..., pn], [q1, ..., qr], [g1, ..., gt], [h1, ..., hm], [x1, ..., xs], width);
realzero([p1, ..., pn], [q1, ..., qr], [g1, ..., gt], [h1, ..., hm], [x1, ..., xs], [w1, ..., ws]); .

The command realzero returns a list of isolating intervals for all real
solutions of the input system or reports that the method does not work on
some components. If the 6th parameter “width”, a positive number, is given,
the maximal size of the output intervals is less than or equal to this number.
If the 6th parameter is a list of positive numbers, [w1, ..., ws], the maximal
sizes of the output intervals on x1, ..., xs are less than or equal to w1, ..., ws,
respectively. If the 6th parameter is omitted, the most convenient width is
used for each interval returned. That is to say, the isolating intervals for
certain xi are returned provided that they do not intersect with each other.

Example 11: This is a problem of solving geometric constraints: Are we
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able to construct a triangle with elements a = 1, R = 1 and ha =
1
10

where
a, ha and R denote the side-length, altitude, and circumradius, respectively?

A result given by Mitrinovic et al.27 says that there exists a triangle
with elements a,R, ha if and only if R1 = 2R − a ≥ 0 and R2 = 8Rha −
4h2

a−a2 ≥ 0. From our study49 (also see Section 4 in this paper for details),
we know that the result is incorrect. We can also see this from the following

computations. For a = 1, R = 1, ha =
1
10

, we have R1 > 0, R2 < 0 and





f1 = 1/100− 4s(s− 1)(s− b)(s− c) = 0,

f2 = 1/5− bc = 0,

f3 = 2s− 1− b− c = 0,

b > 0, c > 0, b + c− 1 > 0, 1 + c− b > 0, 1 + b− c > 0,

where s is the half perimeter and b, c are the lengths of the other two sides,
respectively. Calling

realzero ([f1, f2, f3], [ ], [b, c, b + c− 1, 1 + c− b, 1 + b− c], [ ], [s, b, c]);

we get
»»»

259

256
,
519

512

–
,

»
33

128
,
17

64

–
,

»
97

128
,
197

256

––
,

»»
259

256
,
519

512

–
,

»
97

128
,

99

128

–
,

»
1

4
,

69

256

––
,

»»
297

256
,
595

512

–
,

»
11

64
,

23

128

–
,

»
73

64
,
295

256

––
,

»»
297

256
,
595

512

–
,

»
73

64
,
37

32

–
,

»
21

128
,

47

256

–––
,

which means that there are two different triangles with elements a = 1, R =
1 and ha = 10−1 since b and c are symmetric in the system. The time spent
for the computation on a PC (Pentium IV/2.8G) with Maple 8 is 0.2s.
Furthermore, say, setting width = 10−6 in the calling sequence:

realzero ([f1, f2, f3], [ ], [b, c, b + c− 1, 1 + c− b, 1 + b− c], [ ], [s, b, c], 10−6 );

we obtain a much more accurate result,
»»»

10624409

10485760
,

1062441

1048576

–
,

»
4386135

16777216
,

4386137

16777216

–
,

»
64173779

83886080
,

12834761

16777216

––
,

»»
10624409

10485760
,

1062441

1048576

–
,

»
3208689

4194304
,

12834761

16777216

–
,

»
21930659

83886080
,

1096535

4194304

––
,

»»
152143

131072
,

12171441

10485760

–
,

»
731239

4194304
,

1462479

8388608

–
,

»
9623217

8388608
,

24058049

20971520

––
,

»»
152143

131072
,

12171441

10485760

–
,

»
9623217

8388608
,

19246439

16777216

–
,

»
2924953

16777216
,

7312403

41943040

–––
.
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The time spent is 0.3s.

Example 12: 15 Which triangles can occur as sections of a regular tetra-
hedron by planes which separate one vertex from the other three? In fact,
this is one of the special cases of p-3-p problem which originates from
camera calibration. In Section 4, making use of another program called
“discoverer”49, we have got the so-called complete solution classification
of this problem.

Now, let 1, a, b be the lengths of the three sides of the triangle (assume
b ≥ a ≥ 1), and x, y, z the distances from the vertex to the three vertexes
of the triangle respectively and suppose that (a, b) is the real roots of {a2−
1 + b− b2 = 0, 3b6 + 56b4− 122b3 + 56b2 + 3 = 0}. We want to find x, y and
z. Thus, the system is




h1 = x2 + y2 − xy − 1 = 0,

h2 = y2 + z2 − yz − a2 = 0,

h3 = z2 + x2 − zx− b2 = 0,

h4 = a2 − 1 + b− b2 = 0,

h5 = 3b6 + 56b4 − 122b3 + 56b2 + 3 = 0,

x > 0, y > 0, z > 0, a− 1 ≥ 0, b− a ≥ 0, a + 1− b > 0.

Call

realzero ([h1, h2, h3, h4, h5], [b−a, a−1], [x, y, z, a+1− b], [ ], [b, a, x, y, z]);

the output is
»»»

162993

131072
,
81497

65536

–
,

»
73

64
,
147

128

–
,

»
1181

1024
,
2363

2048

–
,

»
1349206836

2188300897
,
348432792

556866289

–
,

»
3247431090114025

2465566125550592
,
202944373270641

154042321050112

–––
.

The time spent is 15.02s. Setting width = 10−6 in the calling sequence:

realzero ([h1, h2, h3, h4, h5], [b−a, a−1], [x, y, z, a+1−b], [ ], [b, a, x, y, z], 10−6 );

we obtain a much more accurate result,
»»»

162993137

131072000
,

1303945097

1048576000

–
,

»
1225595355

1073741824
,

1225595357

1073741824

–
,

»
77410187

67108864
,

154820375

134217728

–
,

»
56074137951995697071921875

90106812134321208501993472
,

1057264334012463994320375

1698941787575418678673408

–
,

»
352619062363191326364463801220259211

267676127050613514331758788608000000
,
55714054304514192059206774779123

42293011923906715097526960128000

–––
.

The time spent is 19.95s.
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3. Prove or Disprove Propositions

Let Φ be a semi-algebraic system, Φ0 a polynomial equation, inequation
or inequality. Prove or disprove that Φ ⇒ Φ0 . Obviously, the statement is
true if and only if system Φ∧¬Φ0 is inconsistent, where ¬Φ0 stands for the
negative statement of Φ0.

Automated theorem proving in real algebra and real geometry is always
considered a difficult topic in the area of automated reasoning. An univer-
sal algorithm (such as methods for real quantifier elimination) would be
of very high complexity (double exponential complexity in the number of
variables for general case). Fortunately, the problem is easier for so-called
constructive geometry. Roughly speaking, that is a class of problems where
the geometric elements (points, lines and circles) are constructed step by
step with rulers and compasses from the ones previously constructed.

An inequality of constructive geometry can be converted to an inequal-
ity of polynomial/radicals in independent parameter, with some inequality
constraints. Let us see the following example:

Given real numbers x, y, z, u1, u2, u3, u4, u5, u6 satisfying the following 15
conditions





(xy + yz + xz)2u2
1 − x3(y + z)(xy + xz + 4 yz) = 0,

(xy + yz + xz)2u2
2 − y3(x + z)(xy + yz + 4 xz) = 0,

(xy + yz + xz)2u2
3 − z3(x + y)(yz + xz + 4 xy) = 0,

(x + y + z)(u2
4 − x2)− xyz = 0,

(x + y + z)(u2
5 − y2)− xyz = 0,

(x + y + z)(u2
6 − z2)− xyz = 0,

x > 0, y > 0, z > 0,

u1 > 0, u2 > 0, u3 > 0, u4 > 0, u5 > 0, u6 > 0,

(3)

prove that u1 + u2 + u3 ≤ u4 + u5 + u6.

Eliminating u1, . . . , u6 from (3) by solving the 6 equations, we convert
the proposition to the following inequality which appeared as a conjecture
in Shan31.

Example 13: Show that
√

x3(y + z)(xy + xz + 4 yz)
xy + yz + xz

+

√
y3(x + z)(xy + yz + 4 xz)

xy + yz + xz
+

√
z3(x + y)(yz + xz + 4 xy)

xy + yz + xz
≤
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√
x2 +

xyz

x + y + z
+

√
y2 +

xyz

x + y + z
+

√
z2 +

xyz

x + y + z
(4)

where x > 0, y > 0, z > 0.

This includes 3 variables but 6 radicals, while (3) includes 9 variables.
A dimension-decreasing algorithm introduced by the first author can effi-
ciently treat parametric radicals and maximize reduction of the dimensions.
Based on this algorithm, a generic program called “BOTTEMA” was imple-
mented on a PC computer. Thousands algebraic and geometric inequalities
including hundreds of open problems have been proved or disproved in this
way23. The total CPU time spent for proving 100 basic inequalities, which
include some classical results such as Euler’s Inequality, Finsler-Hadwiger’s
Inequality, and Gerretsen’s Inequality, from Bottema et al.’s monograph6

“Geometric Inequalities” on a PC (Pentium IV/2.8G) was less than 3 sec-
onds. It can be seen later that the inequality class, to which our algorithm
is applicable, is very inclusive.

In this section, we deal with a class of propositions which take the
following form (though the algorithm is applicable to a more extensive
class):

Φ1 ∧ Φ2 ∧ · · · ∧ Φs ⇒ Φ0, (5)

where Φ0, Φ1, . . . , Φs are algebraic inequalities (see Definition 14) in
x, y, z, . . . etc., the hypothesis Φ1 ∧ Φ2 ∧ · · · ∧ Φs defines either an open
set (possibly, disconnected) or an open set with the whole/partial bound-
ary.

Example 13 may be written as (x > 0) ∧ (y > 0) ∧ (z > 0) ⇒ (4),
where the hypothesis (x > 0) ∧ (y > 0) ∧ (z > 0) defines an open set in
the parametric space R3, so it belongs to the class we described. This class
covers most of inequalities in Bottema et al.’s book6 and Mitrinovic et al.’s
book “Recent Advances in Geometric Inequalities”27.

3.1. Basic Definitions

Before we sketch the so-called dimension-decreasing algorithm, some defi-
nitions should be introduced and illustrated.

Definition 14: Assume that l(x, y, z, . . .) and r(x, y, z, . . .) are continuous
algebraic functions of x, y, z, . . .. We call

l(x, y, z, . . .) ≤ r(x, y, z, . . .) or l(x, y, z, . . .) < r(x, y, z, . . .)
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an algebraic inequality in x, y, z . . ., and l(x, y, z, . . .) = r(x, y, z, . . .) an
algebraic equality in x, y, z, . . ..

Definition 15: Assume that Φ is an algebraic inequality (or equality) in
x, y, z, . . . . L(T ) is called a left polynomial of Φ, provided that

• L(T ) is a polynomial in T , its coefficients are polynomials in
x, y, z, . . . with rational coefficients;

• the left-hand side of Φ is a zero of L(T ).

The following item is unnecessary for this definition, but it helps to
reduce the computational complexity in the process later.

• Amongst all the polynomials satisfying the two items above, L(T )
is what has the lowest degree in T .

According to this definition, L(T ) = T if the left-hand side is 0, a zero
polynomial. The right polynomial of Φ, namely, R(T ), can be defined anal-
ogously.

Definition 16: Assume that Φ is an algebraic inequality (or equality)
in x, y, . . . etc., L(T ) and R(T ) are the left and right polynomials of Φ,
respectively. By P (x, y, . . .) denote the resultant of L(T ) and R(T ) with
respect to T , and call it the border polynomial of Φ, and the surface defined
by P (x, y, . . .) = 0 the border surface of Φ, respectively.

The notions of left and right polynomials are needed in practice for
computing the border surface more efficiently. In Example 13, we set

f1 = (xy + yz + xz)2u2
1 − x3(y + z)(xy + xz + 4 yz),

f2 = (xy + yz + xz)2u2
2 − y3(x + z)(xy + yz + 4 xz),

f3 = (xy + yz + xz)2u2
3 − z3(x + y)(yz + xz + 4 xy),

f4 = (x + y + z)(u2
4 − x2)− xyz,

f5 = (x + y + z)(u2
5 − y2)− xyz,

f6 = (x + y + z)(u2
6 − z2)− xyz,

then the left and right polynomials of (4) can be found by successive resul-
tant computation:

resultant(resultant(resultant(u1 + u2 + u3 − T, f1, u1), f2, u2), f3, u3),
resultant(resultant(resultant(u4 + u5 + u6 − T, f4, u4), f5, u5), f6, u6).
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Removing the factors which do not involve T , we have

L(T ) = (x y + x z + y z)8 T 8 − 4(x4 y2 + 2 x4 y z + x4 z2 + 4 x3 y2 z

+ 4 x3 y z2 + x2 y4 + 4 x2 y3 z + 4 x2 y z3 + x2 z4 + 2 x y4 z + 4 x y3 z2

+ 4 x y2 z3 + 2 x y z4 + y4 z2 + y2 z4)(x y + x z + y z)6 T 6 + · · · ,

R(T ) = (x + y + z)4 T 8 − 4(x3 + x2 y + x2 z + x y2 + 3 x y z + x z2 + y3 + y2 z

+ y z2 + z3) (x + y + z)3 T 6 + 2(16 x y z4 + 14 x y2 z3 + 14 x y3 z2 + 16 x y4 z

+ 14 x2 y z3 + 14 x2 y3 z + 14 x3 y z2 + 14 x3 y2 z + 16 x4 y z + 3 x6 + 5 x4 y2

+ 5 x4 z2 + 5 x2 y4 + 5 x2 z4 + 5 y4 z2 + 5 y2 z4 + 21 x2 y2 z2 + 3 y6 + 3 z6

+ 6 x5 y + 6 x5 z + 4 x3 y3 + 4 x3 z3 + 6 x y5 + 6 x z5 + 6 y5 z + 4 y3 z3 + 6 y z5)

(x + y + z)2 T 4

− 4(x + y + z)(x6 − x4 y2 − x4 z2 + 2 x3 y2 z + 2 x3 y z2 − x2 y4 + 2 x2 y3 z

+ 7 x2 y2 z2 + 2 x2 y z3 − x2 z4 + 2 x y3 z2 + 2 x y2 z3 + y6 − y4 z2 − y2 z4 + z6)

(x3 + 3 x2 y + 3 x2 z + 3 x y2 + 7 x y z + 3 x z2 + y3 + 3 y2 z + 3 y z2 + z3) T 2

+ (−6 x y2 z3 − 6 x y3 z2 − 6 x2 y z3 − 6 x2 y3 z − 6 x3 y z2 − 6 x3 y2 z + x6

− x4 y2 − x4 z2 − x2 y4 − x2 z4 − y4 z2 − y2 z4 − 9 x2 y2 z2 + y6 + z6 + 2 x5 y

+ 2 x5 z − 4 x3 y3 − 4 x3 z3 + 2 x y5 + 2 x z5 + 2 y5 z − 4 y3 z3 + 2 y z5)2.

The successive resultant computation for L(T ) and R(T ) spent CPU time
0.13s and 0.03s, respectively, on a PC (Pentium IV/2.8G) with Maple 8.
And then, It took us 33.05s to obtain the border polynomial of degree 100
with 2691 terms.

We may of course reform (4) to the equivalent one by transposition of
terms, e.g.

√
x3(y + z)(xy + xz + 4 yz)

xy + yz + xz
+

√
y3(x + z)(xy + yz + 4 xz)

xy + yz + xz
+

√
z3(x + y)(yz + xz + 4 xy)

xy + yz + xz
−

√
x2 +

xyz

x + y + z
−

√
y2 +

xyz

x + y + z

≤
√

z2 +
xyz

x + y + z
. (6)

However, the left polynomial of (6) cannot be found on the same computer
(with memory 256 Mb) by a Maple procedure as we did for (4),

f:=u1+u2+u3-u4-u5-T;

for i to 5 do f:=resultant(f,f.i,u.i) od;

this procedure did not terminate in 5 hours.
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One might try to compute the border polynomial directly without em-
ploying left and right polynomials, that is, using the procedure

f:=u1+u2+u3-u4-u5-u6;

for i to 6 do f:=resultant(f,f.i,u.i) od;

but the situation is not better. The procedure did not terminate in 5 hours
either.

Example 17: Given an algebraic inequality in x, y, z,

ma + mb + mc ≤ 2 s (7)

where

ma =
1
2

√
2 (x + y)2 + 2 (x + z)2 − (y + z)2,

mb =
1
2

√
2 (y + z)2 + 2 (x + y)2 − (x + z)2,

mc =
1
2

√
2 (x + z)2 + 2 (y + z)2 − (x + y)2,

s = x + y + z

with x > 0, y > 0, z > 0, compute the left, right and border polynomials.

Let

f1 = 4 m2
a + (y + z)2 − 2 (x + y)2 − 2 (x + z)2,

f2 = 4 m2
b + (x + z)2 − 2 (y + z)2 − 2 (x + y)2,

f3 = 4 m2
c + (x + y)2 − 2 (x + z)2 − 2 (y + z)2

and do successive resultant computation

resultant(resultant(resultant(ma + mb + mc − T, f1,ma), f2,mb), f3,mc),

we obtain a left polynomial of (7):

T 8 − 6 (x2 + y2 + z2 + x y + y z + z x) T 6 + 9(x4 + 2 x y z2 + y4 + 2 x z3

+ 2 x3 y + z4 + 3 y2 z2 + 2 y2 z x + 2 y3 z + 2 y z3 + 3 x2 z2 + 2 x3 z + 2 x2 y z

+ 2 x y3 + 3 x2 y2)T 4 − (72x4 y z + 78 x3 y z2 + 4 x6 + 4 y6 + 4 z6 + 12 x y5

− 3 x4 y2 − 3 x2 z4 − 3 x2 y4 − 3 y4 z2 − 3 y2 z4 − 3 x4 z2 − 26 x3 y3 − 26 x3 z3

− 26 y3 z3 + 12 x z5 + 12 y5 z + 12 y z5 + 12 x5 z + 12 x5 y + 84 x2 y2 z2

+ 72 x y z4 + 72 x y4 z + 78 x y3 z2 + 78 x y2 z3 + 78 x2 y z3 + 78 x3 y2 z

+ 78 x2 y3 z)T 2 + 81 x2 y2 z2 (x + y + z)2. (8)
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It is trivial to find a right polynomial for this inequality because the right-
hand side contains no radicals. We simply take

T − 2 (x + y + z). (9)

Computing the resultant of (8) and (9) with respect to T , we have

(144 x5 y + 144 x5 z + 780 x4 y2 + 1056 x4 y z + 780 x4 z2 + 1288 x3 y3

+ 3048 x3 y2 z + 3048 x3 y z2 + 1288 x3 z3 + 780 x2 y4 + 3048 x2 y3 z

+ 5073 x2 y2 z2 + 3048 x2 y z3 + 780 x2 z4 + 144 x y5 + 1056 x y4 z

+ 3048 x y3 z2 + 3048 x y2 z3 + 1056 x y z4 + 144 x z5 + 144 y5 z

+ 780 y4 z2 + 1288 y3 z3 + 780 y2 z4 + 144 y z5)(x + y + z)2.

Removing the non-vanishing factor (x+y+z)2, we obtain the border surface

144 x5 y + 144 x5 z + 780 x4 y2 + 1056 x4 y z + 780 x4 z2 + 1288 x3 y3

+ 3048 x3 y2 z + 3048 x3 y z2 + 1288 x3 z3 + 780 x2 y4 + 3048 x2 y3 z

+ 5073 x2 y2 z2 + 3048 x2 y z3 + 780 x2 z4 + 144 x y5 + 1056 x y4 z

+ 3048 x y3 z2 + 3048 x y2 z3 + 1056 x y z4 + 144 x z5 + 144 y5 z

+ 780 y4 z2 + 1288 y3 z3 + 780 y2 z4 + 144 y z5 = 0. (10)

3.2. The Dimension-decreasing Algorithm

We take the following procedures when the conclusion Φ0 in (5) is of type
≤. (As for Φ0 of type <, what we need to do in additional is to verify if
the equation l0(x, y, . . .) − r0(x, y, . . .) = 0 has no real solutions under the
hypothesis, where l0(x, y, . . .) and r0(x, y, . . .) denote the left- and right-
hand sides of Φ0, respectively.)

• Find the border surfaces of the inequalities Φ0, Φ1, . . . , Φs.
• These border surfaces decompose the parametric space into a fi-

nite number of cells. Among them we just take all the connected
open sets, D1, D2, . . . , Dk, and discard the lower dimensional cells.
Choose at least one test point in every connected open set, say,
(xν , yν , . . .) ∈ Dν , ν = 0, 1, . . . , k. This step can be done by an in-
complete cylindrical algebraic decomposition which is much easier
than the complete one since all the lower dimensional cells were
discarded. Furthermore, we can make every test point a rational
point because it is chosen in an open set.
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• We only need to check the proposition for such a finite number of
test points, (x1, y1, . . .), . . ., (xk, yk, . . .). The statement is true if
and only if it holds over these test values.

The proof of the correctness of the method is sketched as follows.
Denote the left-, right-hand sides and border surface of Φµ by

lµ(x, y, . . .), rµ(x, y, . . .) and Pµ(x, y, . . .) = 0, respectively, and

δµ(x, y, . . .) def= lµ(x, y, . . .)− rµ(x, y, . . .),

for µ = 0, . . . , s.
The set of real zeros of all the δµ(x, y, . . .) is a closed set, so its comple-

mentary set, say ∆, is an open set. On other hand, the set

D
def= D1 ∪ · · · ∪Dk

is exactly the complementary set of real zeros of all the Pµ(x, y, . . .).

We have D ⊂ ∆ since any zero of δµ(x, y, . . .) must be a zero of
Pµ(x, y, . . .). By ∆1, . . . ,∆t denote all the connected components of ∆,
so each one is a connected open set. Every ∆λ must contain a point of D

for an open set cannot be filled with the real zeros of all the Pµ(x, y, . . .).
Assume that ∆λ contains a point of Di, some connected component of D.
Then, Di ⊂ ∆λ because it is impossible that two different components of ∆
both intersect Di. By step 2, Di contains a test point (xi, yi, . . .). So, every
∆λ contains at least one test point obtained from step 2.

Thus, δµ(x, y, . . .) keeps the same sign over ∆λ as that of δµ(xiλ
, yiλ

, . . .)
where (xiλ

, yiλ
. . .) is a test point in ∆λ, for λ = 1, . . . , t; µ = 0, . . . , s.

Otherwise, if there is some point (x′, y′, . . .) ∈ ∆λ that δµ(x′, y′, . . .) has
the opposite sign to δµ(xiλ

, yiλ
, . . .), connecting two points (x′, y′, . . .) and

(xiλ
, yiλ

, . . .) with a path Γ such that Γ ⊂ ∆λ, then there is a point
(x̄, ȳ, . . .) ∈ Γ such that δµ(x̄, ȳ, . . .) = 0, a contradiction!

By A∪B denote the set defined by the hypothesis, where A is an open
set defined by

(δ1(x, y, . . .) < 0) ∧ · · · ∧ (δs(x, y, . . .) < 0),

that consists of a number of connected components of ∆ and some real zeros
of δ0(x, y, . . .), namely A = Q ∪ S where Q = ∆1 ∪ · · · ∪∆j and S is a set
of some real zeros of δ0(x, y, . . .). And B is the whole or partial boundary
of A, that consists of some real zeros of δµ(x, y, . . .) for µ = 1, . . . , s.

Now, let us verify whether δ0 < 0 holds for all the test points in A, one
by one. If there is a test point whereat δ0 > 0, then the proposition is false.
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Otherwise, δ0 < 0 holds over Q because every connected component of Q

contains a test point and δ0 keeps the same sign over each component ∆λ,
hence δ0 ≤ 0 holds over A by continuity, so it also holds over A ∪ B, i.e.,
the proposition is true.

The above procedures sometimes may be simplified. When the conclu-
sion Φ0 belongs to an inequality class called “class CGR”, what we need to
do in step 3 is to compare the greatest roots of left and right polynomials
of Φ0 over the test values.

Definition 18: An algebraic inequality is said to belong to class CGR if
its left-hand side is the greatest (real) root of the left polynomial L(T ), and
the right-hand side is that of the right polynomial R(T ).

It is obvious in Example 13 that the left- and right-hand sides of the
inequality (4) are the greatest roots of L(T ) and R(T ), respectively, because
all the radicals have got positive signs. Thus, the inequality belongs to class
CGR. What we need to do is to verify whether the greatest root of L(T )
is less than or equal to that of R(T ), that is much easier than determine
which is greater between two complicated radicals, in the sense of accurate
computation.

If an inequality involves only mono-layer radicals, then it always can be
transformed into an equivalent one which belongs to class CGR by trans-
position of terms. Actually, most of the inequalities in Bottema et al.6 and
Mitrinovic et al.27, including most of the examples in this section, belong
to the class CGR. For some more material, see Yang47.

3.3. Inequalities on Triangles

An absolute majority of the hundreds inequalities discussed in Bottema et
al.6 are on triangles, so are the thousands appeared in various publications
since then.

For geometric inequalities on a single triangle, usually the geometric
invariants are used as global variables instead of Cartesian coordinates. By
a, b, c denote the side-lengths, s the half perimeter, i.e. 1

2 (a+b+c), and x, y, z

denote s−a, s−b, s−c, respectively, as people used to do. In additional, by
A,B, C the interior angles, S the area, R the circumradius, r the inradius,
ra, rb, rc the radii of escribed circles, ha, hb, hc the altitudes, ma,mb,mc the
lengths of medians, wa, wb, wc the lengths of interior angular bisectors, and
so on.
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People used to choose x, y, z as independent variables and others de-
pendent. Sometimes, another choice is better for decreasing the degrees of
polynomials occurred in the process.

An algebraic inequality Φ(x , y , z ) can be regarded as a geometric in-
equality on a triangle if

• x > 0, y > 0, z > 0;
• the left- and right-hand sides of Φ, namely l(x, y, z) and r(x, y, z),

both are homogeneous;
• l(x, y, z) and r(x, y, z) have the same degree.

The item 1 means that the sum of two edges of a triangle is greater than
the third edge. The items 2 and 3 means that a similar transformation
does not change the truth of the proposition. For example, (7) is such an
inequality for its left- and right-hand sides, ma +mb +mc and 2 s, both are
homogeneous functions (of x, y, z) with degree 1.

In addition, assume that the left- and right-hand sides of Φ(x , y , z ),
namely, l(x, y, z) and r(x, y, z), both are symmetric functions of x, y, z. It
does not change the truth of the proposition to replace x, y, z in l(x, y, z)
and r(x, y, z) with x′, y′, z′ where x′ = ρ x, y′ = ρ y, z′ = ρ z and ρ > 0.

Clearly, the left and right polynomials of Φ(x ′, y ′, z ′), namely,
L(T, x′, y′, z′) and R(T, x′, y′, z′), both are symmetric with respect to
x′, y′, z′, so they can be re-coded in the elementary symmetric functions
of x′, y′, z′, say,

Hl(T, σ1, σ2, σ3) = L(T, x′, y′, z′), Hr(T, σ1, σ2, σ3) = R(T, x′, y′, z′),

where σ1 = x′ + y′ + z′, σ2 = x′y′ + y′z′ + z′x′, σ3 = x′y′z′.

Setting ρ =
√

x+y+z
x y z , we have x′y′z′ = x′ + y′ + z′, i.e., σ3 = σ1.

Further, letting

s = σ1(= σ3), p = σ2 − 9,

we can transform L(T, x′, y′, z′) and R(T, x′, y′, z′) into polynomials in
T, p, s, say, F (T, p, s) and G(T, p, s). Especially if F and G both have only
even-degree terms in s, then they can be transformed into polynomials in
T, p and q where q = s2− 4 p− 27. Usually the degrees and the numbers of
terms of the latter are much less than those of L(T, x, y, z) and R(T, x, y, z).
We thus construct the border surface which is encoded in p, s or p, q, and do
the decomposition described in last section on (p, s)-plane or (p, q)-plane
instead of R3. This may reduce the computational complexity considerably
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for a large class of geometric inequalities. The following example is also
taken from Bottema et al.6.

Example 19: By wa, wb, wc and s denote the interior angular bisectors
and half the perimeter of a triangle, respectively. Prove

wbwc + wcwa + wawb ≤ s2.

It is well-known that

wa = 2

√
x (x + y)(x + z)(x + y + z)

2 x + y + z
,

wb = 2

√
y (x + y)(y + z)(x + y + z)

2 y + x + z
,

wc = 2

√
z (x + z)(y + z)(x + y + z)

2 z + x + y
,

and s = x + y + z. By successive resultant computation as above, we get
a left polynomial which is of degree 20 and has 557 terms, while the right
polynomial T − (x + y + z)2 is very simple, and the border polynomial
P (x, y, z) is of degree 15 and has 136 terms.

However, if we encode the left and right polynomials in p, q, we get

(9 p + 2 q + 64)4 T 4 − 32

(4 p + q + 27) (p + 8) (4 p2 + p q + 69 p + 10 q + 288) (9 p + 2 q + 64)2 T 2

− 512 (4 p + q + 27)2 (p + 8)2 (9 p + 2 q + 64)2 T + 256(4 p + q + 27)3

(p + 8)2 (−1024− 64 p + 39 p2 − 128 q − 12 p q − 4 q2 + 4 p3 + p2 q)

and T − 4 p− q − 27, respectively, hence the border polynomial

Q(p, q) = 5600256 p2 q + 50331648 p + 33554432 q + 5532160 p3

+ 27246592 p2 + 3604480 q2 + 22872064 p q + 499291 p4 + 16900 p5

+ 2480 q4 + 16 q5 + 143360 q3 + 1628160 p q2 + 22945 p4 q

+ 591704 p3 q + 11944 p3 q2 + 2968 p2 q3 + 242568 p2 q2 + 41312 p q3

+ 352 p q4

which is of degree 5 and has 20 terms only. The whole proving process in
this way spend about 0.03s on the same machine.
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3.4. BOTTEMA and Examples

As a prover, the whole program is written in Maple including the cell de-
composition, without external packages employed.

On verifying an inequality with BOTTEMA, we only need to type in a
proving command, then the machine will do everything else. If the state-
ment is true, the computer screen will show “The inequality holds”; other-
wise, it will show “The inequality does not hold” with a counter-example.
There are three kinds of proving commands: prove, xprove and yprove.

prove – prove a geometric inequality on a triangle, or an equivalent
algebraic inequality.

Calling Sequence:

prove(ineq);
prove(ineq, ineqs);

Parameters:

ineq – an inequality to be proven, which is encoded in the geometric in-
variants listed later.

ineqs – a list of inequalities as the hypothesis, which is encoded as well in
the geometric invariants listed later.

Examples:

> read bottema;

> prove(a^2+b^2+c^2>=4*sqrt(3)*S+(b-c)^2+(c-a)^2+(a-b)^2);

The theorem holds

> prove(cos(A)>=cos(B),[a<=b]);

The theorem holds

xprove – prove an algebraic inequality with positive variables.

Calling Sequence:

xprove(ineq);
xprove(ineq, ineqs);

Parameters:

ineq – an algebraic inequality to be proven, with positive variables.
ineqs – a list of algebraic inequalities as the hypothesis, with positive vari-

ables.
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Examples:

> read bottema;

> xprove(sqrt(u^2+v^2)+sqrt((1-u)^2+(1-v)^2)>=sqrt(2),

[u<=1,v<=1]);

The theorem holds

> f:=(x+1)^(1/3)+sqrt(y-1)+x*y+1/x+1/y^2:

> xprove(f>=42496/10000,[y>1]);

The theorem holds

> xprove(f>=42497/10000,[y>1]);

with a counter example

[
x =

29
32

, y =
294117648
294117647

]

The theorem does not hold

yprove – prove an algebraic inequality in general.

Calling Sequence:

yprove(ineq);
yprove(ineq, ineqs);

Parameters:

ineq – an algebraic inequality to be proven.
ineqs – a list of algebraic inequalities as the hypothesis.

Examples:

> read bottema;

> f:=x^6*y^6+6*x^6*y^5-6*x^5*y^6+15*x^6*y^4-36*x^5*y^5+15*x^4*y^6

+20*x^6*y^3-90*x^5*y^4+90*x^4*y^5-20*x^3*y^6+15*x^6*y^2

-120*x^5*y^3+225*x^4*y^4-120*x^3*y^5+15*x^2*y^6+6*x^6*y

-90*x^5*y^2+300*x^4*y^3-300*x^3*y^4+90*x^2*y^5-6*x*y^6+x^6

-36*x^5*y+225*x^4*y^2-400*x^3*y^3+225*x^2*y^4-36*x*y^5+y^6

-6*x^5+90*x^4*y-300*x^3*y^2+300*x^2*y^3-90*x*y^4+6*y^5+15*x^4

-120*x^3*y+225*x^2*y^2-120*x*y^3+15*y^4-20*x^3+90*x^2*y

-90*x*y^2+20*y^3+16*x^2-36*x*y+16*y^2-6*x+6*y+1:

> yprove(f>=0);

The theorem holds
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3.5. More Examples

All the examples in this subsection are computed by BOTTEMA on a PC
(Pentium IV/2.8G) with Maple 8.

The following example is the well-known Janous’ inequality20 which was
proposed as an open problem in 1986 and solved in 1988.

Example 20: Denote the three medians and perimeter of a triangle by
ma, mb, mc and 2 s , show that

1
ma

+
1

mb
+

1
mc

≥ 5
s
.

The left-hand side of the inequality implicitly contains three radicals.
BOTTEMA automatically interprets the geometric proposition to algebraic
one before proves it. The total CPU time spent for this example is 3.58s.

The next example was proposed as an open problem, E. 3146∗, in the
Amer. Math. Monthly 93:(1986), 299.

Example 21: Denote the side-lengths and half perimeter of a triangle by
a, b, c and s, respectively. Prove or disprove

2 s(
√

s− a+
√

s− b+
√

s− c) ≤ 3 (
√

bc(s− a)+
√

ca(s− b)+
√

ab(s− c)).

The proof took us 9.91s on the same machine.

The following open problem appeared as Problem 169 in Mathematical
Communications (in Chinese).

Example 22: Denote the radii of the escribed circles and the interior angle
bisectors of a triangle by ra, rb, rc and wa, wb, wc , respectively. Prove or
disprove

3
√

rarbrc ≤ 1
3
(wa + wb + wc).

In other words, the geometric average of ra, rb, rc is less than or equal to
the arithmetic average of wa, wb, wc.

The right-hand side of the inequality implicitly contains 3 radicals. BOT-

TEMA proved this conjecture with CPU time 96.60s. One more conjecture
proposed by J. Liu31 was proven on the same machine with CPU time
52.36s. That is:

Example 23: Denote the side lengths, medians and interior-angle-
bisectors of a triangle by a, b, c, ma, mb, mc and wa, wb, wc, respectively.
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Prove or disprove

ama + bmb + cmc ≤ 2√
3

(w2
a + w2

b + w2
c ).

The following conjecture was first proposed by J. Garfunkel at Crux
Math. in 1985, then re-proposed twice again by Mitrinovic et al.27 and
Kuang22.

Example 24: Denote the three angles of a triangle by A, B, C. Prove or
disprove

cos
B − C

2
+ cos

C −A

2
+ cos

A−B

2
≤

1√
3

(cos
A

2
+ cos

B

2
+ cos

C

2
+ sinA + sinB + sinC ).

It was proven with CPU time 21.75s.

A. Oppenheim studied the following inequality27 in order to answer a
problem proposed by P. Erdös.

Example 25: Let a, b, c and ma, mb, mc be the side lengths and medians
of a triangle, respectively. If c = min{a, b, c}, then

2 ma + 2 mb + 2 mc ≤ 2 a + 2 b + (3
√

3− 4) c.

The hypothesis includes one more condition, c = min{a, b, c}, so we type
in

prove(2*ma+2*mb+2*mc<=2*a+2*b+(3*sqrt(3)-4)*c, [c<=a,c<=b]);

This took us 262.50s. If we type in

prove(2*ma+2*mb+2*mc<=2*a+2*b+(3*sqrt(3)-4)*c);

without the additional condition, the screen will show “The inequality does
not hold” with a counter-example, [a = 203, b = 706, c = 505].

A problem of positive semi-definite decision is originated from one of
the conjectures proposed by B. Q. Liu23:

Example 26: Assume that x > 0, y > 0, z > 0. Prove

2187(y4z4(y + z)4(2 x + y + z)8 + x4z4(x + z)4(x + 2 y + z)8 +

x4y4(x + y)4(x + y + 2 z)8)− 256(x + y + z)8(x + y)4(x + z)4(y + z)4 ≥ 0.
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The polynomial after being expanded is of 201 terms with the largest co-
efficient (absolute value) 181394432. Usually it is non-trivial to decide a
polynomial to be positive semi-definite or not, but this one took us CPU
time 0.58s only, because of the homogeneity and symmetry which can help
decrease the dimension and degree concerned.

There are two well-known geometric inequalities. One is the so-called
“Euler’s Inequality”, R ≥ 2 r, another is ma ≥ wa. They are often cited in
illustration of various algorithms 9,42,43 for inequality proving. The following
example makes a comparison between the two differences, R−2 r and ma−
wa.

Example 27: Denote the circumradius and inradius of a triangle by R, r,
and the median and the interior angle bisector on a certain side by ma, wa;
prove

ma − wa ≤ R− 2 r.

It took us 2.86s.

The geometric inequalities which can be verified by the program, of
course, are not limited to those on triangles. To prove the so-called “Ptolemy
Inequality”, we will use Cartesian coordinates instead of geometric invari-
ants.

Example 28: Given four points A,B, C, D on a plane, Denote the dis-
tances between the points by AB,AC, AD,BC,BD, CD, respectively.
Prove

AB · CD + BC ·AD ≥ AC ·BD. (11)

Put A = (− 1
2 , 0), B = (x, y), C = ( 1

2 , 0), D = (u, v), and convert (11)
to

√
(−1

2
− x)2 + y2

√
(
1
2
− u)2 + v2 +

√
(x− 1

2
)2 + y2

√
(−1

2
− u)2 + v2

≥
√

(x− u)2 + (y − v)2. (12)

We only need to type in “yprove(%)” where % stands for inequality (12).
The screen shows “The inequality holds” after running 3.83s.

According to our record, the CPU time spent (with Maple 8 on a Pen-
tium IV/2.8G) and the numbers of the test points for above examples are
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listed as follows.

Example 13 92.44s 23 test points
Example 17 0.02s 1 test point
Example 19 0.03s 1 test point
Example 20 3.58s 12 test points
Example 21 9.91s 135 test points
Example 22 9.28s 4 test points
Example 23 52.36s 3 test points
Example 24 21.75s 121 test points
Example 25 262.50s 287 test points
Example 26 0.58s 2 test points
Example 27 2.86s 22 test points
Example 28 3.83s 48 test points

The time listed above includes that spent for all steps: finding the left,
right and border polynomial, cell decomposition, and one-by-one sample
point test, etc.

Remark 29: We have the following conclusions about the algorithm and
the program.

• This program is applicable to any inequality-type theorem whose
hypothesis and thesis all are inequalities in rational functions or
radicals, but the thesis is of type “≤” or “≥”, and the hypothesis
defines either an open set or an open set with the whole/partial
boundary.

• It is beyond the capacity of this prover to deal with the algebraic
functions other than the rational ones and radicals.

• It runs in a completely automatic mode, without human interven-
tion.

• It is especially efficient for geometric inequalities on triangles. The
input, in this case, is encoded in geometric invariants.

The program BOTTEMA can be used in global optimization to find
the optimal values of polynomial/radical functions. See Yang47 or Yang
and Xia50 for details.

4. Discover Inequality-type Theorems

In this section, we solve another problem about a parametric sas: Give
the necessary and sufficient conditions on the parameter of a parametric
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sas for the system to have a given number of distinct real solutions. Based
on the idea in Section 2 and a partial cylindrical algebraic decomposition,
we introduce a practical algorithm for the problem, which can discover
new inequalities automatically, without requiring us to put forward any
conjectures beforehand. The algorithm is complete for an extensive class of
inequality-type theorems. Also this algorithm is applied to the classification
of the real solutions of geometric constraint problems.

4.1. Basic Definitions

As discussed at the beginning of Section 2, a parametric sas can be trans-
formed into one or more systems in the following form





f1(U, x1) = 0,

f2(U, x1, x2) = 0,

· · · · · ·
fs(U, x1, x2, ..., xs) = 0,

g1(U, x1, ..., xs) ≥ 0, ..., gr(U, x1, ..., xs) ≥ 0,

gr+1(U, x1, ..., xs) > 0, ..., gt(U, x1, ..., xs) > 0,

h1(U, x1, ..., xs) 6= 0, ..., hm(U, x1, ..., xs) 6= 0,

(13)

where U = (xs+1, ..., xn) are viewed as parameter and are usually denoted
by U = (u1, ..., ud). We call a system in this form a parametric tsa.

All the definitions for a tsa are valid for a parametric tsa.

Definition 30: Given a parametric tsa T , let BPf1 = CPf1 and

BPq = resultant(CPq, f1, x1), q ∈ {fi, gj , hk|1 < i ≤ s, 1 ≤ j ≤ t, 1 ≤ k ≤ m}.

We define BPT (U) =
∏

1≤i≤s BPfi ·
∏

1≤j≤t BPgj ·
∏

1≤k≤m BPhk
and call

it the boundary polynomial of T . It is also denoted by BP.

Then, a regular parametric tsa can be defined by BP 6= 0. As remarked
in Section 2, if a parametric tsa is regular we can omit the hk’s in it without
loss of generality and each of the inequalities gj ≥ 0 (1 ≤ j ≤ r) in the
system can be treated as gj > 0.

Definition 31: Given a polynomial with real symbolic coefficients, f(x) =
a0x

n + a1x
n−1 + ... + an, the following 2n × 2n matrix in terms of the
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coefficients,



a0 a1 a2 · · · an

0 na0 (n− 1)a1 · · · an−1

a0 a1 · · · an−1 an

0 na0 · · · 2an−2 an−1

· · · · · ·
· · · · · ·
a0 a1 a2 · · · an

0 na0 (n− 1)a1 · · · an−1




is called the discrimination matrix of f(x), and denoted by Discr (f). De-
note by dk the determinant of the submatrix of Discr (f), formed by the
first k rows and the first k columns for k = 1, 2, ..., 2n.

Definition 32: Let D0 = 1 and Dk = d2k, k = 1, ..., n. We call the (n+1)-
tuple [D0, D1, D2, ..., Dn] the discriminant sequence of f(x), and denote it
by DiscrList (f). Obviously, the last term Dn is dis(f, x).

Definition 33: We call the list

[sign(A0), sign(A1), sign(A2), · · · , sign(An)]

the sign list of a given sequence

Definition 34: Given a sign list [s1, s2, · · · , sn], we construct a new list

[t1, t2, · · · , tn]

as follows: (which is called the revised sign list)

• If [si, si+1, · · · , si+j ] is a section of the given list, where

si 6= 0, si+1 = · · · = si+j−1 = 0, si+j 6= 0,

then, we replace the subsection

[si+1, · · · , si+j−1]

by the first j − 1 terms of [−si,−si, si, si,−si,−si, si, si, · · · ],
that is, let

ti+r = (−1)[(r+1)/2] · si, r = 1, 2, · · · , j − 1.

• Otherwise, let tk = sk, i.e. no changes for other terms.



March 27, 2006 12:38 WSPC/Trim Size: 9in x 6in for Review Volume yang˙xia3

Automated Deduction in Real Geometry 31

Theorem 35: Given a polynomial f(x) with real coefficients,

f(x) = a0x
n + a1x

n−1 + · · ·+ an,

if the number of sign changes of the revised sign list of

[D0, D1(f), D2(f), · · · , Dn(f)]

is ν, then the number of distinct pairs of conjugate imaginary roots of
f(x) equals ν. Furthermore, if the number of non-vanishing members of the
revised sign list is l, then the number of distinct real roots of f(x) equals
l − 1− 2ν.

Definition 36: Given two polynomials g(x) and

f(x) = a0x
n + a1x

n−1 + · · ·+ an,

let

r(x) = rem(f ′g, f, x) = b0x
n−1 + b1x

n−2 + · · ·+ bn−1.

The following 2n× 2n matrix



a0 a1 a2 · · · an

0 b0 b1 · · · bn−1

a0 a1 · · · an−1 an

0 b0 · · · bn−2 bn−1

· · · · · ·
· · · · · ·
a0 a1 a2 · · · an

0 b0 b1 · · · bn−1




is called the generalized discrimination matrix of f(x) with respect to g(x),
and denoted by Discr (f, g).

Definition 37: Given two polynomials f(x) and g(x). Let D0 = 1 and
denote by

D1(f, g), D2(f, g), · · · , Dn(f, g)

the even order principal minors of Discr (f, g). We call

[D0, D1(f, g), D2(f, g), · · · , Dn(f, g)]

the generalized discriminant sequence of f(x) with respect to g(x), and
denote it by GDL(f, g). Clearly, GDL(f, 1) = DiscrList (f).
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Theorem 38: Given two polynomials f(x) and g(x), if the number of
sign changes of the revised sign list of GDL(f, g) is ν, and the number of
non-vanishing members of the revised sign list is l, then

l − 1− 2ν = c(f, g+)− c(f, g−),

where

c(f, g+) = card({x ∈ R|f(x) = 0, g(x) > 0}),

c(f, g−) = card({x ∈ R|f(x) = 0, g(x) < 0}).
Definition 39: A normal ascending chain {f1, ..., fs} is simplicial with re-
spect to a polynomial g if either prem(g, fs, ..., f1) = 0 or res(g, fs, ..., f1) 6=
0.

Theorem 40: 54 For a triangular set AS : {f1, ..., fs} and a polyno-
mial g, there is an algorithm which can decompose AS into some nor-
mal ascending chains ASi : {fi1, fi2, ..., fis} (1 ≤ i ≤ n), such that every
chain is simplicial with respect to g and this decomposition satisfies that
Zero(AS) =

⋃
1≤i≤n Zero(ASi), where Zero(·) means the set of zeros of a

given system.

Remark 41: We call this decomposition the rsd decomposition of AS with
respect to g and the algorithm is called the rsd algorithm. The decompo-
sition and the algorithm were called wr decomposition and wr algorithm
respectively by Yang, Zhang and Hou54. Wang35 proposed a similar decom-
position algorithm. By Theorem 40, we always consider the triangular set
{f1, f2, ..., fs} that appears in a tsa as a normal ascending chain, without
loss of generality.

Definition 42: 24 Let Dt
k be the submatrix of Discr (f), formed by the

first 2n − 2k rows, the first 2n − 2k − 1 columns and the (2n − 2k + t)th
column, where 0 ≤ k ≤ n − 1, 0 ≤ t ≤ 2k. Let |Dt

k| = det(Dt
k). We call

|D0
k| (0 ≤ k ≤ n − 1) the kth principal subresultant of f(x). Obviously,

|D0
k| = Dn−k (0 ≤ k ≤ n− 1).

Definition 43: 24 Let Qn+1(f, x) = f(x), Qn(f, x) = f ′(x), and for k =
0, 1, ..., n−1, Qk(f, x) =

∑k
t=0 |Dt

k|xk−t = |D0
k|xk+|D1

k|xk−1+...+|Dk
k |. We

call {Q0(f, x), ..., Qn+1(f, x)} the subresultant polynomial chain of f(x).

Theorem 44: 55 Suppose {f1, f2, ..., fj} is a normal ascending chain,
where K is a field and fi ∈ K[x1, ..., xi], (i = 1, 2, ..., j) and f(x) =
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a0x
n + a1x

n−1 + ... + an−1x + an is a polynomial in K[x1, ..., xi][x], let
PDk = prem(|D0

k|, fj , ..., f1) = prem(Dn−k, fj , ..., f1), (0 ≤ k < n). If
for some k0 ≥ 0, res(a0, fj , ..., f1) 6= 0 and PD0 = · · · = PDk0−1 =
0, res(|D0

k0
|, fj , ..., f1) 6= 0, then, we have gcd(f, f ′x) = Qk0(f, x) in

K[x1, ..., xj ]/(f1, ..., fj).

Theorem 45: For an irregular parametric tsa T , there is an algorithm
which can decompose T into regular systems Ti. Let all the distinct real
solutions of a given system be denoted by Rzero(·); then this decomposition
satisfies Rzero(T ) =

⋃
Rzero(Ti).

Proof: For T , BP= resultant(f1,CP, x1) = 0.

• If there is some CPhk
such that resultant(f1,CPhk

, x1) = 0,
do the rsd decomposition of {f1, ..., fs} with respect to hk

and, without loss of generality, suppose we get two new chains
{A1, ..., As} and {B1, ..., Bs}, in which prem(hk, As, ..., A1) = 0
but res(hk, Bs..., B1) 6= 0. If we replace {f1, ..., fs} by {B1, ..., Bs}
in T , the new system is regular and has the same real solutions as
those of the original system. Obviously, another system obtained by
replacing {f1, ..., fs} with {A1, ..., As} in T , has no real solutions.

• If there is some CPgj
such that resultant(f1,CPgj

, x1) = 0, do the
rsd decomposition of {f1, ..., fs} with respect to gj and suppose we
get {A1, ..., As} and {B1, ..., Bs}, in which prem(gj , As, ..., A1) = 0
but res(gj , Bs..., B1) 6= 0. Now, if gj > 0 in T , we simply replace
{f1, ..., fs} by {B1, ..., Bs}. The new system is regular and has the
same real solutions as those of the original system. If gj ≥ 0 in T , we
first get a new system T1 by replacing {f1, ..., fs} with {B1, ..., Bs}
and then, get another new system T2 by replacing {f1, ..., fs} with
{A1, ..., As} and deleting gj from it. These two systems are both
regular and we have Rzero(T ) = Rzero(T1)

⋃
Rzero(T2).

• If there is some CPfi such that resultant(f1,CPfi , x1) = 0, let
[D1, ..., Dni

] be the discriminant sequence of fi with respect to xi.
First of all, we do the rsd decomposition of {f1, ..., fi−1} with re-
spect to Dni

and suppose we get {A1, ..., Ai−1} and {B1, ..., Bi−1},
in which prem(fi, Ai−1, ..., A1) = 0 but res(fi, Bi−1..., B1) 6=
0. Step 1, replacing {f1, ..., fi−1} with {B1, ..., Bi−1}, we will
get a regular system. Step 2, let us consider the system ob-
tained by replacing {f1, ..., fi−1} with {A1, ..., Ai−1} which is
still irregular. Consider Dni−1, the next term in [D1, ..., Dni

].
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If res(Dni−1, Ai−1, ..., A1) = 0, do the rsd decomposition of
{A1, ..., Ai−1} with respect to Dni−1. Keep repeating the same
procedure until at a certain step we have, for certain Di0

and {Ā1, ..., Āi−1}, res(Di0 , Āi−1, ..., Ā1) 6= 0 and ∀j (i0 <

j ≤ ni), prem(Dj , Āi−1, ..., Ā1) = 0. Note that this proce-
dure must terminate because {f1, ..., fs} being a normal ascend-
ing chain implies res(Ii, fi−1, ..., f1) 6= 0 and D1 = niI

2
i im-

plies res(D1, fi−1, ..., f1) 6= 0. By Theorem 2.3, gcd(fi, f
′
i) =

Qni−i0(fi, xi) in K[x1, ..., xi−1]/(Ā1, ..., Āi−1). Now, let f̄i be
the pseudo-quotient of fi divided by gcd(fi, f

′
i) and replace

{f1, ..., fi−1, fi} with {Ā1, ..., Āi−1, f̄i}, the new system will be reg-
ular. If the new regular systems are Tj (1 ≤ j ≤ ji), it is easy to
see that Rzero(T ) =

⋃
1≤j≤ji

Rzero(Tj).

By Theorem 45, every parametric tsa in the rest of this section can be
treated as a regular one.

4.2. The Algorithm

Let

ps = {pi|1 ≤ j ≤ n}
be a nonempty, finite set of polynomials. We define

mset(ps) = {1} ∪ {pi1pi2 · · · pik
|1 ≤ k ≤ n, 1 ≤ i1 < i2 < · · · < ik ≤ n}.

Given a parametric tsa T , we define

Ps+1 = {g1, g2, · · · , gt};
Ui =

⋃

q∈mset(Pi+1)

GDL(fi, q),

Pi = {h(u, x1, · · · , xi−1)|h ∈ Ui}, for i = s, s− 1, · · · , 2;

P1(g1, g2, · · · , gt) = {h(u)|h ∈ U1},
where Ui means the set consisting of all the polynomials in each
GDL(fi, q) where q belongs to mset(Pi+1). Analogously, we can define
P1(g1, · · · , gj) (1 ≤ j ≤ t). It is clear that all the factors of the bound-
ary polynomial, BP, of T are included in P1(g1, g2, · · · , gt). With a little
abuse of notations, we write BP ⊆ P1(g1, g2, · · · , gt).

Theorem 46: The necessary and sufficient condition for a parametric tsa

T to have a given number of distinct real solution(s) can be expressed in
terms of the signs of the polynomials in P1(g1, g2, · · · , gt).
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Proof: First of all, we regard fs and every gi as polynomials in xs. By
Theorems 35 and 38 we know that under constraints {gi ≥ 0|1 ≤ i ≤ t},
the number of distinct real solutions of fs = 0 can be determined by the
signs of polynomials in Ps. Let hj(1 ≤ j ≤ l) be the polynomials in Ps,
then we regard every hj and fs−1 as polynomials in xs−1. Repeating the
same argument as that for fs and gi’s, we get that, under constraints {gi ≥
0|1 ≤ i ≤ t}, the number of distinct real solutions of fs = 0, fs−1 = 0 can
be determined by the signs of polynomials in Ps−1. Continuing in this way
until P1(g1, g2, · · · , gt) is employed, we have that the theorem holds because
the conditions obtained in each step are necessary and sufficient.

Remark 47: Ben-Or et al.5 gave a different way to define a smaller set of
polynomials in the parameter for a parametric tsa which can determines
the sign assignments to the gj at roots of {f1, ..., fs}.

Now, theoretically speaking, we can obtain the necessary and sufficient
condition for a parametric tsa T to have (exactly N distinct) real solu-
tion(s) as follows:

Step 1 Compute P1(g1, g2, · · · , gt), the set of polynomials in parameter,
for T .

Step 2 By the algorithm of PCAD10,7, we can obtain P1-invariant cad D

of parameter space Rd and its cylindrical algebraic sample (cas)
S40. Roughly speaking, D is a finite set of cells such that each
polynomial of P1 keeps its sign in each cell; and S is a finite set of
points obtained by taking from each cell one point at least, which
is called the sample point of the cell.

Step 3 For each cell c in D and its sample point sc ∈ S, substitute sc into
T and denote it by T (sc). Compute the number of distinct real
solutions of system T (sc), in which polynomials all have constant
coefficients now. At the same time, compute the signs of polyno-
mials in P1(g1, g2, · · · , gt) on this cell by substituting sc into them
respectively. Record the signs of polynomials in P1(g1, g2, · · · , gt)
when the number of distinct real solutions of system T (sc) equals
to the required number N (or when the number > 0, if we are asked
to find the condition for T to have real solutions). Obviously, the
signs of polynomials in P1(g1, g2, · · · , gt) on cell c form a first order
formula, denoted by Φc.

Step 4 If, in step 3, all we have recorded are Φc1 , · · · ,Φck
, then Φ =

Φc1 ∨ · · · ∨ Φck
is what we want.
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The above algorithm is not practical in many cases since P1(g1, · · · , gt)
usually has too many polynomials and a complete cylindrical algebraic de-
composition is usually inefficient. So, in order to make our algorithm prac-
tical, we take the following strategies. First, we give an effective algorithm
to choose those polynomials which are necessary for expressing the condi-
tion from P1(g1, · · · , gt). Second, we always omit the “boundaries” when
use PCAD and the incompleteness caused by this omission will be fixed up
later.

Theorem 48: Let a parametric tsa T be given. If PolySet is a finite set
of polynomials in parameter U , e.g.

PolySet = {qi(U) ∈ Z[u1, · · · , ud]|1 ≤ i ≤ k},
then by the algorithm of PCAD we can get a PolySet-invariant cad D of
parameter space Rd and its cas. If PolySet satisfies that

(1) the number of distinct real solutions of system T is invariant in the
same cell and

(2) the numbers of distinct real solutions of system T in two distinct cells
C1 and C2 are the same if PolySet has the same sign in C1 and C2,

then the necessary and sufficient conditions for T to have exactly N distinct
real solution(s) can be expressed by the signs of the polynomials in PolySet.
If PolySet satisfies item (1) only, then some necessary conditions for T to
have exactly N distinct real solution(s) can be expressed by the signs of
the polynomials in PolySet.

Proof: We replace parameter U in T with each sample point respectively.
Because D is PolySet-invariant and PolySet satisfies item 1, we can record
the signs of polynomials in PolySet and the number of distinct real solutions
of T on each cell respectively. Choose all those cells on which T has N

distinct real solution(s). The signs of polynomials in PolySet on those cells
form a first order formula, say,

Φ = Φ1 ∨ Φ2 ∨ · · · ∨ Φl,

where each Φi represents the signs of polynomials in PolySet on a certain
cell on which T has N distinct real solution(s). We show that Φ is the
condition we want.

Given a parameter a = (a1, · · · , ad), if T (a) has N distinct real so-
lution(s), then a must belong to a cell on which T has N distinct real
solution(s), i.e. a must satisfy a certain formula Φi. On the contrary, if a
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satisfies a certain formula Φi, because T has N distinct real solution(s) on
the cell represented by Φi and PolySet satisfies item (2), we thus know that
T must have N distinct real solution(s) on the cell which a belongs to.

Theorem 49: Given a regular parametric tsa T , i.e., BP 6= 0. If we only
consider those cells which are homeomorphic to Rd and do not consider
those cells which are homeomorphic to Rk (k < d) when use PCAD, then
BP satisfies item 1 in Theorem 48, so a necessary condition (if we omit
the parameter on those cells homeomorphic to Rk (k < d)) for system T to
have N distinct real solution(s) can be expressed by the sign of BP or the
signs of the factors of BP.

Proof: By PCAD, we can get a BP-invariant cad of Rd and its cas. Because
we only consider those cells which are homeomorphic to Rd, the signs of
each BPfi

and BPgj
on a given cell C are invariant and do not equal 0.

First of all, by the definition of BPf1 , the sign of BPf1 on C is invariant
implies that the number of real solutions of f1(U, x1) is invariant on C. We
regard f2(U, x1, x2) as a polynomial in x2, because on C,

f1(U, x1) = 0 and BPf2 = res(dis(f2, x2), f1, x1) 6= 0,

dis(f2, x2) 6= 0 on C. Thus, if we replace x1 in f2 with the roots of f1,
the number of real solutions of f2 is invariant. That is to say, the signs of
BPf1 and BPf2 being invariant on C implies the number of real solutions
of f1 = 0, f2 = 0 is invariant on C; now, it’s easy to see that the signs of
BPf1 , · · · ,BPfs

being invariant on C implies the number of real solutions
of f1 = 0, · · · , fs = 0 is invariant on C.

Secondly, by the definition of BPgj
, BPgj

6= 0 implies that the sign
of gj is invariant on C if we replace x1, · · · , xs in gj with the roots of
f1 = 0, · · · , fs = 0. That completes the proof.

By Theorem 49, for a regular parametric tsa T , we can start our algo-
rithm from BP as follows:

Algorithm: tofind

Input: a regular parametric tsa T and an integer N ;
Output: the necessary and sufficient condition on the parameter for T to

have exactly N distinct real solution(s) provided that the parameter
are not on some “boundaries”.

Step 1 Let PolySet = BP, i = 1.
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Step 2 By the algorithm of PCAD, compute a PolySet-invariant cad D

of the parameter space Rd and its cylindrical algebraic sample (cas) S.
In this step, we only consider those cells homeomorphic to Rd and do
not consider those homeomorphic to Rk (k < d), i.e., all those cells in
D are homeomorphic to Rd and all sample points in S are taken from
cells in D.

Step 3 For each cell c in D and its sample point sc ∈ S, substitute sc into T

and denote it by T (sc). Compute the number of distinct real solutions
of system T (sc), in which polynomials all have constant coefficients
now. At the same time, compute the signs of polynomials in PolySet

on this cell by substituting sc into them respectively. Obviously, the
signs of polynomials in PolySet on cell c form a first order formula,
denoted by Φc. When all the T (sc)’s are computed, let

set1 = {Φc| T has N distinct real solution(s) on c},

set0 = {Φc| T does not have N distinct real solution(s) on c}.
Step 4 Decide whether all the recorded Φc’s can form a necessary and

sufficient condition or not by verifying whether set1 ∩ set0 is empty or
not (because of Theorems 48 and 49). If set1 ∩ set0 = ∅, go to Step 5;
If set1 ∩ set0 6= ∅, let

PolySet = PolySet ∪ P1(g1, · · · , gi), i = i + 1,

and back to Step 2.
Step 5 If set1 = {Φc1 , · · · ,Φcm}, then Φ = Φc1 ∨ · · · ∨ Φcm is what we

want.

Remark 50: The termination of this algorithm is guaranteed by Theorem
46.

Remark 51: In order to make our algorithm practical, we do not consider
the “boundaries” when use PCAD. So, the condition obtained by this al-
gorithm is a necessary and sufficient one if we omit the situation on the
“boundaries”.

Actually, in many cases, the condition obtained by tofind is satisfac-
tory enough because we do not lose too much information though it is not
a necessary and sufficient one. In the following, we give a complementary
algorithm which deals with the situation when parameter are on “bound-
aries” and thus makes the practical algorithm to be a complete one.
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Given a parametric tsa T . Let R(u1, ..., ud) be one of the polynomials in
parameter to express the condition for T to have N distinct real solution(s),
which are obtained by tofind. Now, the condition for T to have N distinct
real solution(s) when parameter are on R = 0 is needed. We take the
following steps:

Algorithm: Tofind

Input: a regular parametric tsa T , a boundary R = 0 and an integer N ;
Output: the necessary and sufficient condition for T to have exactly N

distinct real solution(s) when the parameter are on R = 0.
Step 1 Let TR be the new system by adding R = 0 into T . Now, we regard

(u1, X) as variables and (u2, ..., ud) parameter, where X = (x1, ..., xs).
Then, TR is of the same type as T . If TR is not regular, by Theorem
45, we can decompose it into regular ones. So, for concision, we regard
TR as a regular system.

Step 2 Let PolySet = BPTR, i = 1.
Step 3 By the algorithm of PCAD, compute a PolySet-invariant cad D

of parameter space Rd−1 and its cylindrical algebraic sample (cas) S.
Step 4 Let S′ = {}. For every sample point sc ∈ S, substitute sc into

R = 0. If the distinct real solutions of R(sc) = 0 are a1 < ... < ak, then
put every (ai, sc) (1 ≤ i ≤ k) into S′.

Step 5 For every sample point (aj , sc) ∈ S′, substitute it into T and the
new system is denoted by T (aj , sc). Compute the number of distinct
real solutions of system T (aj , sc). At the same time, compute the signs
of polynomials in PolySet at sc. Obviously, the signs of polynomials in
PolySet at sc form a first order formula, denoted by Φc. For (aj , sc),
we replace Φc by (Φc, j). Then, let

set1 = {(Φc, j)| T has required real solution(s) at (aj , sc)},

set0 = {(Φc, j)| T does not have required real solution(s) at (aj , sc)}.
Step 6 Decide whether set1 can form a necessary and sufficient condition

or not by verifying whether set1∩set0 is empty or not. If set1∩set0 = ∅,
go to Step 7; If set1 ∩ set0 6= ∅, let

PolySet = PolySet ∪ P1(g1, · · · , gi), i = i + 1,

and back to Step 3, where P1(g1, · · · , gi) is defined w.r.t. TR.
Step 7 If set1 = {(Φc1 , j1), · · · , (Φcm , jm)}, then Φ = (Φc1 , j1) ∨ · · · ∨

(Φcm
, jm) is what we want, where (Φci

, ji) means the parameter



March 27, 2006 12:38 WSPC/Trim Size: 9in x 6in for Review Volume yang˙xia3

40 L. Yang and B. C. Xia

(u1, ..., ud) should satisfy Φci and u1 is the jith real root of R = 0
when (u2, ..., ud) is fixed.

Remark 52: In Step 3 of Tofind, as in tofind, we only consider those
cells homeomorphic to Rd−1 and do not consider those homeomorphic to
Rk (k < d− 1). Therefore, if S(u2, ..., ud) is a member of the final PolySet

and further result when parameter are on both R = 0 and S = 0 is needed,
we just put S = 0 into TR and apply above algorithm again.

4.3. DISCOVERER and Examples

The algorithms in last subsection have been implemented as a Maple
program “DISCOVERER” in our package. There are two main functions,
tofind and Tofind, in DISCOVERER. They are applicable to those prob-
lems which can be formulated into a parametric sas. Usually, we call tofind
first to find a satisfactory condition (see Remark 51) and then, if necessary,
call Tofind to find further results when parameter are on some boundaries.

The calling sequence in DISCOVERER for a parametric sas T is:

tofind ([p1, · · · , ps], [g1, · · · , gr], [gr+1, · · · , gt], [h1, · · · , hm],
[x1, · · · , xs], [u1, · · · , ud], α);

where α has following three kind of choices:

• a non-negative integer b which means the condition for T to have exactly
b distinct real solution(s);

• a range b..c (b, c are non-negative integers, b < c) which means the
condition for T to have b or b + 1 or · · · or c distinct real solutions;

• a range b..w (b is a non-negative integer, w a name) which means the
condition for T to have more than or equal to b distinct real solutions.

Similarly, the calling sequence of Tofind for T and some “boundaries”
R1 = 0, ..., Rl = 0 is:

Tofind ([p1, · · · , ps, R1, · · · , Rl], [g1, · · · , gr], [gr+1, · · · , gt],
[h1, · · · , hm], [x1, · · · , xs], [u1, · · · , ud], α);

where each Ri is a “boundary” which can be a polynomial in parameter
obtained by tofind or a constraint polynomial in parameter.

Example 53: 15 Which triangles can occur as sections of a regular tetra-
hedron by planes which separate one vertex from the other three?
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If we let 1, a, b (assume b ≥ a ≥ 1) be the lengths of three sides of the
triangle, and x, y, z the distances from the vertex to the three vertexes of
the triangle respectively, then, what we need is to find the necessary and
sufficient condition that a, b should satisfy for the following system to have
real solution(s),





h1 = x2 + y2 − xy − 1 = 0,

h2 = y2 + z2 − yz − a2 = 0,

h3 = z2 + x2 − zx− b2 = 0,

x > 0, y > 0, z > 0, a− 1 ≥ 0, b− a ≥ 0, a + 1− b > 0.

With our program DISCOVERER, we attack this problem by following
two steps. First of all, we type in:

tofind ([h1, h2, h3], [a− 1, b− a], [x, y, z, a + 1− b], [ ], [x, y, z], [a, b], 1..n);

DISCOVERER runs 3 seconds on a PC (Pentium IV/2.8G) with Maple 8,
and outputs

FINAL RESULT :
The system has required real solution(s) IF AND ONLY IF

[0 < R1, 0 < R2]
or

[0 < R1, R2 < 0, 0 < R3]

where

R1 = a2 + a + 1− b2

R2 = a2 − 1 + b− b2

R3 = 1− 8
3
a2 − 8

3
b2 +

16
9

a8 − 68
27

b6a2 +
241
81

b4a4 − 68
27

b2a6

−68
27

b4a2 − 68
27

b2a4 − 2
9
b6 +

16
9

b8 − 2
9
a6 +

46
9

b2a2

+
16
9

b4 +
16
9

a4 +
46
9

b2a8 +
46
9

b8a2 − 68
27

b6a4 − 68
27

b4a6

+
16
9

b4a8 − 8
3
b10a2 +

16
9

b8a4 − 2
9
b6a6 − 8

3
b2a10 − 8

3
b10

+b12 − 8
3
a10 + a12
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PROVIDED THAT :
−b + a 6= 0
a− 1 6= 0
b− 1 6= 0

a2 − 1 + b− b2 6= 0
a2 − 1− b− b2 6= 0
a2 − a + 1− b2 6= 0
a2 + a + 1− b2 6= 0
a2 − 1− ab + b2 6= 0
a2 − 1 + ab + b2 6= 0

R3 6= 0

Folke15 gave a sufficient condition that any triangle with two angles
> 60◦ is a possible section. It is easy to see that this condition is equivalent
to [R1 > 0, R2 > 0 ].

Now, if parameter a, b are not on the boundaries (that is, R1 = 0, R2 =
0, R3 = 0, a−1 = 0, b−a = 0, ...), the condition obtained above is already
a necessary and sufficient one. But, strictly speaking, to get a necessary
and sufficient condition, we have to give the result when a, b are on the
boundaries. Thus, we take the second step. If we want to know the result
when a, b are on a certain boundary, say R2, we only need to type in

Tofind ([h1, h2, h3, R2], [a−1, b−a], [x, y, z, a+1− b], [ ], [x, y, z], [a, b], 1..n);

DISCOVERER outputs that (0.44 seconds)
FINAL RESULT:

The system has required real solution(s) IF AND ONLY IF

[S1 < 0, (2)R2]

where

S1 = b6 +
56
3

b4 − 122
3

b3 +
56
3

b2 + 1

PROVIDED THAT :
b− 1 6= 0
S1 6= 0

[S1 < 0, (2)R2] in the output means a point (a0, b0) in the parametric
plane should satisfy that S1 < 0 and a0 is the second root (from the smallest
one up) of R2(a, b0) = 0. Furthermore, the situation when (a, b) is on
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R2 = 0 ∧ b − 1 = 0 or R2 = 0 ∧ S1 = 0 can be determined by typing in
respectively:

Tofind ([h1, h2, h3, R2, b−1], [a−1, b−a], [x, y, z, a+1−b], [ ], [x, y, z], [b, a], 1..n);

Tofind ([h1, h2, h3, R2, S1], [a−1, b−a], [x, y, z, a+1−b], [ ], [x, y, z], [b, a], 1..n);

The outputs both are:
The system has 1 real solution!

The timings of the computations are 1.13 and 1.44 seconds, respectively.
By this way together with some interactive computations, we finally get

the condition for the system to have real solution(s):

[0 < R1, 0 < R2, R3 ≤ 0, 0 < a− 1, 0 ≤ b− a, 0 < a + 1− b]
or

[0 < R1, 0 ≤ R3, 0 ≤ a− 1, 0 ≤ b− a, 0 < a + 1− b].

Actually, by our algorithm and program, we can do more than the re-
quest to this problem. If we type in respectively

Fig. 1. The complete solution classification of Example 53.
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tofind ([h1, h2, h3], [a− 1, b− a], [x, y, z, a + 1− b], [ ], [x, y, z], [a, b], 1);

tofind ([h1, h2, h3], [a− 1, b− a], [x, y, z, a + 1− b], [ ], [x, y, z], [a, b], 2);

tofind ([h1, h2, h3], [a− 1, b− a], [x, y, z, a + 1− b], [ ], [x, y, z], [a, b], 3);

we will get the condition for the above system to have exactly 1 or 2 or 3
real solution(s) respectively. By this way, we obtain the so-called complete
solution classification of this problem, as indicated in Fig. 1. The num-
ber (0, 1, 2 or 3) in a certain region indicates the number of distinct real
solutions of the system when the parameter a, b are on the region.

Example 54: It is well-known that for a triangle there are four tritangent
circles (i.e. one inscribed circle and three escribed circles) and a Feuer-
bach circle (i.e. nine-point-circle) whose radius equals half the circumra-
dius. Given a triangle ABC whose vertices B(1, 0) and C(−1, 0) are fixed
and the vertex A(u1, u2) depends on two parameters, we want to find the
conditions on u1, u2 such that there are four, three, two, one or none of the
tritangent circles whose radius are smaller than that of Feuerbach circle,
respectively.

By a routine computation, the system to be dealt with is




f = 16x2u2
2 − (u2

1 + 2u1 + 1 + u2
2)(1− 2u1 + u2

1 + u2
2) = 0,

i = y4u2 + (2− 2u2
2 − 2u2

1)y
3 + u2(u2

1 − 5 + u2
2)y

2 + 4u2
2y − u3

2 = 0,

x > 0, x2 − y2 > 0,

where x is the radius of the Feuerbach circle and |y| are the radii of the
four tritangent circles.

We type in

tofind([f, i], [ ], [x, x2 − y2], [ ], [x, y], [u1, u2], 4);
tofind([f, i], [ ], [x, x2 − y2], [ ], [x, y], [u1, u2], 3);
tofind([f, i], [ ], [x, x2 − y2], [ ], [x, y], [u1, u2], 2);
tofind([f, i], [ ], [x, x2 − y2], [ ], [x, y], [u1, u2], 1);
tofind([f, i], [ ], [x, x2 − y2], [ ], [x, y], [u1, u2], 0);

respectively and get the following results (for concision, we rearrange the
outputs in a simpler form):

FINAL RESULT :
The system has 3 (distinct) real solutions IF AND ONLY IF

[R1 < 0, R2 > 0, R3 < 0]
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The system has 2 (distinct) real solutions IF AND ONLY IF

[R1 > 0]
The system has 1 (distinct) real solution IF AND ONLY IF

[R1 < 0, R2 < 0]
or

[R1 < 0, R2 > 0, R3 > 0]
The system does not have 0 or 4 real solution(s).

where

R1 = −7 + 20u6
2u

2
1 + 20u2

2 + 28u2
1 − 52u2

1u
2
2 − 42u4

1 + 70u4
2 − 204u6

2

+ 68u4
2u

2
1 + 9u8

2 + 6u4
2u

4
1 + 28u6

1 − 7u8
1 + 44u4

1u
2
2 − 12u2

2u
6
1,

R2 = 189 + 189u12
1 + 720u2

2 − 1134u2
1 − 1977u8

2 + 2835u4
1 − 1235u4

2

− 3560u6
2 − 3780u6

1 + 2835u8
1 − 8088u6

2u
2
1 − 1968u2

1u
2
2 + 2332u4

2u
2
1

+ 558u4
2u

4
1 + 672u4

1u
2
2 + 2592u2

2u
6
1 + 984u6

2u
6
1 − 1566u8

2u
2
1 − 40u10

2 u2
1

+ 135u8
2u

4
1 − 2776u6

2u
4
1 − 3172u4

2u
6
1 − 2928u8

1u
2
2 + 1517u8

1u
4
2

+ 912u2
2u

10
1 + 15u12

2 − 168u10
2 − 1134u10

1 ,

R3 = −63 + 225u14
2 u2

1 − 63u16
1 + 4284u12

1 − 345u2
2 − 504u2

1 + 515u8
2

+ 4284u4
1 + 485u4

2 + 3347u6
2 − 11592u6

1 + 15750u8
1 + 73991u6

2u
2
1

− 2851u2
1u

2
2 + 23658u4

2u
2
1 − 29957u4

2u
4
1 + 9791u4

1u
2
2 − 4163u2

2u
6
1

+ 69174u6
2u

6
1 − 125788u8

2u
2
1 − 48997u10

2 u2
1 + 274u8

2u
4
1 + 89942u6

2u
4
1

− 22516u4
2u

6
1 − 12163u8

1u
2
2 + 36971u8

1u
4
2 + 13567u2

2u
10
1 + 1031u12

2 u4
1

− 1974u212u2
1 − 2245u10

2 u4
1 + 1717u10

2 u6
1 − 5609u6

2u
8
1 − 1052u8

2u
6
1

+ 995u8
2u

8
1 − 7766u4

2u
10
1 − 875u4

2u
12
1 − 3427u12

1 u2
2 − 445u6

2u
10
1

− 409u14
1 u2

2 + 407u12
2 − 1643u10

2 − 11592u10
1 − 15u14

2 − 504u14
1 ;

PROVIDED THAT :
u1 6= 0,

u2 6= 0,

(u1 + 1)2 + u2
2 6= 0,

(u1 − 1)2 + u2
2 6= 0,

L(u1, u2) = 9 + 84u6
2u

2
1 + 84u2

2 − 36u2
1 − 116u2

1u
2
2 + 54u4

1 + 166u4
2 − 140u6

2

+ 132u4
2u

2
1 + 25u8

2 + 102u4
2u

4
1 − 36u6

1 + 9u8
1 − 20u4

1u
2
2 + 52u2

2u
6
1 6= 0,

R1 6= 0.

The total time for executing the five instructions is 87.69 seconds.
The non-degenerate condition u2 6= 0 is a premise because otherwise the

vertices A,B, C are on a line. Thus (u1+1)2+u2
2 6= 0 and (u1−1)2+u2

2 6= 0
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are verified. Furthermore, it can be easily shown (by DISCOVERER, say)
that L(u1, u2) is positive if u1 6= 0 and u2 6= 0. Because we are concerning
the complement of the algebraic curve R1 = 0, the only “non-degenerate”
condition we need to consider is u1 6= 0.

As we did in the preceding example, by typing in

Tofind([R2, f, i], [ ], [−R1, x, x2 − y2], [u1, u2], [x, y], [u1, u2], 1);
Tofind([R2, f, i], [ ], [−R1, x, x2 − y2], [u1, u2], [x, y], [u1, u2], 3);

we get the situation when (u1, u2) is on R2 = 0. Finally, we obtain
(1) If u1 6= 0,

The system has 3 (distinct) real solutions IF AND ONLY IF

[R1 < 0, R2 > 0, R3 < 0]
The system has 2 (distinct) real solutions IF AND ONLY IF

[R1 > 0]
The system has 1 (distinct) real solution IF AND ONLY IF

[R1 < 0, R2 ≤ 0]
or

[R1 < 0, R2 > 0, R3 > 0]
The system does not have 0 or 4 real solution(s);

(2) If u1 = 0 (ABC is an isosceles triangle),

The system has 2 (distinct) real solutions IF AND ONLY IF

[S1 · S2 ≥ 0]
The system has 1 (distinct) real solution IF AND ONLY IF

[S1 < 0, S2 > 0]
The system does not have 0 or 3 or 4 real solution(s)

where S1 = u4
2 − 22u2

2 − 7, S2 = u2
2 − 1/3.

Note that if u1 = 0 and the system has two distinct real solutions, then
one of the solutions is of multiplicity 2 and thus the system has three real
solutions indeed.

This example was studied in a different way by Guergueb et al.18. They
did not give quantifier-free formulas but illustrated the situation with a
sketch figure.

Example 55: Give the necessary and sufficient condition for the existence
of a triangle with elements a, ha, R, where a, ha, R means the side-length,
altitude, and circumradius, respectively.
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Clearly, we need to find the necessary and sufficient condition for the
following system to have real solution(s),





f1 = a2h2
a − 4s(s− a)(s− b)(s− c) = 0,

f2 = 2Rha − bc = 0,

f3 = 2s− a− b− c = 0,

a > 0, b > 0, c > 0, a + b− c > 0, b + c− a > 0,

c + a− b > 0, R > 0, ha > 0.

By the same way as in the preceding examples, we obtain

The system has real solution(s) IF AND ONLY IF

[0 ≤ R1, 0 ≤ R3]
or

[0 ≤ R1, R2 ≤ 0, R3 ≤ 0]

where

R1 = R− 1
2
a

R2 = Rha − 1
4
a2

R3 = −1
2
h2

a + Rha − 1
8
a2.

The time spent is 0.61 seconds.
The condition given by Mitrinovic et al.27 is R1 ≥ 0∧R3 ≥ 0. Now, we

know they are wrong and that is only a sufficient condition.

Our program, DISCOVERER, is very efficient for solving this kind of
problems. By DISCOVERER, we have discovered or rediscovered about 70
such conditions for the existence of a triangle, and found three mistakes in
Mitrinovic et al. 27.
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