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Abstract. In this work, we investigate the Variational Principle and develop a
thermodynamic formalism for correspondences. We define the measure-theoretic
entropy for transition probability kernels and topological pressure for correspon-
dences. Based on these two notions, we establish the following results:

The Variational Principle holds and equilibrium states exist for continuous po-
tential functions, provided that the correspondence satisfies some expansion prop-
erty called forward expansiveness. If, in addition, the correspondence satisfies the
specification property and the potential function is Bowen summable, then the equi-
librium state is unique. On the other hand, for a distance-expanding, open, strongly
transitive correspondence and a Hölder continuous potential function, there exists a
unique equilibrium state and the backward orbits are equidistributed. Furthermore,
we investigate the Variational Principle for general correspondences.

In conformal dynamics, we establish the Variational Principle for the Lee–Lyubich–
Markorov–Mazor–Mukherjee anti-holomorphic correspondences, which are matings
of some anti-holomorphic rational maps with anti-Hecke groups and not forward
expansive. We also show a Ruelle–Perron–Frobenius Theorem for a family of hy-
perbolic holomorphic correspondences of the form fc(z) = zq/p + c.
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1. Introduction

Correspondences. A correspondence1 T on a compact metric space X is a map
from X to the set consisting of all non-empty closed subsets of X with the property
that the set

{
(x1, x2) ∈ X2 : x2 ∈ T (x1)

}
is closed in X2. As a natural general-

ization of (single-valued) continuous maps, correspondences appear abundantly in
control theory [Po21], differential games [Pe93], mathematical economics and game

1There exist notions in the literature related to correspondences, such as upper semi-continuous
set-valued functions in [KT17], set-valued maps in [RT18], and closed relations in [MA99]. Our
notion of correspondence coincides with the first one but differs slightly from the other two.
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theory [CPMP08], qualitative physics and viability [For88], and continuous selec-
tions [Mic56a, Mic56b, Mic57]. To quote from the monograph of J. P. Aubin and
H. Frankowska [AF09]: “Who needs set-valued analysis? Everyone, we are tempted
to say.” Indeed, they listed eight famous examples of correspondences studied by
J. Hadamard, J. von Neumann, K. Kuratowski, E. Michael, T. Ważewski, V. V. Fil-
ippov, and many other mathematicians, ranging from eight different mathematical
subjects mentioned in [AF09, Introduction].

To the best of our knowledge, the studies on correspondences originated from
dealing with ill-posed problems (for partial differential equations) in the sense of
J. Hadamard [Ha02]. Here by ill-posed problems, we mean that the existence of a
solution or the uniqueness of the solution fails for some choice of data. This was indeed
noticed during the first three decades of the 20th century by founders of “Functional
Calculus”, such as P. Painlevé, F. Hausdorff, G. Bouligand, and K. Kuratowski to
quote only a few. In his remarkable book Topologie [Ku66], K. Kuratowski gave set-
valued maps their proper status. Since then, the study of correspondences (known
as set-valued analysis) has been increasing rapidly. Many fundamental concepts of
single-valued analysis such as limits, differentiation, integral, and fixed point theorems
have been adapted to the set-valued realm, see the monograph [AF09] and references
therein.

Other than general correspondences, the study of holomorphic and anti-holomorphic
correspondences attracts its independent interests in complex dynamics.

The study of (anti-)holomorphic correspondences dates back at least to P. Fatou
[Fa29]. Indeed, P. Fatou observed similarities between limit sets of Kleinian groups
and Julia sets of rational maps in the 1920s, and proposed the following question
[Fa29]:

“L’analogie remarquée entre les ensembles de points limites des groupes Kleinéens-
et ceux qui sont constitués par les frontières des régions de convergence des itérées
d’une fonction rationnelle ne parâıt d’ailleurs pas fortuite et il serait probablement
possible d’en faire la syntèse dans une théorie générale des groupes discontinus des
substitutions algrébriques.”

About the analogy between Kleinian groups and rational maps, D. Sullivan discov-
ered deep connections between the iteration theory of rational maps and the theory
of Kleinian groups (see [Su85, Introduction]), which became known as Sullivan’s dic-
tionary . Since then, there have been considerable efforts to draw direct connections
between these two branches of conformal dynamics. See for example, the works of
S. Bullett and C. Penrose [BP94], C. T. McMullen [Mc95, Mc96], M. Yu. Lyubich and
Y. Minsky [LM97], P. Häıssinsky and K. M. Pilgrim [HP09], M. Bonk and D. Meyer
[BM10, BM17], M. Mj and S. Mukherjee [MM23], and references therein.

Our current work is partially motivated by the interest of the community includ-
ing M. Bonk, D. Meyer, S. Rohde, etc., to extend Sullivan’s dictionary to some
fractals arising from probability theory, hoping to transplant key analytic tools and
techniques to such settings, and partially motivated by the recent works of S. Lee,
M. Yu. Lyubich, N. G. Makarov, S. Mukherjee, etc., on certain anti-holomorphic
correspondences which will be discussed below.
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Apart from the analogy from Sullivan’s dictionary, to answer Fatou’s question,
we need to “naturally” combine the dynamics of a rational map with that of a
Kleinian group. Matings between Kleinian groups and rational maps developed by
S. Bullett, C. Penrose, L. Lomonaco, P. Häıssinsky, and M. Freiberger could com-
bine some Kleinian groups and some rational maps in the category of holomorphic
correspondences, see [BP94, BL20, BL22, BL23, BF05, BH07, Bu00]. In detail, in
[BP94, BH07], the authors established the framework of matings for quadratic polyno-
mials with the modular group as well as some Kleinian groups abstractly isomorphic
to the modular group. In [BL20, BL22, BL23], they studied a family of quadratic
correspondences Fa. Specifically, when a belongs to what they called the modular
Mandelbrot set, the correspondence Fa is a mating between the modular group and
some quadratic rational map PA(z) := z+ 1

z
+A. Moreover, the modular Mandelbrot

set is homeomorphic to the classical Mandelbrot set. In [BF05, Bu00], they discussed
matings between some polynomial-like maps and Hecke groups.

Motivated by the study of the dynamics of Schwarz reflection maps associated
to quadrature domains, S. Lee, M. Yu. Lyubich, N. G. Makarov, and S. Mukherjee
investigated matings between such reflection maps and a discrete group abstractly
isomorphic to the modular group, see [LLMM21]. Such matings are anti-holomorphic
correspondences. Later, M. Yu. Lyubich, J. Mazor, and S. Mukherjee constructed
a family of anti-holomorphic correspondences for Schwarz reflection maps associated
to quadrature domains and gave two criteria that ensure that such anti-holomorphic
correspondences are matings between Schwarz reflections and anti-Hecke groups, see
[LMM23].

Apart from matings, holomorphic correspondences, uniting rational maps, Kleinian
groups, and matings, also attracted the attention of S. Bullett and C. Penrose. To ex-
tend Sullivan’s dictionary to include holomorphic correspondences, they studied the
general theory of holomorphic correspondences in [BP01]. Specifically, they formu-
lated a formal definition for holomorphic correspondences and generalized the notions
of regular sets, limit sets, and Julia sets for holomorphic correspondences.

As part of attempts to study the dynamics of holomorphic correspondences, as well
as to investigate the density of hyperbolicity and structural stability in the category
of holomorphic correspondences, C. Siqueira and D. Smania studied a specific family
of holomorphic correspondences fc(z) = zq/p + c in [Siq15, SS17, Siq22, Siq23]. In
these papers, C. Siqueira and D. Smania generalized the notion of Julia sets2 for fc,
discussed the hyperbolicity for such holomorphic correspondences, established some
geometric rigidity results for the Julia sets, and gave an upper bound of the Hausdorff
dimension of the Julia sets.

However, among all the works cited above about holomorphic and anti-holomorphic
correspondences, few focused on ergodic theory for these correspondences.

On the other hand, ergodic theory for general correspondences has also attracted
interest recently and there have been some loosely connected but individually valuable

2C. Siqueira and D. Smania’s version of Julia sets for holomorphic correspondences is different
from S. Bullett and C. Penrose’s version in [BP01, Section 3.2].
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works on this topic. For example, from the topological aspect, Poincaré’s recurrence
theorem was investigated by J. P. Aubin, H. Frankowska, and A. Lasota in [AFL91];
various concepts of topological entropy, and their upper and lower bounds were es-
tablished in [KT17]; expansiveness was discussed in [Wi70, PV17]. In addition, from
the measure-theoretic aspect, several characterizations of invariant measures are sys-
tematically investigated in [MA99]; Perron–Frobenius operators and approximations
of invariant measures are studied in [Mil95]. Moreover, in the setting of holomor-
phic correspondences, T. C. Dinh, L. Kaufmann, and H. Wu [Wu20, DKW20] stud-
ied some canonical probability measures under the dynamics of some holomorphic
correspondences on Riemann surfaces. V. M. Parra [Par23a, Par23b] studied the
equidistributions for the matings discussed in [BP94] and proved that a version of
entropy (see [VS22]) of the equidistributions equals to the topological entropy (see
[KT17]) of the matings. However, systematic studies on invariant measures are still
under development, which motivates us to study the thermodynamic formalism for
correspondences.

Thermodynamic formalism for single-valued maps. Thermodynamic formal-
ism, inspired by statistical mechanics and created by Ya. G. Sinai, R. Bowen, D. Ru-
elle, and others around the early 1970s [Do68, Sin72, Bow75, Ru78], is a mechanism to
produce invariant measures with nice properties and prescribed Jacobian functions.

To be more precise, for a continuous (single-valued) map f : X → X on a com-
pact metric space (X, d), and a continuous function φ : X → R (called a potential),
we can consider the associated topological pressure P (f, φ) as a weighted version of
the topological entropy htop(f). The Variational Principle identifies P (f, φ) with
the supremum of its measure-theoretic counterpart, the measure-theoretic pressure
Pµ(f, φ) := hµ(f) +

∫
X
φ dµ, (where hµ(f) is the measure-theoretic entropy), over

all invariant Borel probability measures µ [Bow75, Wa76]. A measure that attains
the supremum is called an equilibrium state for the given map and potential. In
particular, when the potential φ is (cohomologous to) a constant function, the equi-
librium state is called a measure of maximal entropy . The studies on the existence
and uniqueness of equilibrium states (or measures of maximal entropy), as well as
their ergodic and statistical properties such as supporting sets and equidistributions,
have been the main motivation for much research in ergodic theory.

The theory of thermodynamic formalism for f with strong forms of hyperbol-
icity has been systematically studied. For example, it is well-known that if f is
forward expansive, then an equilibrium state exists. Moreover, we have the Ruelle–
Perron–Frobenius Theorems (see also Propositions 7.10 and 7.15 for more detailed
statements), which describes the equilibrium states for more regular potentials, see
for example [RT18, Theorem 2.1] and [PU10, Chapter 5].

Briefly speaking, if f is forward expansive and has the specification property and φ
is Bowen summable, or if f is open, topologically transitive, and distance-expanding
and φ is Hölder continuous, then the equilibrium state exists and is unique, and also
has some Gibbs property.
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One active direction for investigation in thermodynamic formalism nowadays is
to extend the Ruelle–Perron–Frobenius Theorem beyond the scope of uniform hy-
perbolicity. Our Theorem E on the Lee–Lyubich–Markorov–Mazor–Mukherjee anti-
holomorphic correspondence can be seen as such an attempt in the setting of corre-
spondences.

Thermodynamic formalism for correspondences. In the present work, we sys-
tematically develop a thermodynamic formalism for correspondences. We will address
the following aims:

(i) Formulate definitions of measure-theoretic entropy of transition probability
kernels and topological pressure for correspondences;

(ii) Establish a Variational Principle for some correspondences;

(iii) Establish the existence of equilibrium states and obtain a Ruelle–Perron–
Frobenius Theorem for correspondences with some strong expansion proper-
ties.

Statement of main results. Our main results consist of four parts: a Variational
Principle and existence of equilibrium states, a thermodynamic formalism for equi-
librium states, a lower bound for the topological pressure, and applications to holo-
morphic and anti-holomorphic correspondences.

Entropy functions and Variational Principle. We start by defining the measure-
theoretic entropy for transition probability kernels and the topological pressure for
correspondences.

Roughly speaking, a transition probability kernel Q on a compact metric space
(X, d) assigns each x ∈ X a Borel probability measure Qx on X. We define the
measure-theoretic entropy hµ(Q) (see Definition 5.22) for a transition probability
kernel Q with respect to a Q-invariant (see Definition 5.10) probability measure µ.
The potential function is defined on the set O2(T ) :=

{
(x1, x2) ∈ X2 : x2 ∈ T (x1)

}
equipped with the metric d2 given by d2((x1, x2), (y1, y2)) := max{d(x1, y1), d(x2, y2)}
for all (x1, x2), (y1, y2) ∈ O2(T ). The topological pressure P (T, ϕ) is defined for
a correspondence T and a continuous potential function ϕ. Then, to connect the
transition probability kernel and correspondences, we give a relation between them.

We say that a transition probability kernelQ onX is supported by a correspondence
T if the measure Qx is supported on the closed set T (x) for every x ∈ X.

We conjecture the following Variational Principle to hold.

Conjecture (Variational Principle for correspondences). Let T be in a suitable class
of correspondences on a compact metric space (X, d) and ϕ : O2(T ) → R be a suffi-
ciently regular function, then

(1.1) P (T, ϕ) = sup
Q,µ

{
hµ(Q) +

∫
X

∫
T (x1)

ϕ(x1, x2) dQx1(x2) dµ(x1)

}
,

where Q ranges over all transition probability kernels on X supported by T and µ
ranges over all Q-invariant probability measures on X.
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This conjecture naturally generalizes the classical Variational Principle for single-
valued maps. Specifically, the topological pressure P (T, ϕ) for the correspondence
T generalizes the classical topological pressure for continuous maps, the measure-
theoretic entropy hµ(Q) of the transition probability kernel Q with respect to the Q-
invariant measure µ generalizes the classical measure-theoretic entropy of a measure-
preserving endomorphism, and the integral in (1.1) corresponds to the potential en-
ergy in the classical statement of Variational Principle, see Appendix B for details.

Currently, no one has established any version of the Variational Principle for corre-
spondences to our knowledge. In this work, we establish a version of the Variational
Principle for correspondences with some expansion properties, see Theorem A. More-
over, we have not found any counterexample to our conjecture.

If a transition probability kernel Q on X supported by T and a Q-invariant Borel
probability measure µ on X satisfy the equality (1.1), then we call the pair (µ,Q) an
equilibrium state for the correspondence T and the potential function ϕ. Moreover,
if ϕ ≡ 0, we call (µ,Q) a measure of maximal entropy for T .

Variational Principle and the existence of equilibrium states. We establish
the Variational Principle and the existence of equilibrium states for forward expansive
correspondences.

A correspondence is forward expansive, if, roughly speaking, every pair of distinct
forward orbits (x1, x2, . . . ), (y1, y2, . . . ) consists of a pair of corresponding entries xk
and yk with at least a specific distance apart (see Definition 6.1).

The statement of the Variational Principle and the existence of the equilibrium
state for forward expansive correspondence is as follows:

Theorem A. Let (X, d) be a compact metric space, T be a forward expansive cor-
respondence on X, and ϕ : O2(T ) → R be a continuous function. Then the following
statements hold:

(i) The Variational Principle holds:

P (T, ϕ) = sup
Q,µ

{
hµ(Q) +

∫
X

∫
T (x1)

ϕ(x1, x2) dQx1(x2) dµ(x1)

}
∈ R,

where Q ranges over all transition probability kernels on X supported by T
and µ ranges over all Q-invariant Borel probability measure on X.

(ii) There exists an equilibrium state (µ,Q) for the correspondence T and the
potential ϕ.

The proof of this theorem occupies from Subsection 6.2 to Subsection 6.5 and is
the most technical part of this work.

Thermodynamic formalism and equidistribution. We introduce various prop-
erties for correspondences and potential functions and then give two versions of ther-
modynamic formalism in Section 7.

Let T be a correspondence on a compact metric space X. The metric space
(Oω(T ), dω) is given in (2.3) and (2.2). If Q is a transition probability kernel on
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X supported by T and µ is a Q-invariant Borel probability measure on X, then we
denote µQω|T a probability measure on Oω(T ) given in Remark 6.14.
In the first version, we assume that T has the specification property (see Defi-

nition 7.1) and ϕ is Bowen summable (see Definition 7.3), then consequently the
Variational Principle holds, the equilibrium state exists and is unique in an appro-
priate sense, and the unique equilibrium state can be obtained by investigating the
(classical) Ruelle operator Lϕ̃ and L∗

ϕ̃
(see (7.5) and (7.6)).

Theorem B. Let (X, d) be a compact metric space, T be a forward expansive corre-
spondence with the specification property, and ϕ : O2(T ) → R be a Bowen summable
continuous function. Then the Variational Principle (1.1) holds and there exists an
equilibrium state (µϕ,Q) for the correspondence T and the potential ϕ, i.e., there
exist a transition probability kernel Q on X supported by T and a Q-invariant Borel
probability measure µϕ on X such that the following equality holds:

(1.2) P (T, ϕ) = hµϕ(Q) +

∫
X

∫
T (x1)

ϕ(x1, x2) dQx1(x2) dµϕ(x1).

Moreover, the equilibrium state (µϕ,Q) is unique in the sense that the measure µϕ
is unique and that if there are two equilibrium states (µϕ,Q) and (µϕ,Q′), then for
µϕ-almost every x ∈ X and all A ∈ B(X), the equality Qx(A) = Q′

x(A) holds.
Furthermore, the equilibrium state (µϕ,Q) can be obtained in the following way:

(i) There is a Borel probability measure mϕ on X and a transition probability
kernel Q on X supported by T such that mϕQω|T is an eigenvector of L∗

ϕ̃
.

(ii) There is a Borel measurable function uϕ ∈ L1(mϕ) such that Lϕ̃(ũϕ) = λũϕ,

where λ = exp
(
P
(
σ, ϕ̃

))
= exp(P (T, ϕ)) and ũϕ : Oω(T ) → R is the bounded

Borel measurable function induced by uϕ in the following way:

ũϕ(x1, x2, . . . ) := uϕ(x1).

(iii) Set µϕ := uϕmϕ, then (µϕ,Q) is the equilibrium state for the correspondence
T and the potential ϕ.

In the second version, we assume that T is distance-expanding (see Definition 7.5),
open (see Definition 7.11), and strongly transitive (see Definition 7.12) and ϕ is Hölder
continuous, then the Variational Principle holds, the equilibrium state exists and is
unique in an appropriate sense, and the unique equilibrium state can be obtained
from the Ruelle operator and has the equidistribution property.

Theorem C. Let T be a open, strongly transitive, distance-expanding correspon-
dence on X and ϕ : O2(T ) → R be a Hölder continuous function. Then the Vari-
ational Principle (1.1) holds and there exists an equilibrium state (µϕ,Q) for the
correspondence T and the potential ϕ. Moreover, the equilibrium state (µϕ,Q) is
unique in the sense that the measure µϕ is unique and if there are two equilibrium
states (µϕ,Q) and (µϕ,Q′), then for µϕ-almost every x ∈ X and all A ∈ B(X), the
equality Qx(A) = Q′

x(A) holds.
Furthermore, the equilibrium state (µϕ,Q) can be obtained in the following way:
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(i) There is a Borel probability measure mϕ on X and a transition probability
kernel Q on X supported by T such that mϕQω|T is an eigenvector of L∗

ϕ̃
.

(ii) There is a Borel measurable function uϕ ∈ L1(mϕ) such that Lϕ̃(ũϕ) = λũϕ,

where λ = exp
(
P
(
σ, ϕ̃

))
= exp(P (T, ϕ)) and ũϕ : Oω(T ) → R is the bounded

Borel measurable function induced by uϕ in the following way:

ũϕ(x1, x2, . . . ) := uϕ(x1).

If, moreover, T is continuous (Definition 4.3), then uϕ is continuous.
(iii) Set µϕ := uϕmϕ, then (µϕ,Q) is the equilibrium state for the correspondence

T and the potential ϕ.

In addition, the backward orbits under T are equidistributed with respect to the
measure µϕ. More precisely, if we denote

O−n(x) :=
{
(y0, y1, . . . , yn) ∈ Xn+1 : yn = x, yk ∈ T (yk−1) for each k ∈ {1, . . . , n

}}
,

Zn(x) :=
∑

(y0,...,yn)∈O−n(x)

exp
(n−1∑
i=0

ϕ(yi, yi+1)
)
,

then the following statements hold:

(a) For each x ∈ X, the following sequence of Borel probability measures on X

1

Zn(x)

∑
(y0,...,yn)∈O−n(x)

∑n
j=0 δyj
n+ 1

exp

(n−1∑
i=0

ϕ(yi, yi+1)

)
, n ∈ N,

converges to µϕ in the weak* topology as n tends to +∞.

(b) If, moreover, T is topologically exact (Definition 7.13), then for each x ∈ X,
the following sequence of Borel probability measures on X

1

Zn(x)

∑
(y0,...,yn)∈O−n(x)

δy0 exp

(n−1∑
i=0

ϕ(yi, yi+1)

)
, n ∈ N,

converges to mϕ in the weak* topology as n tends to +∞.

For general correspondences and continuous potential function, we establish the
following result.

Theorem D. Let T be a correspondence on a compact metric space (X, d) and
ϕ : O2(T ) → R be a continuous function. Then the following statements hold:

(i) There exists a transition probability kernel Q on X supported by T and a
Q-invariant Borel probability measure µ on X.

(ii) We have

(1.3) P (T, ϕ) ⩾ sup
Q,µ

{
hµ(Q) +

∫
X

∫
T (x1)

ϕ(x1, x2) dQx1(x2) dµ(x1)

}
,

where Q ranges over all transition probability kernels on X supported by T
and µ ranges over all Q-invariant Borel probability measures on X.
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Applications to holomorphic or anti-holomorphic correspondences. Our
main motivation for the investigation in this work comes from the following two
classes of correspondences in the complex dynamics, especially the first one. For
more details, see Section 3.

Lee–Lyubich–Markorov–Mazor–Mukherjee anti-holomorphic correspondence.

Let d ∈ N and f : Ĉ → Ĉ be a rational map of degree d + 1 that is univalent on
the open unit disk D. Set η(z) := 1/z, the reflection map on the unit circle.

The Lee–Lyubich–Markorov–Mazor–Mukherjee anti-holomorphic correspondence C∗

is defined as follows:

(1.4) C∗(z) :=

{
w ∈ Ĉ :

f(w)− f(η(z))

w − η(z)
= 0

}
for all z ∈ Ĉ. See [LMM23, Section 2] for more details. We note that is not C∗

forward expansive.
The correspondence C∗ can be divided into two independent parts in the sense of

Proposition 3.1. The dynamics of C∗ is equivalent to the action of an abstract anti-
Hecke group on one part in some cases (see [LMM23, Propositions 2.15 and 2.19]),
and is related to an anti-holomorphic map on another part, see Proposition 3.6 for
details. Note that C∗ is not forward expansive.
We establish a version of the Variational Principle for the correspondence C∗ as

follows.

Theorem E. Let C∗ be the correspondence given above and ϕ : O2(C
∗) → R be a

continuous function. Then we have

(1.5) P (C∗, ϕ) = sup
Q,µ

{
hµ(Q) +

∫
Ĉ

∫
C∗(x1)

ϕ(x1, x2) dQx1(x2) dµ(x1)

}
,

where Q ranges over all transition probability kernels on Ĉ supported by C∗ and µ

ranges over all Q-invariant probability measures on Ĉ.

A family of hyperbolic holomorphic correspondences.
Next, we consider a family of holomorphic correspondences studied in [Siq15, SS17,

Siq22, Siq23]. Fix p, q ∈ N satisfying p < q. Let c ∈ C.
Denote by fc(z) = zq/p + c the correspondence3 on Ĉ given by

fc(z) :=
{
w ∈ Ĉ : (w − c)p = zq

}
for all z ∈ Ĉ.
A version of Julia set J(fc) is defined as the closure of the union of all repelling

periodic orbits of fc, see for example, [Siq15, Definition 6.31] or [SS17, Section 2.1].
Denote by fc|J a map given by fc|J(z) := J(fc) ∩ fc(z) for all z ∈ J(fc).

Set Pc :=
⋃
n∈N f

n
c (0) and

Mq/p,0 := {c ∈ C : ∃(x1, x2, . . . ) ∈ Oω(fc) such that x1 = 0 and {xn}n∈N is bounded}.
3The superscript q/p in zq/p + c is merely a notation, not a fraction. The two correspondences

z2/1 + c and z4/2 + c are different by this definition.
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A number c ∈ C is called a simple center if c ̸= 0 and there is only one bounded
orbit (x1, x2, . . . ) ∈ Oω(fc) with x1 = 0 and such a bounded orbit is a cycle, see for
example, [Siq22, Section 2.2].

Theorem F. There is an open set Hq/p containing both C \Mq/p,0 and every simple
center such that for every c ∈ Hq/p, the following statements holds:

(i) The set C \ Pc is a hyperbolic Riemann surface.

(ii) The statements (i), (ii), (iii), (a), and (b) in Theorem C hold for the corre-
spondence fc|J on the compact metric space (J(fc), dc), where dc refers to the
hyperbolic metric on C \ Pc.

Remark. C. Siqueira pointed out in [Siq15, Section 1.2] that one of the motivations to
study the correspondences zq/p+ c is the density of hyperbolicity. Specifically, Fatou
conjectured in 1920 that hyperbolic maps are dense within the space of rational maps
with fixed degrees. C. Siqueira introduced a version of hyperbolicity for this family
of holomorphic correspondences in [Siq22, Definition 5.6] and proved that there is an
open set Hq/p containing both C \Mq/p,0 and every simple center with the property
that fc is hyperbolic for all c ∈ Hq/p, see [Siq22, Corollary 5.7.1]. But now we do not
know further relations between the two different Hq/p on which Theorem F holds and
on which fc is hyperbolic, respectively.

Note that 0 is not a simple center, so Theorem F does not work when c is close to
0. For c in a neighborhood of 0, we have the following result.

Theorem G. There is an open neighborhood Uq/p of 0 with the property that for
every c ∈ Uq/p, the statements (i), (ii), (iii), (a), and (b) in Theorem C hold for the
correspondence fc|J on the compact space J(fc) equipped with the Euclidian metric
on C.
Strategy of this work. In this subsection, we discuss our innovations, the difficul-
ties, and the methods to overcome these difficulties.

Correspondences assign each point a set, which means they are multi-valued, while
the continuous maps are single-valued. To emphasize this difference, we use single-
valued continuous maps to refer to continuous maps. Despite this difference, J. Kelly
and T. Tennant managed to define the topological entropy of correspondences in a
natural way using (n, ϵ)-separated sets and (n, ϵ)-spanning sets [KT17, Definition 2.5].
We extend this idea to define the topological pressure for correspondences (see Sec-
tion 4.2).

In contrast, measure-theoretic entropy is harder to define for correspondences,
because, given a subset of a space, there are no canonical distributions on it. We
overcome this difficulty by assigning a distribution on the image of each point under
a correspondence, i.e., we consider a transition probability kernel. Roughly speaking,
a transition probability kernel on a space X assigns each point a probability measure
on X. We introduce the measure-theoretic entropy for a transition probability kernel
using the entropy of partitions (See Section 5.3).

To establish our Variational Principle, we need a relation between correspondences
and transition probability kernels. The most natural relation is support. Recall that
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a correspondence T on X assigns each point x ∈ X a closed subset T (x) of X, and
a transition probability kernel on X assigns each point a probability measure on X.
Recall that a transition probability kernel is supported by a correspondence T if, for
each point x ∈ X, the probability measure is supported on the closed subset T (x).
We conjecture a version of the Variational Principle, see (1.1).

Now we sketch the main results and their proofs.
We first establish the characterizations of both the topological pressure of corre-

spondences and the measure-theoretic entropy for transition probability kernels in
terms of the shift map on the orbit space. We briefly explain the dynamics of such a
shift map now.

Let T be a correspondence on a compact metric space X, Q be a transition proba-
bility kernel on X, and µ be a probability measure on X invariant under Q, i.e., the
pushforward of µ under Q is still µ (see Definition 5.10 for details). Let σ be the shift
map on Xω := {(x1, x2, . . . ) : xk ∈ X for all k ∈ N}, i.e., σ(x1, x2, . . . ) = (x2, x3, . . . ).
It turns out that Oω(T ) := {(x1, x2, . . . ) ∈ Xω : xk+1 ∈ T (xk)} is an invariant set
of σ. Moreover, for the potential function ϕ : O2(T ) → R, we also lift it to the orbit

space Oω(T ): denote by ϕ̃ the function on Oω(T ) given by ϕ̃(x1, x2, . . . ) := ϕ(x1).
Now we state the following characterizations:

First, the (classical) topological pressure of σ restricted on Oω(T ) with respect to

the potential ϕ̃ is equal to the topological pressure of T with respect to the potential
ϕ (see Theorem 4.9).

Second, we consider the Markov process with the initial distribution µ and the
transition probability kernel Q. Denote by µQω the distribution of forward infinite
orbits of the Markov process. It is a probability measure onXω. The assumption that
µ is invariant under Q implies that µQω is invariant under σ (see Subsection 5.4).
We prove that the (classical) measure-theoretic entropy of σ with respect to the
invariant measure µQω is equal to the measure-theoretic entropy of Q with respect
to the invariant measure µ (see Theorem 5.24).

Thereby, the following conjecture about σ is equivalent to our (conjectured) Vari-
ational Principle:

(1.6) P
(
σ|Oω(T ), ϕ̃

)
= sup

ν

{
hν(σ) +

∫
ϕ̃ dν

}
,

where ν ranges over all Borel probability measures on Oω(T ) induced by Markov
processes and invariant under σ (see Subsection 7.2 for details).
Note that if the supremum in (1.6) is taken by letting ν range over all Borel

probability measures on Oω(T ) invariant under σ, then (1.6) holds, ensured by the
(classical) Variational Principle. From this perspective, we establish Theorem D. But
some σ-invariant measures on Oω(T ) are not induced by Markov processes, which is
the difficulty of establishing the Variational Principle for correspondences. For the
Variational Principle and the corresponding thermodynamic formalism, we use two
kinds of methods in Sections 6 and 7, respectively.
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In Section 6, we introduce the forward expansiveness for correspondences (see Def-
inition 6.1) and establish the Variational Principle for forward expansive correspon-
dences (Theorem A). We overcome the difficulty that a probability measure invariant
under the shift map may not be induced by a Markov process in this section. Specif-
ically, for an arbitrary Borel probability measure ν on the orbit space Oω(T ) which
is invariant under the shift map, the projection of ν onto the first two coordinates
can induce a measure µ and a conditional transition probability kernel Q. It turns
out that Q is supported by a forward expansive correspondence T and that µ is Q-
invariant. Moreover, the measure-theoretic entropy of µQω is greater than or equal to
the measure-theoretic entropy of ν. Therefore, to prove (1.6), it is enough to consider
the case where ν is induced by a Markov process, and the measure-theoretic entropy of
such ν corresponds to the measure-theoretic entropy of transition probability kernels.
In Section 7, we first introduce various properties for correspondences or potential

functions, including specification property (Definition 7.1), Bowen summability (Defi-
nition 7.3), distance-expanding property (Definition 7.5), openness (Definition 7.11),
and strong transitivity (Definition 7.12), and recall the topologically exact prop-
erty (Definition 7.13) for correspondences. We prove that these properties imply
some corresponding properties of the shift map on the orbit space. See Proposi-
tions D.3, D.4, D.6, D.7, and D.8 for precise statements. Then we give two versions
of thermodynamic formalism for forward expansive correspondence T on a compact
metric spaceX with a continuous potential function ϕ : O2(T ) → R satisfying some of
the properties above. The key tool for our approach is the Ruelle–Perron–Frobenius
Theorem for the shift map. Since the Ruelle–Perron–Frobenius Theorem describes
the equilibrium state for the shift map explicitly, we can verify that the equilibrium
state is indeed induced by a Markov process. In this way, we get that equilibrium
states for correspondences, and their various properties (uniqueness and equidistri-
bution) come from the corresponding properties of the equilibrium states for shift
maps.

Structures of this work. Let us highlight our results and structure of this work in
more detail.

Sec. 2, 4, 5, App. A

Sec. 6.4 (Thm D)

Sec. 6.5 (Thm A)

App. D, Sec. 7 (Thms B & C)

Sec. 3.2 (Thms F & G)Sec. 3.1 (Thm E)

App. B

In Section 2, we fix some notations that will be used throughout this work.
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In Section 4, we introduce the topological pressure P (T, ϕ) of a correspondence T
with respect to a continuous potential function ϕ : O2(T ) → R through the (n, ϵ)-
separated set and (n, ϵ)-spanning set (Definition 4.6). Then we show that our topo-
logical pressure of a correspondence T with respect to a continuous potential function

ϕ is equal to P
(
σ, ϕ̃

)
(see Theorem 4.9), the topological pressure of the shift map σ

on the orbit space Oω(T ) with respect to the potential function ϕ̃ (given in (2.4))
induced by ϕ.
In Section 5, we discuss transition probability kernels and introduce the measure-

theoretic entropy hµ(Q) (Definition 5.22) for a transition probability kernel Q with
respect to a Q-invariant (Definition 5.10) probability measure µ through the entropy
of partitions. Then we show that the measure-theoretic entropy of a transition prob-
ability kernel is equal to the measure-theoretic entropy of the shift map.

In Section 6, we introduce the forward expansiveness for correspondences (see
Definition 6.1) and establish the Variational Principle for forward expansive corre-
spondence (Theorem A). We also investigate general correspondences and establish
Theorem D by utilizing what we called the “support” relation between transition
probability kernels and correspondences (see Definition 5.3).

In Section 7, we first introduce various properties for correspondences or potential
functions, including specification property (Definition 7.1), Bowen summability (Def-
inition 7.3), distance-expanding property (Definition 7.5), openness (Definition 7.11),
and strong transitivity (Definition 7.12), and recall the topologically exact property
for correspondences (Definition 7.13). Then we give two versions of thermodynamic
formalism for forward expansive correspondence T on a compact metric space X with
a continuous potential function ϕ : O2(T ) → R with some of the properties above.

Apart from that, in Section 3, we apply our theory to two examples: the Lee–
Lyubich–Markorov–Mazor–Mukherjee anti-holomorphic correspondence and a family
of hyperbolic holomorphic correspondence of the form zq/p + c.

Acknowledgments. The authors want to thank Wenyuan Yang for interesting dis-
cussions on random walks. X. Li wants to thank Xianghui Shi for the useful com-
ments.

2. Notation

We follow the convention N := {1, 2, 3, . . . }, N0 := N ∪ {0}, and N̂ := N ∪ {ω}.
Here ω is the least infinite ordinal. For each n ∈ N0, write [n] := {0, 1, . . . , n} and
(n] := [n] \ {0}.

Let C be the set of all complex numbers, Ĉ := C∪{∞}, and D := {z ∈ C : |z| < 1}
be the unit disk on the complex plane.

For a set D consisting of other sets, denote by
⋃
D the union of all elements in D.

When we use the notation A∩B×C or B×C ∩A for sets A, B, and C, it should
be interpreted as first performing the multiplication operation between sets B and C
and subsequently finding the intersection of the result with A.
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Let X be a set and n ∈ N. Define ιn : Xn → Xn by

ιn(x1, x2, . . . , xn) := (xn, xn−1, . . . , x1) for all (x1, . . . , xn) ∈ Xn.

For a function ϕ : X → R, write ∥ϕ∥∞ := sup{|ϕ(x)| : x ∈ X}. Let M (X) be
a σ-algebra on X. Denote by B(X,R) the set of real-valued bounded measurable
functions on X and by P(X) the set of probability measures on X.
Let Y be a compact metric space. Denote by B(Y ) the Borel σ-algebra on Y .

Denote by F(Y ) the set of all non-empty closed subsets of Y , and by C(Y,R) the set
of real-valued continuous functions on Y .

Let X be a compact metric space with the metric d and T : X → F(X) be a map.
For each subset A ⊆ X, set T (A) :=

⋃
x∈A T (x) ⊆ X. For n ∈ N, define T n(A) ⊆ X

inductively on n with T 1(A) := T (A) and T n+1(A) := T (T n(A)), for all n ∈ N.
Moreover, write T−1(A) := {x ∈ X : A ∩ T (x) ̸= ∅} ⊆ X. For n ∈ N, define
T−n(A) ⊆ X inductively on n with T−(n+1)(A) := T−1(T−n(A)), for all n ∈ N. For
each n ∈ Z \ {0} and each x ∈ X, write T n(x) := T n({x}).
For a subset A ⊆ X and each x ∈ X, define T |A(x) := T (x) ∩ A.
For each n ∈ N, equip Xn := {(x1, . . . , xn) : xk ∈ X for all k ∈ (n]} with the metric

dn given by

(2.1) dn((x1, . . . , xn), (y1, . . . , yn)) := max{d(xi, yi) : i ∈ (n]}
for all (x1, . . . , xn), (y1, . . . , yn) ∈ Xn. Clearly ιn : X

n → Xn is an isometry. Similarly,
equip Xω := {(x1, x2, . . . ) : xk ∈ X for all k ∈ N} with the metric dω given by

(2.2) dω((x1, x2, . . . ), (y1, y2, . . . )) :=
+∞∑
k=1

d(xk, yk)

2k(1 + d(xk, yk))

for all (x1, x2, . . . ), (y1, y2, . . . ) ∈ Xω. With the metrics dn for n ∈ N̂, the topologies
of Xn induced by these metrics are the product topologies.

For each n ∈ N, write
On(T ) := {(x1, . . . , xn) ∈ Xn : xk+1 ∈ T (xk) for each k ∈ (n− 1]} ⊆ Xn.

Then the orbit space Oω(T ) induced by T is given by

(2.3) Oω(T ) := {(x1, x2, . . . ) ∈ Xω : xk+1 ∈ T (xk) for each k ∈ N} ⊆ Xω.

For each n ∈ N̂, We call an element in On(T ) an orbit . A sequence of orbits(
x
(j)
1 , x

(j)
2 , . . .

)
∈ Oω(T ), j ∈ N, converges to an orbit (x1, x2, . . . ) if and only if

x
(j)
k converges to xk as j → +∞ for each k ∈ N.
Let φ : X → R and ϕ : O2(T ) → R be two continuous functions. Denote by

φ̃, ϕ̃ : Oω(T ) → R and φ̂ : O2(T ) → R be functions given by

(2.4) φ̃(x1, x2, . . . ) := φ(x1), ϕ̃(x1, x2, . . . ) := ϕ(x1, x2), and φ̂(x1, x2) := φ(x1).

Clearly, they are all continuous functions.
Denote by π̃1, π̃2 :

⋃
n∈N̂\{1}X

n → X, and π̃12 :
⋃
n∈N̂\{1}X

n → X2 the projection

maps given by

(2.5) π̃12 : (xn)n 7→ (x1, x2), π̃1 : (xn)n 7→ x1, π̃2 : (xn)n 7→ x2.
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If µ is a Borel probability measure on a subset A of Xn for some n ∈ N̂ \ {1},
then µ ◦ π̃−1

12 refers to a Borel probability measure on X2 given by µ ◦ π̃−1
12 (B) :=

µ(A ∩ π̃−1
12 (B)) for all B ∈ B(X2), and µ ◦ π̃−1

i refers to a Borel probability measure
on X given by µ ◦ π̃−1

i (B) := µ(A∩ π̃−1
i (B)) for all B ∈ B(X), where i = 1 or i = 2.

3. Holomorphic and anti-holomorphic correspondences

In this section, we discuss our main motivation for the investigation in this work:
two examples in complex dynamics, especially the first one. Since we will apply our
theory developed throughout this work to them, the reader can skip this section in
the first read.

3.1. Lee–Lyubich–Markorov–Mazor–Mukherjee correspondences. In this sub-
section, we aim to prove Theorem E.

Set D∗ := {z ∈ Ĉ : |z| > 1}. Recall d ∈ N and that f : Ĉ → Ĉ is a rational map
of degree d+ 1 that is univalent on the open unit disk D. Recall η(z) = 1/z and the

correspondence C∗(z) =
{
w ∈ Ĉ : f(w)−f(η(z))

w−η(z) = 0
}
for all z ∈ Ĉ.

Let Ω := f(D). An anti-holomorphic map τ : Ω → Ĉ is given by

(3.1) τ := f ◦ η ◦ (f |D)−1.

Let T (τ) := Ĉ \ Ω and S(τ) be the singular set (consisting of all cusps and double
points) of ∂T (τ) = ∂Ω. Set T 0(τ) := T (τ) \ S(τ) and T∞(τ) :=

⋃
n∈N0

τ−n(T 0(τ)).

Write K(τ) := Ĉ\T∞(τ), which is called the non-escaping set of τ . It turns out that

K(τ) is a closed subset of Ĉ by [LMM23, Proposition 2.2]. Write

(3.2) K̃(τ) := f−1(K(τ)) and T̃∞(τ) := f−1(T∞(τ)) = Ĉ \ K̃(τ).

The subset K̃(τ) is closed in Ĉ, and the subset T̃∞(τ) is open.
About the dynamics of the correspondence, the following result is from [LMM23,

Proposition 2.4].

Proposition 3.1. For all z, w ∈ Ĉ, if w ∈ C∗(z), then z ∈ K̃(τ) if and only if

w ∈ K̃(τ), and z ∈ T̃∞(τ) if and only if w ∈ T̃∞(τ).

Set V0 := f−1
(
Ĉ \ Ω

)
, U0 := f−1(∂Ω \ S(τ)) ∩ ∂D, Vn := f−1

(
τ−n

(
Ĉ \ Ω

))
∩ D∗,

Un := f−1(τ−(n−1)(∂Ω \ S(τ))) ∩ D∗, V−n := f−1
(
τ−n

(
Ĉ \ Ω

))
∩ D, and U−n :=

f−1(τ−n(∂Ω \ S(τ))) ∩ D for all n ∈ N. We have the following lemma.

Lemma 3.2. The collection {Vn}n∈Z ∪ {Un}n∈Z is a partition of T̃∞(τ).

Proof. Since τ−1(T 0(τ)) ⊆ Ω and T 0(τ) ⊆ Ĉ \ Ω, we can see that {τ−n(T 0(τ))}n∈N0

a partition of T∞(τ). Note that T 0(τ) =
(
Ĉ \Ω

)
\S(τ) is the disjoint union of Ĉ \Ω

and ∂Ω \S(τ), so
{
f−1

(
τ−n

(
Ĉ \Ω

))}
n∈N0

∪{f−1(τ−n(∂Ω \S(τ)))}n∈N0 is a partition

of T̃∞(τ) = f−1(T∞(τ)).
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Recall that Ω is the univalent image of D under f . For each n ∈ N, since τ−n
(
Ĉ \

Ω
)
⊆ Ω and (τ−n(∂Ω\S(τ))) ⊆ Ω, we have f−1

(
τ−n

(
Ĉ\Ω

))
⊆ Ĉ\∂D = D∪D∗ and

f−1(τ−n(∂Ω \ S(τ))) ⊆ D ∪ D∗. Moreover, since f(D) = Ω, whose intersection with
∂Ω \ S(τ) is empty, we have f−1(∂Ω \ S(τ)) ⊆ ∂D ∪D∗. From the arguments above,

we conclude that the collection {Vn}n∈Z ∪ {Un}n∈Z is a partition of T̃∞(τ). □

By (3.1), we have τ ◦ f(z) = f ◦ η ◦ (f |D)−1 ◦ f(z) = f ◦ η(z) for all z ∈ D, and
τ ◦ f ◦ η(z) = f(z) for all z ∈ D∗. This implies for each A ⊂ Ĉ,

(3.3) f−1(τ−1(A)) ∩ D = η(f−1(A)) ∩ D and η(f−1(τ−1(A))) ∩ D∗ = f−1(A) ∩ D∗.

The following proposition is to describe the dynamics of (C∗)−1 on {Vn}n∈Z ∪
{Un}n∈Z.

Proposition 3.3. Let n ∈ N0 be arbitrary, then

(i) (C∗)−1(Vn) ⊆ Vn−1 ∪ V−n−1,

(ii) (C∗)−1(V−n) ⊆ V−n−1,

(iii) (C∗)−1(Un) ⊆ Un−1 ∪ U−n, and

(iv) (C∗)−1(U−n) ⊆ U−n−1.

Proof. Recall C∗(z) =
{
w ∈ Ĉ : f(w)−f(η(z))

w−η(z) = 0
}
for all z, w ∈ Ĉ. It follows that

(C∗)−1(w) ⊆ η(f−1(f(w))). If z ∈ (C∗)−1(w), then f ′(w) = 0 or η(z) ̸= w. Recall Ω
is the univalent image of D under f , and thus f

(
D
)
= Ω and f(∂D) = ∂Ω. If w ∈ D

and z ∈ (C∗)−1)(w), since f is injective on D and thus f ′(w) ̸= 0, we have η(z) /∈ D.
It follows that η(z) ∈ D∗, i.e., z ∈ D because f(∂D) = ∂Ω and f(D) = Ω. As a result,
(C∗)−1(D) ⊆ D.

Firstly, (C∗)−1(V0) ⊆ η
(
f−1

(
f
(
f−1

(
Ĉ \ Ω

))))
= η

(
f−1

(
Ĉ \ Ω

))
. Recall f(D) = Ω,

so f−1
(
Ĉ \ Ω

)
⊆ D∗. By (3.3),

η
(
f−1

(
Ĉ \ Ω

))
= η

(
f−1

(
Ĉ \ Ω

))
∩ D = f−1

(
τ−1

(
Ĉ \ Ω

))
∩ D = V−1.

Hence, (C∗)−1(V0) ⊆ V−1.

For each w ∈ U0 = f−1(∂Ω \ S(τ)) ∩ ∂D, if z ∈ (C∗)−1(w), i.e., f(w)−f(η(z))
(w−η(z)) = 0,

then f(η(z)) = f(w) ∈ ∂Ω \S(τ), and thus η(z) ∈ Ĉ \D = D∗ ∪ ∂D, i.e., z ∈ D∪ ∂D.
Moreover, we have η(z) ̸= w or f ′(w) = 0. We argue by contradiction and assume
z ∈ ∂D, then η(z) ̸= w indicates that f(w) = f(η(z)) is a double point on ∂Ω, and
f ′(w) = 0 indicates that f(w) is a cusp on ∂Ω. This contradicts f(w) ∈ ∂Ω \ S(τ)
and we conclude z ∈ D, so (C∗)−1(U0) ⊆ D. Consequently, by (3.3),

(C∗)−1(U0) ⊆ η(f−1(∂Ω \ S(τ))) ∩ D = f−1(τ−1(∂Ω \ S(τ))) ∩ D = U−1.

Fix an arbitrary n ∈ N.
Recall (C∗)−1(D) ⊆ D and V−n = f−1

(
τ−n

(
Ĉ \ Ω

))
∩ D. By (3.3),

(C∗)−1(V−n) ⊆ η
(
f−1

(
τ−n

(
Ĉ \ Ω

)))
∩ D = f−1

(
τ−(n+1)

(
Ĉ \ Ω

))
∩ D = V−n−1.
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Recall f(∂D) = ∂Ω, so f−1
(
τ−n

(
Ĉ \ Ω

))
⊆ f−1(Ω) ⊆ D ∪ D∗. By (3.3) we have

(C∗)−1(Vn) ⊆ η
(
f−1

(
τ−n

(
Ĉ \ Ω

)))
=

(
η
(
f−1

(
τ−n

(
Ĉ \ Ω

)))
∩ D

)
∪
(
η
(
f−1

(
τ−n

(
Ĉ \ Ω

)))
∩ D∗)

=
(
f−1

(
τ−n−1

(
Ĉ \ Ω

))
∩ D

)
∪
(
f−1

(
τ−n+1

(
Ĉ \ Ω

))
∩ D∗)

= V−n−1 ∪ Vn−1.

Recall (C∗)−1(D) ⊆ D and U−n = f−1(τ−n(∂Ω \ S(τ))) ∩ D. By (3.3),

(C∗)−1(U−n) ⊆ η(f−1(τ−n(∂Ω \ S(τ)))) ∩ D = f−1(τ−(n+1)(∂Ω \ S(τ))) ∩ D = U−n−1.

Now we show (C∗)−1(Un) ⊆ Un−1∪U−n. Recall Un = f−1(τ−(n−1)(∂Ω\S(τ)))∩D∗.
If n ⩾ 2, then f−1(τ−n+1(∂Ω \ S(τ))) ⊆ f−1(Ω) ⊆ D ∪ D∗. By (3.3) we have

(C∗)−1(Un) ⊆ η(f−1(τ−(n−1)(∂Ω \ S(τ))))
= (η(f−1(τ−(n−1)(∂Ω \ S(τ)))) ∩ D) ∪ η(f−1(τ−(n−1)(∂Ω \ S(τ)))) ∩ D∗)

= (f−1(τ−n(∂Ω \ S(τ))) ∩ D) ∪ (f−1(τ−(n−2)(∂Ω \ S(τ))) ∩ D∗)

= U−n ∪ Un−1.

Assume n = 1. if w ∈ U1 and z ∈ (C∗)−1(w), then f(η(z)) = f(w) ∈ ∂Ω \ S(τ)
implies z ∈ D ∪ ∂D. If z ∈ ∂D, then f(z) = f(η(z)) ∈ ∂Ω \ S(τ), and thus z ∈
f−1(∂Ω\S(τ))∩∂D = U0. If z ∈ D, then τ(f(z)) = f(η(z)) ∈ ∂Ω\S(τ), and thereby,
z ∈ τ−1(f−1(∂Ω \ S(τ))) ∩ D = U−1. Therefore we have (C∗)−1(U1) ⊆ U0 ∪ U−1. □

Proposition 3.4. If Q is a transition probability kernel on Ĉ supported by C∗ and µ

is a Q-invariant probability measure on Ĉ, then µ
(
K̃(τ)

)
= 1.

Proof. By [MA99, Theorem 3.1], if A1, A2 ∈ B
(
Ĉ
)
satisfy (C∗)−1(A1) ⊆ A2, then

µ(A2) ⩾ µ(A1).
As a result, the statements in Proposition 3.3 indicate µ(V−n−1) ⩾ µ(V−n) and

µ(U−n−1) ⩾ µ(U−n) for all n ∈ N0. For each n ∈ N0 and k ∈ N, we have

kµ(V−n) ⩽
k−1∑
j=0

µ(V−n−j) ⩽ µ
(
T̃∞(τ)

)
,

where the last inequality is ensured by Lemma 3.2. Hence we have kµ(V−n) ⩽ 1
k
for

all k ∈ N, and thus µ(V−n) = 0 for each n ∈ N0. Similarly, µ(U−n) = 0 for each
n ∈ N0.

Again, by Proposition 3.3, for each n ∈ N we have µ(Vn) ⩽ µ(Vn−1) + µ(V−n−1) =
µ(Vn−1) and µ(Un) ⩽ µ(Un−1) + µ(U−n) = µ(Un−1). This implies µ(Vn) ⩽ µ(Vn−1) ⩽
· · · ⩽ µ(V0) = 0, and thus µ(Vn) = 0 for every n ∈ N. Similarly, µ(Un) = 0 for every
n ∈ N.

By Lemma 3.2, we conclude µ
(
T̃∞(τ)

)
= 0, and therefore, µ

(
K̃(τ)

)
= 1. □

Propositions 3.1, 3.4, and 6.17 imply the following corollary which leads us to shift
our focus to C∗|

K̃(τ)
.
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Corollary 3.5. Let ϕ ∈ C(O2(C
∗),R). Set ϕK := ϕ|O2(C∗|

K̃(τ)
). Then C∗|

K̃(τ)
is a

correspondence on K̃(τ) and P (C∗, ϕ) = P
(
C∗|

K̃(τ)
, ϕK

)
The following proposition is to describe the dynamics of C∗|

K̃(τ)
.

Proposition 3.6 ([LMM23, Proposition 2.5]). The following statements hold:

(i) For all z ∈ K̃(τ), we have #C∗|
K̃(τ)

(z) = #
(
C∗|

K̃(τ)

)−1
(z) = d.

(ii) If w ∈ C∗|
K̃(τ)

(z), then z ∈ K̃(τ)∩D∗ implies that w ∈ K̃(τ)∩D∗, moreover,

w ∈ K̃(τ) ∩ D implies that z ∈ K̃(τ) ∩ D.
(iii) The correspondence C∗|

K̃(τ)
has one forward branch carrying K̃(τ) ∩ D onto

itself with degree d, which is topologically conjugate to τ : K(τ) → K(τ), and

the remaining forward branches carry K̃(τ) ∩ D onto K̃(τ) ∩ D∗.

(iv) The correspondence C∗|
K̃(τ)

has a backward branch carrying K̃(τ) ∩ D∗ onto

itself with degree d, which is topologically conjugate to τ : K(τ) → K(τ), and

the remaining backward branches carry K̃(τ) ∩ D∗ onto K̃(τ) ∩ D.

Write G := C∗|
K̃(τ)

. Proposition 3.6 (iii) indicates that C∗|
K̃(τ)∩D is induced by

a single-valued continuous map, so we suppose it is induced by g : K̃(τ) ∩ D →
K̃(τ) ∩ D, i.e., C∗|

K̃(τ)∩D = Cg (for the definition of Cg, the correspondence induced

by g, see Appendix B.2 for details). Similarly, Proposition 3.6 (iv) indicates that(
C∗|

K̃(τ)∩D∗

)−1
= Cg∗ , where g∗ : K̃(τ)∩D∗ → K̃(τ)∩D∗ is a single-valued continuous

map.
Let ϕ ∈ C(O2(C

∗),R). Recall ϕK = ϕ|O2(C∗|
K̃(τ)

) ∈ C(O2(G),R). Note that each

(x, y) ∈ O2(Cg) is of the form (x, g(x)), so functions on O2

(
C∗|

K̃(τ)∩D

)
= O2(Cg)

actually only depend on the first coordinate. As a result, we can choose φ ∈ C
(
K̃(τ)∩

D,R
)
such that φ(x) = ϕ(x, y) for all (x, y) ∈ O2

(
C∗|

K̃(τ)∩D

)
. Similarly, we can choose

φ∗ ∈ C
(
K̃(τ) ∩ D∗,R

)
such that φ∗(y) = ϕ(x, y) for all (x, y) ∈ O2

(
C∗|

K̃(τ)∩D∗

)
.

With the dynamics of G = C∗|
K̃(τ)

given by Proposition 3.6, we estimate the

topological pressure P (G, ϕK) (see Subsection 4.2).

Proposition 3.7. Let ϕ ∈ C(O2(C
∗),R) and G, g, g∗, ϕK, φ, and φ∗ be given above.

We have P (G, ϕK) = max{P (g, φ), P (g∗, φ∗)}.

Proof. We briefly recall the definition of topological pressure for correspondences
from Definition 4.6: Let T be a correspondence on a compact metric space (X, d)
and ψ ∈ C(O2(T ),R). The topological pressure is

P (T, ψ) = lim
ϵ→0+

lim sup
n→+∞

1

n
log

(
sup
En(ϵ)

∑
x∈En(ϵ)

exp(Snψ(x))
)
,
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whereEn(ϵ) ranges over all ϵ-separated subsets of (On+1(T ), dn+1), and Snψ(x1, . . . , xn+1) =∑n
k=1 ψ(xk, xk+1) for all (x1, . . . , xn+1) ∈ On+1(T ).
Now we return to the estimation on the topological pressure of G = C∗|

K̃(τ)
. Let d

be the spherical metric on Ĉ and dn be the metrics given by (2.1) and (2.2).
Fix arbitrary n ∈ N and ϵ > 0, write Snϕ(x1, . . . , xn+1) :=

∑n
k=1 ϕ(xk, xk+1) for all

(x1, . . . , xn+1) ∈ On+1(G),

(3.4) α(n, ϵ) := sup
En(ϵ)

∑
x∈En(ϵ)

exp(Snϕ(x)),

where En(ϵ) ranges over all ϵ-separated subsets of (On+1(Cg), dn+1), and

(3.5) β(n, ϵ) := sup
Fn(ϵ)

∑
x∈Fn(ϵ)

exp(Snϕ(x)),

where Fn(ϵ) ranges over all ϵ-separated subsets of (On+1(C−1
g∗ ), dn+1).

Recall C∗|
K̃(τ)∩D = Cg, C∗|

K̃(τ)∩D∗ = C−1
g∗ , φ(x) = ϕ(x, y) for all (x, y) ∈ O2(Cg),

and φ∗(y) = ϕ(x, y) for all (x, y) ∈ O2(Cg∗). By Propositions B.3 and 4.8, we have
P (g, φ) = P

(
C∗|

K̃(τ)∩D, ϕ|O2(C∗|
K̃(τ)∩D

)

)
and P (g∗, φ∗) = P

(
C∗|

K̃(τ)∩D∗ , ϕ|O2(C∗|
K̃(τ)∩D∗

)

)
.

By (3.4), (3.5), and the definition of the topological pressure for correspondences, we
have

(3.6)

P (g, φ) = lim
ϵ→0+

lim sup
n→+∞

1

n
log(α(n, ϵ)),

P (g∗, φ∗) = lim
ϵ→0+

lim sup
n→+∞

1

n
log(β(n, ϵ)).

Fix arbitrary ϵ > 0, n ∈ N, and ϵ-separated subset Wn(ϵ) of On+1(G). By Propo-
sition 3.6 (ii), we can write Wn(ϵ) =

⋃n
k=−1Wn,k(ϵ), where

Wn,k(ϵ) := {(x0, . . . , xn) ∈ Wn(ϵ) : xi ∈ D for i ⩽ k and xi ∈ D∗ for i > k}.

For each k ∈ [n] and each (x0, . . . , xk) ∈ Ek(ϵ/2), set

Wn,k,x0,...,xk(ϵ) := {(y0, . . . , yn) ∈ Wn,k(ϵ) : d(xi, yi) < ϵ/2 for all i ∈ [k]},

and fix an arbitrary maximal ϵ
2
-separated subset Ek(ϵ/2) of Ok+1(Cg). For each

(y0, . . . , yn) ∈ Wn,k(ϵ), the maximality ensures that there must be some (x0, . . . , xk) ∈
Ek(ϵ/2) such that d(xi, yi) < ϵ/2 for all i ∈ [k], so

(3.7)
⋃

(x0,...,xk)∈Ek(
ϵ
2
)

Wn,k,x0,...,xk(ϵ) = Wn,k(ϵ).

Fix arbitrary k ∈ [n − 1] and (x0, . . . , xk) ∈ Ek(ϵ/2). For each y = (y0, . . . , yn) ∈
Wn,k,x0,...,xk(ϵ), d(xi, yi) < ϵ/2 for all i ∈ [k] implies that

k−1∑
j=0

ϕ(yj, yj+1) ⩽
k−1∑
j=0

ϕ(xj, xj+1) + k∆
(
ϕ,
ϵ

2

)
,
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where ∆(ϕ, δ) := sup{|ϕ(x1, x2) − ϕ(y1, y2)| : d(x1, y1) < δ and d(x2, y2) < δ} for all
δ > 0. As a result, we have

(3.8) Snϕ(y) ⩽
k−1∑
j=0

ϕ(xj, xj+1) + k∆
(
ϕ,
ϵ

2

)
+ ∥ϕ∥∞ +

n−1∑
j=k+1

ϕ(yj, yj+1).

Because Wn,k,x0,...,xk(ϵ) is contained in Wn(ϵ), an ϵ-separated subset of On+1(G),
for each pair of distinct orbits (y0, . . . , yn), (z0, . . . , zn) ∈ Wn,k,x0,...,xk(ϵ), there exists
l ∈ [n] such that d(yl, zl) ⩾ ϵ. Such an integer l must be greater than k, because for
each j ∈ [k], we have d(yj, zj) ⩽ d(xj, yj) + d(xj, zj) <

ϵ
2
+ ϵ

2
= ϵ. As a result, the set

{(yk+1, . . . , yn) : (y1, . . . , yn) ∈ Wn,k,x0,...,xk(ϵ)} is an ϵ-separated subset of On−k(C−1
g∗ ).

Thus by (3.8) and (3.5) we have∑
y∈Wn,k,x0,...,xk

(ϵ)

eSnϕ(y) ⩽ β(n− k − 1, ϵ) exp

(k−1∑
j=0

ϕ(xj, xj+1) + k∆
(
ϕ,
ϵ

2

)
+ ∥ϕ∥∞

)
.

Consequently, by (3.7) and (3.4) we have

(3.9)
∑

y∈Wn,k(ϵ)

eSnϕ(y) ⩽ α
(
k,
ϵ

2

)
β(n− k − 1, ϵ) exp

(
n∆

(
ϕ,
ϵ

2

)
+ ∥ϕ∥∞

)
.

Note that (3.9) holds for k ∈ [n− 1], so we need to consider k = −1 and k = n in-
dependently. Specifically, Wn,−1(ϵ) = {(x0, . . . , xn) ∈ Wn(ϵ) : xi ∈ D∗ for all i ∈ [n]}
is ϵ-separated in On+1(C−1

g∗ ) and Wn,n(ϵ) = {(x0, . . . , xn) ∈ Wn(ϵ) : xi ∈ D for all i ∈
[n]} is ϵ-separated in On+1(Cg). By (3.4) and (3.5) we have

∑
y∈Wn,−1(ϵ)

exp(Snϕ(y)) ⩽

β(n, ϵ) and
∑

y∈Wn,n(ϵ)
exp(Snϕ(y)) ⩽ α(n, ϵ). By (3.9) and sinceWn(ϵ) =

⋃n
k=−1Wn,k(ϵ),

we have∑
y∈Wn(ϵ)

eSnϕ(y) ⩽ α(n, ϵ) + β(n, ϵ) + en∆(ϕ, ϵ
2
)+∥ϕ∥∞

n−1∑
k=1

α
(
k,
ϵ

2

)
β(n− k − 1, ϵ).

Since limϵ→0+ ∆
(
ϕ, ϵ

2

)
= 0 due to the uniform continuity of ϕ, applying (3.6) we

conclude

(3.10)
P (G, ϕK) = lim

ϵ→0+
lim sup
n→+∞

1

n
log

(
sup
Wn(ϵ)

∑
y∈Wn(ϵ)

eSnϕ(y)
)

⩽ max{P (g, φ), P (g∗, φ∗)}.

Additionally, for arbitrary n ∈ N and ϵ > 0, every ϵ-separated subset of On+1(Cg)
is also an ϵ-separated subset of On+1(G). Thus by Definition 4.6 we have P (G, ϕK) ⩾
P
(
Cg, ϕ|O2(Cg)

)
. Similarly, we have P (G, ϕK) ⩾ P

(
C−1
g∗ , ϕ|O2(C−1

g∗ )

)
. Recall P

(
Cg, ϕ|O2(Cg)

)
=

P (g, φ) and P
(
C−1
g∗ , ϕ|O2(C−1

g∗ )

)
= P (g∗, φ∗). Hence P (G, ϕK) ⩾ max{P (g, φ), P (g∗, φ∗)}.

Therefore, by (3.10) we conclude P (G, ϕK) = max{P (g, φ), P (g∗, φ∗)}. □

Now, we prove Theorem E.
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Proof of Theorem E. In this proof, if µ is a Borel probability measure on some Borel

subset K of Ĉ, then µ̂ will refer to the Borel probability measure on Ĉ given by

µ̂(A) := µ(K ∩ A) for all A ∈ B
(
Ĉ
)
. Corollary 3.5 and Proposition 3.7 imply

that P (C∗, ϕ) = max{P (g, φ), P (g∗, φ∗)}. We establish Theorem E by discussing the
following two cases:

Case 1. P (C∗, ϕ) = P (g, φ).

By the classical Variational Principle (B.7), we have

(3.11) P (g, φ) = sup
µ

{
hµ(g) +

∫
K̃(τ)∩D

φ dµ

}
,

where µ ranges over all g-invariant probability measures on K̃(τ) ∩ D.
Fix an arbitrary g-invariant Borel probability measure µ on K̃(τ)∩D. By Lemma B.2

and (B.5), µ is ĝ-invariant and hµ(g) = hµ(ĝ), where ĝ is the transition probability

kernel on K̃(τ) ∩ D induced by g given in Definition B.1. We choose a Borel mea-
surable branch a0 of C

∗, where the existence of a0 is ensured by [MA99, Lemma 1.1].

Let S be a transition probability kernel on Ĉ given by

S(z, A) :=

{
1A(g(z)), z ∈ K̃(τ) ∩ D,
1A(a0(z)), z /∈ K̃(τ) ∩ D

for all z ∈ Ĉ and A ∈ B
(
Ĉ
)
. It follows that Sz = δg(z) for all z ∈ K̃(τ)∩D and that

S is supported by C∗. By Lemma 5.28, µ̂ is S-invariant and hµ̂(S) = hµ(ĝ) = hµ(g).

Recall φ(z) = ϕ(z, g(z)) for all z ∈ K̃(τ) ∩ D. We have

(3.12)

∫
Ĉ

∫
C∗(z)

ϕ(z, w) dSz(w) dµ̂(z) =
∫
K̃(τ)∩D

∫
C∗(z)

ϕ(z, w) dδg(z)(w) dµ(z)

=

∫
K̃(τ)∩D

ϕ(z, g(z)) dµ(z)

=

∫
K̃(τ)∩D

φ dµ.

Recall S is supported on C∗. By (3.11), (3.12) hµ̂(S) = hµ(g), and P (C
∗, ϕ) = P (g, φ),

we have

(3.13) P (C∗, ϕ) ⩽ sup
Q,µ

{
hµ(Q) +

∫
Ĉ

∫
C∗(x1)

ϕ(x1, x2) dQx1(x2) dµ(x1)

}
,

where Q ranges over all transition probability kernels on Ĉ supported by C∗ and µ

ranges over all Q-invariant probability measures on Ĉ. Therefore, (1.5) follows by
Theorem D.

Case 2. P (C∗, ϕ) = P (g∗, φ∗).
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By the classical Variational Principle (B.7), we have

(3.14) P (g∗, φ∗) = sup
µ

{
hµ(g

∗) +

∫
K̃(τ)∩D∗

φ∗ dµ

}
,

where µ ranges over all g∗-invariant probability measures on K̃(τ) ∩ D∗.
We proceed with the proof in a manner similar to the previous case. Fix an

arbitrary g∗-invariant Borel probability measure µ on K̃(τ)∩D∗. We choose a Borel

measurable branch a1 of (C∗)−1. Let S be a transition probability kernel on Ĉ given
by

S(z, A) :=

{
1A(g∗(z)), z ∈ K̃(τ) ∩ D∗,

1A(a1(z)), z /∈ K̃(τ) ∩ D∗

for all z ∈ Ĉ and A ∈ B
(
Ĉ
)
. It is supported by (C∗)−1, and thus the measure µ̂S [1]

is supported on O2((C
∗)−1). By (B.5), Lemmas B.2 and 5.28, µ̂ is S-invariant and

hµ̂(S) = hµ(g
∗). Recall φ∗(z) = ϕ(g∗(z), z) for all z ∈ K̃(τ) ∩ D∗. By (A.11) in

Lemma A.9, we have

(3.15)

∫
Ĉ2

ϕ(w, z) d
(
µ̂S [1]

)
(z, w) =

∫
Ĉ

∫
Ĉ
ϕ(w, z) dSz(w) dµ̂(z) =

∫
K̃(τ)∩D∗

φ∗ dµ,

which corresponds to (3.12) in the previous case. By (A.10), we have
(
µ̂S [1]

)
◦

π̃−1
2 = µ̂S = µ̂. Choose a backward conditional transition probability kernel R of

µ̂S [1] from Ĉ to Ĉ supported on O2((C
∗)−1). Definition A.14 (a) and the fact that

µS [1] is supported by (C∗)−1 indicate that R is supported on C∗. By Remark A.15,
Definition A.14 (b) leads to

(
µ̂S [1]

)
◦ ι−1

2 = µ̂R[1], where ι2(z, w) = (w, z) for all

z, w ∈ Ĉ. By Proposition 5.23, µ̂ is R-invariant and hµ̂(R) = hµ̂(S) = hµ(g
∗). By

(A.11), (3.15), and
(
µ̂S [1]

)
◦ ι−1

2 = µ̂R[1], we have

(3.16)

∫
Ĉ

∫
C∗(z)

ϕ(z, w) dRz(w) dµ̂(z) =

∫
Ĉ2

ϕ d
(
µ̂R[1]

)
=

∫
Ĉ2

ϕ ◦ ι2 d
(
µ̂S [1]

)
=

∫
K̃(τ)∩D∗

φ∗ dµ.

Recall R is supported on C∗. By (3.14), (3.16), hµ̂(R) = hµ(g
∗), and P (C∗, ϕ) =

P (g∗, φ∗), we get that (3.13) holds, and therefore, (1.5) follows by Theorem D. □

3.2. A family of hyperbolic holomorphic correspondences. In this subsection,
we aim to establish Theorems F and G. To begin with, we explain in detail the
definition of Julia set of fc = zq/p + c mentioned in Subsection 1, see for example,
[Siq15, Definition 6.31] or [SS17, Section 2.1].

A periodic orbit is a sequence {zk}n0 , where n ∈ N, zk ∈ Ĉ for each k ∈ [n],
satisfying zk ∈ fc(zk−1) for each k ∈ (n] and zn = z0. For each k ∈ (n], if zk−1

does not belong to {0, ∞}, we can choose a branch of the holomorphic function
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ϕk : z 7→ exp
(
1
q
log(zp)

)
+ c in a neighborhood of zk−1 which maps zk−1 to zk. We

say that a periodic orbit {zk}n0 is repelling if none of elements in that orbit belong to
{0, ∞} and |(ϕn ◦ · · · ◦ϕ2 ◦ϕ1)

′(z0)| > 1. The Julia set J(fc) is defined as the closure
of the union of all repelling periodic orbits of fc.

Recall Pc :=
⋃
n∈N f

n
c (0). The following proposition is formulated from [Siq22,

Theorems 4.4, 5.1, and 5.8].

Proposition 3.8. There is an open set Hq/p containing both C \Mq/p,0 and every
simple center with the property that for each c ∈ Hq/p, the following statements hold:

(i) f−1
c (J(fc)) = J(fc) ̸= ∅.

(ii) The set C \ Pc is a hyperbolic Riemann surface and J(fc) ⊆ C \ Pc.
(iii) If we denote by dc the hyperbolic metric on C \ Pc, then there exist constants

λ > 1 and δ > 0 depending on p, q, and c with the following property:

If a pair of distinct points z1, z2 ∈ J(fc) satisfy dc(z1, z2) < δ, then for
each w1 ∈ J(fc) ∩ fc(z1) and each w2 ∈ J(fc) ∩ fc(z2), we have dc(w1, w2) >
λdc(z1, z2).

(iv) For every open set V in C that intersects J(fc), there exists n ∈ N such that
fnc (V ∩ J(fc)) = J(fc).

The following proposition about fc when c is closed to 0 is formulated from [Siq15,
Corollaries 4.6,4.8, Theorems 3.5, and 2.7].

Proposition 3.9. There is an open neighborhood Uq/p of 0 such that for every c ∈
Uq/p, the following statements hold:

(i) f−1
c (J(fc)) = J(fc) ̸= ∅.

(ii) There exist constants λ > 1 and δ > 0 depending on p, q, and c with the
following property:

If a pair of distinct points z1, z2 ∈ J(fc) satisfy |z1 − z2| < δ, then for each
w1 ∈ J(fc)∩fc(z1) and each w2 ∈ J(fc)∩fc(z2), we have |w1−w2| > λ|z1−z2|.

(iii) For every open set V in C that intersects J(fc), there exists n ∈ N such that
fnc (V ∩ J(fc)) = J(fc).

Recall fc|J(z) = J(fc) ∩ fc(z) for all z ∈ J(fc). for all z ∈ Ĉ. Now we are prepared
to establish Theorems F and G.

Proof of Theorems F and G. Note that 0 ∈ Mq/p is not a simple center. We choose
the open sets Hq/p and Uq/p as in Propositions 3.8 and 3.9, respectively, such that
Hq/p ∩ Uq/p = ∅. For every c ∈ Hq/p, we denote by dc the hyperbolic metric on
the hyperbolic Riemann surface C \ Pc, where the hyperbolicity of C \ Pc is ensured
by Proposition 3.8 (ii). For every c ∈ Uq/p, we denote by dc the Euclidian metric
on C. By Theorem C, it suffices to show that fc|J is an open, distance-expanding,
topologically exact correspondence on the compact metric space (J(fc), dc) for all
c ∈ Hq/p ∪ Uq/p.
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Fix an arbitrary c ∈ Hq/p ∪ Uq/p.
First, we show that fc|J is a correspondence on J(fc). Indeed, for every z ∈ J(fc),

by Propositions 3.8 (i) and 3.9 (i), there is a point w ∈ J(fc) with z ∈ f−1
c (w), i.e.,

w ∈ fc(z). Consequently, fc|J(z) = fc(z) ∩ J(fc) is non-empty and closed for all
z ∈ J(fc). Moreover, the set O2(fc|J) = O2(fc) ∩ J(fc)2 is closed in J(fc)

2. Hence it
follows that fc|J is a correspondence on J(fc).
Second, the openness of fc|J follows from f−1

c (J(fc)) = J(fc), i.e., Propositions 3.8 (i)
and 3.9 (i). Specifically, we fix arbitrary z ∈ J(fc), an open neighborhood V of z
in J(fc), and w ∈ fc|J(z). For every point w′ ∈ J(fc) which is sufficiently close
to w, a branch of f−1

c gives a point z′ ∈ V such that w′ ∈ fc(z
′). This implies

z′ ∈ f−1
c (J(fc)) = J(fc), so w

′ ∈ fc|J(z′) ⊆ fc|J(V ). The argument above shows that
fc|J(V ) contains a neighborhood of w in J(fc). Hence we conclude that fc|J is open.
Third, Propositions 3.8 (iii) and 3.9 (ii) indicate that fc|J , as correspondence on

the compact metric space (J(fc), dc), is distance-expanding.

Fourth, f−1
c (J(fc)) = J(fc) implies that for arbitrary W ⊆ Ĉ and n ∈ N, we have

(fc|J)n(W ∩ J(fc)) = fnc (W ) ∩ J(fc). Thus Propositions 3.8 (vi) and 3.9 (iii) imply
that fc|J is topologically exact.

Hence, for all c ∈ Hq/p ∪ Uq/p, the correspondence fc|J satisfies all the hypothesis
in Theorem C, and therefore Theorem C directly yields Theorems F and G. □

4. Topological pressure of correspondences

In this section, we introduce and discuss the topological pressure of correspon-
dences. First, we recall the definition of correspondence in Subsection 4.1. Then
in Subsection 4.2, we introduce the topological pressure of a correspondence with
respect to a continuous potential function. Finally, in Subsection 4.3, we define a
shift map for a correspondence and relate the topological pressure of this shift map
to that of the correspondence, see Theorem 4.9, the main theorem of this subsection.

4.1. Definition of correspondences. In this subsection, we state our definition of
correspondences on compact metric spaces.

Recall from Section 2 that for a compact metric space X, the set F(X) consists
of all non-empty closed subsets of X. The following lemma is established in [IM06,
Theorems 1, 2, and 3].

Lemma 4.1. Let (X, d) be a compact metric space. For a map T : X → F(X), the
following statements are equivalent:

(i) (Upper-semicontinuity)4 For every x ∈ X and an arbitrary open neighborhood
U of T (x), there exists an open neighborhood V of x such that T (y) ⊆ U for
each y ∈ V.

(ii) O2(T ) = {(x1, x2) ∈ X2 : x2 ∈ T (x1)} is closed in X2.

(iii) On(T ) is closed in Xn for each n ∈ N̂.

4The notion of upper-semicontinuity in this setting is also discussed in [AF09, Definition 1.4.1].
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Definition 4.2 (Correspondence). Let (X, d) be a compact metric space. We say
that a map T : X → F(X) is a correspondence on X if it satisfies one of the equivalent
conditions (i), (ii), and (iii) in Lemma 4.1.

J. Aubin and H. Frankowska discussed upper-semicontinuity (see Lemma 4.1 (i)),
lower-semicontinuity, and continuity for what they called “set-valued maps” in [AF09,
Chapter 1]. Let us recall the notion of continuity for correspondences on compact
metric spaces from [AF09, Section 9.4.1, footnote 6].

Definition 4.3 (Continuity). Let (X, d) be a compact metric space and T : X →
F(X) be a correspondence on X. if T is continuous with respect to the metric d
on X and the Hausdorff distance on F(X), then we say that T is a continuous
correspondence.

Recall T−1(x) = {y ∈ X : x ∈ T (y)} for all x ∈ X from Section 2.

Lemma 4.4. If T is a correspondence on a compact metric space X satisfying
T (X) = X, then so is T−1.

Proof. The property T (X) = X implies T−1(x) ̸= ∅ for all x ∈ X. It follows that
T−1(X) = X. Since O2(T ) is compact, we have T−1(x) = {y ∈ X : x ∈ T (y)} =
π̃1(X × {x} ∩ O2(T )) is compact for all x ∈ X, and thus is closed in X, where π̃1
is the projection map given in (2.5). Consequently, T−1(x) ∈ F(X) for all x ∈ X.
Moreover,

O2

(
T−1

)
=

{
(x, y) ∈ X2 : y ∈ T−1(x)

}
=

{
(x, y) ∈ X2 : x ∈ T (y)

}
= ι2(O2(T )),

where ι2 : X
2 → X2 is the isometry given by ι2(x, y) := (y, x) in Section 2. Thus

O2(T
−1) is closed in X2 and therefore T−1 is a correspondence on X. □

4.2. Definition of topological pressure for correspondences. In this subsec-
tion, we introduce a new version of topological pressure of a correspondence with
respect to a continuous potential function ϕ through the (n, ϵ)-separated sets and
(n, ϵ)-spanning sets. This definition naturally generalizes the definition of the topo-
logical pressure of a single-valued continuous map. When ϕ vanishes, our notion of
topological pressure coincides with the notion of topological entropy for correspon-
dences in [KT17, Definition 2.5].

For ϵ > 0 and a metric space (Y, ρ), we say that E ⊆ Y is ϵ-separated if for each
pair of distinct points x, y ∈ E, we have ρ(x, y) ⩾ ϵ. We say that F ⊆ Y is ϵ-
spanning if for each y ∈ Y there exists x ∈ F such that ρ(x, y) < ϵ. For each δ > 0
and each continuous function g : Y → R, set ∆(g, δ) := sup{|g(x) − g(y)| : x, y ∈
Y and ρ(x, y) ⩽ δ}.
Let T be a correspondence on compact metric space (X, d) and ϕ : O2(T ) → R be

a continuous function. For each n ∈ N, the function Snϕ : On+1(T ) → R is given by:

(4.1) Snϕ(x1, . . . , xn+1) :=
n∑
i=1

ϕ(xi, xi+1).
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For each n ∈ N and each ϵ > 0, write

sn(T, ϕ, ϵ) := sup
{∑
x∈E

exp(Snϕ(x)) : E is an ϵ-separated subset of On+1(T )
}
,

rn(T, ϕ, ϵ) := inf
{∑
x∈F

exp(Snϕ(x)) : F is an ϵ-spanning subset of On+1(T )
}
,

s(T, ϕ, ϵ) := lim sup
n→+∞

1

n
log(sn(T, ϕ, ϵ)), and

r(T, ϕ, ϵ) := lim sup
n→+∞

1

n
log(rn(T, ϕ, ϵ)).

We establish some estimates for these quantities.
By choosing an orbit x0 ∈ On+1(T ) and focusing on the ϵ-separated subset {x0} of

On+1(T ), we have sn(T, ϕ, ϵ) = exp(Snϕ(x0)) ⩾ exp(−n∥ϕ∥∞) and

s(T, ϕ, ϵ) ⩾ lim sup
n→+∞

1

n
log(exp(−n∥ϕ∥∞)) = −∥ϕ∥∞.

For an arbitrary ϵ-spanning set F ⊆ On+1(T ), we can choose an orbit x0 ∈ F , and
thus we have

∑
x∈F exp(Snϕ(x)) ⩾ exp(Snϕ(x0)) ⩾ exp(−n∥ϕ∥∞) and

(4.2)

r(T, ϕ, ϵ) = lim sup
n→+∞

1

n
log(rn(T, ϕ, ϵ)) ⩾ lim sup

n→+∞

1

n
log(exp(−n∥ϕ∥∞)) = −∥ϕ∥∞.

On the other hand, both r(T, ϕ, ϵ) and s(T, ϕ, ϵ) may be +∞.
Since for arbitrary ϵ2 > ϵ1 > 0, an ϵ2-separated set is also ϵ1-separated, we

have sn(T, ϕ, ϵ2) ⩽ sn(T, ϕ, ϵ1), i.e., sn(T, ϕ, ϵ) is decreasing in ϵ, and thus s(T, ϕ, ϵ)
is decreasing in ϵ. Similarly, an ϵ1-spanning set is also ϵ2-spanning, so we have
rn(T, ϕ, ϵ2) ⩽ rn(T, ϕ, ϵ1), i.e., rn(T, ϕ, ϵ) is decreasing in ϵ, and thus r(T, ϕ, ϵ) is
decreasing in ϵ. As a result, the following limits exist:

Ps(T, ϕ) := lim
ϵ→0+

s(T, ϕ, ϵ), Pr(T, ϕ) := lim
ϵ→0+

r(T, ϕ, ϵ).

Proposition 4.5. Let T be a correspondence on a compact metric space (X, d) and
ϕ : O2(T ) → R a continuous function. Then Ps(T, ϕ) = Pr(T, ϕ).

Proof. For each n ∈ N and each ϵ > 0, choose a maximal ϵ-separated subset E ⊆
On+1(T ). For each y ∈ On+1(T ), since E ∪ {y} is not ϵ-separated, there exists
x ∈ E such that dn+1(x, y) < ϵ. Thus E is ϵ-spanning in On+1(T ). Thereby, we have
sn(T, ϕ, ϵ) ⩾

∑
x∈E exp(Snϕ(x)) ⩾ rn(T, ϕ, ϵ). This implies s(T, ϕ, ϵ) ⩾ r(T, ϕ, ϵ), and

hence we get Ps(T, ϕ) ⩾ Pr(T, ϕ).
For each n ∈ N and each ϵ > 0, choose an arbitrary ϵ-separated set E ⊆ On+1(T )

and an arbitrary ϵ
2
-spanning set F ⊆ On+1(T ). For each orbit x ∈ E, since F is

ϵ
2
-spanning, there exists γ(x) ∈ F such that dn+1(x, γ(x)) < ϵ/2. For each pair of

distinct orbits x, y ∈ E, since dn+1(x, y) ⩾ ϵ, dn+1(x, γ(x)) < ϵ/2, and dn+1(y, γ(y)) <
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ϵ/2, we have γ(x) ̸= γ(y). Thereby, γ : E → F is injective, and thus∑
y∈F

exp(Snϕ(y)) ⩾
∑
x∈E

exp(Snϕ(γ(x)))

⩾
∑
x∈E

exp(Snϕ(x)−∆(Snϕ, ϵ/2))

= exp(−∆(Snϕ, ϵ/2))
∑
x∈E

exp(Snϕ(x)),

where

∆(Snϕ, ϵ/2) := sup
{∣∣Snϕ(y1)− Snϕ

(
y
2

)∣∣ : y
1
, y

2
∈ On+1(T ), dn+1

(
y
1
, y

2

)
⩽ ϵ/2

}
.

Recall dn+1((x1, . . . , xn+1), (x
′
1, . . . , x

′
n+1)) = max{d(xi, x′i) : 1 ⩽ i ⩽ n+ 1}. If

(x1, . . . , xn+1), (x
′
1, . . . , x

′
n+1) ∈ On(T )

and
dn+1((x1, . . . , xn+1), (x

′
1, . . . , x

′
n+1)) ⩽ ϵ/2,

then d(xi, x
′
i) ⩽ ϵ/2 for all i ∈ (n+ 1], and thereby, we have

|Snϕ(x1, . . . , xn+1)− Snϕ(x
′
1, . . . , x

′
n+1)| =

∣∣∣∣ n∑
i=1

(ϕ(xi, xi+1)− ϕ(x′i, x
′
i+1))

∣∣∣∣
⩽

n∑
i=1

|ϕ(xi, xi+1)− ϕ(x′i, x
′
i+1)|

⩽ n∆(ϕ, ϵ/2).

This implies that ∆(Snϕ, ϵ/2) ⩽ n∆(ϕ, ϵ/2). As a result, we get∑
y∈F

exp(Snϕ(y)) ⩾ exp(−n∆(ϕ, ϵ/2))
∑
x∈E

exp(Snϕ(x)).

Since E and F are chosen arbitrarily, we have

rn(T, ϕ, ϵ/2) ⩾ exp(−n∆(ϕ, ϵ/2))sn(T, ϕ, ϵ).

Thus,

(4.3) r(T, ϕ, ϵ/2) ⩾ s(T, ϕ, ϵ)−∆(ϕ, ϵ/2).

Since X is compact and ϕ is continuous, ϕ is uniformly continuous, i.e., for
an arbitrary δ > 0, there exists λ > 0 such that ∆(ϕ, λ) < δ. Thus we have
limϵ→0+ ∆(ϕ, ϵ/2) = 0. Consequently, by taking ϵ → 0+ in (4.3), we get Pr(T, ϕ) ⩾
Ps(T, ϕ).

Therefore, we conclude that Pr(T, ϕ) = Ps(T, ϕ). □

Definition 4.6 (Topological pressure). Let T be a correspondence on a compact
metric space (X, d) and ϕ : O2(T ) → R be a continuous function. The topological
pressure P (T, ϕ) is defined as

P (T, ϕ) := Ps(T, ϕ) = Pr(T, ϕ).
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In other words,

(4.4)

P (T, ϕ) = lim
ϵ→0+

lim sup
n→+∞

1

n
log

(
sup
En(ϵ)

∑
x∈En(ϵ)

exp(Snϕ(x))

)

= lim
ϵ→0+

lim sup
n→+∞

1

n
log

(
inf
Fn(ϵ)

∑
x∈Fn(ϵ)

exp(Snϕ(x))

)
,

where En(ϵ) ranges over all ϵ-separated subsets of (On+1(T ), dn+1) and Fn(ϵ) ranges
over all ϵ-spanning subsets of (On+1(T ), dn+1).

In particular, if ϕ ≡ 0, we call P (T,0) the topological entropy of T and denote it
by h(T ).

Remark 4.7. Recall from (4.2) that r(T, ϕ, ϵ) ⩾ −∥ϕ∥∞. This implies

(4.5) P (T, ϕ) = Pr(T, ϕ) = lim
ϵ→0+

r(T, ϕ, ϵ) ⩾ −∥ϕ∥∞ > −∞.

Let ϕ : O2(T ) → R be a continuous function. Denote by ϕ : O2(T
−1) the conjugate

function given by ϕ(x, y) := ϕ(y, x) for all (x, y) ∈ O2(T
−1). The definition of

topological pressure for correspondences can lead to the following proposition.

Proposition 4.8. Let T be a correspondence on a compact metric space X satisfying
T (X) = X and ϕ : O2(T ) → R be a continuous function. Then

P (T, ϕ) = P
(
T−1, ϕ

)
.

Proof. For each n ∈ N and x = (x1, . . . , xn) ∈ Xn, x = (x1, x2, . . . , xn) ∈ On(T )
if and only if ιn(x) = (xn, xn−1, . . . , x1) ∈ On(T

−1). Consequently, the isometry ιn
sends On(T ) onto On(T

−1). From (4.1) we can see that Snϕ(x) = Snϕ(ιn+1(x)) holds
for all x ∈ On+1(T ). Since ιn+1 is an isometry, for each ϵ > 0, En(ϵ) ⊆ On+1(T ) is ϵ-
separated if and only if ιn+1(En(ϵ)) ⊆ On+1(T

−1), so by (4.4) we conclude P (T, ϕ) =
P
(
T−1, ϕ

)
. □

4.3. A characterization of the topological pressure. We will prove in this sub-
section that our topological pressure of a correspondence T with respect to a con-

tinuous potential function ϕ is equal to P
(
σ, ϕ̃

)
, the topological pressure of the shift

map σ on the orbit space Oω(T ) with respect to the potential function ϕ̃ (given in
(2.4)) induced by ϕ (see Theorem 4.9 for the precise statement).

Let T be a correspondence on a compact metric space (X, d). We consider a
dynamical system (Oω(T ), σ), where Oω(T ) is equipped with the metric dω and
σ : Oω(T ) → Oω(T ) is the shift map given by

(4.6) σ(x1, x2, x3, . . . ) := (x2, x3, . . . )

for all (x1, x2, . . . ) ∈ Xω.

Theorem 4.9. Let T be a correspondence on a compact metric space (X, d), ϕ : O2(T ) →
R be a continuous function, and σ be the shift map on Oω(T ) given above. Then we
have

P (T, ϕ) = P
(
σ, ϕ̃

)
,
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where P
(
σ, ϕ̃

)
refers to the topological pressure of the dynamical system (Oω(T ), σ)

with the potential function ϕ̃ given in (2.4).

Proof. We divide this proof into two steps. Let ϵ > 0 be arbitrary and denote
ϵ̃ := ϵ/(1 + ϵ).

Step 1. We show P (T, ϕ) ⩽ P
(
σ, ϕ̃

)
.

Let n ∈ N. For every (x1, . . . , xn+1) ∈ On+1(T ), we choose xn+2, xn+3, · · · ∈ X such
that (x1, . . . , xn+1, xn+2, . . . ) ∈ Oω(T ). Denote by τ : En(ϵ) → Oω(T ) the map that
extends each (x1, . . . , xn+1) ∈ En(ϵ) to the orbit (x1, . . . , xn+1, xn+2, . . . ) ∈ Oω(T ).
The map τ is injective.
Fix arbitrary n ∈ N and an ϵ-separated subset En(ϵ) of (On+1(T ), dn+1).
For an arbitrary pair of distinct orbits (x1, . . . , xn+1), (y1, . . . , yn+1) ∈ En(ϵ), we

have

ϵ ⩽ dn+1((x1, . . . , xn+1), (y1, . . . , yn+1)) = max{d(xi, yi) : 1 ⩽ i ⩽ n+ 1}.
Choose k ∈ (n+ 1] such that d(xk, yk) ⩾ ϵ, then

dω
(
σk−1(τ(x1, . . . , xn+1)), σ

k−1(τ(y1, . . . , yn+1))
)

= dω((xk, . . . , xn+1, . . . ), (yk, . . . , yn+1, . . . )) ⩾
1

2
· d(xk, yk)

1 + d(xk, yk)
⩾
ϵ̃

2
.

This implies that τ(En(ϵ)) is (n+1, ϵ̃/2)-separated in the dynamical system (Oω(T ), σ).
Since∑

x∈En(ϵ)

eSnϕ(x) =
∑

(x1,...,xn+1,... )∈τ(En(ϵ))

e
∑n

j=1 ϕ(xj ,xj+1) =
∑

x∈τ(En(ϵ))

e
∑n

j=1 ϕ̃(σ
j−1(x)),

and the ϵ-separated set En(ϵ) is chosen arbitrarily, we have

sup
{ ∑
x∈En(ϵ)

eSnϕ(x) : En(ϵ) is ϵ-separated in On+1(T )
}

⩽ sup

{ ∑
x∈Ẽn(

ϵ̃
2
)

e
∑n−1

j=0 ϕ̃(σ
j(x)) : Ẽn(ϵ̃/2) is (n+ 1, ϵ̃/2)-separated in (Oω(T ), σ)

}
.

This implies that

P (T, ϕ) = lim
ϵ→0+

lim sup
n→+∞

1

n
log

(
sup
En(ϵ)

∑
x∈En(ϵ)

exp(Snϕ(x))

)

⩽ lim
ϵ→0+

lim sup
n→+∞

1

n
log

(
sup

Ẽn(ϵ̃/2)

∑
x∈Ẽn(ϵ̃/2)

exp

(n−1∑
j=0

ϕ̃(σj(x))

))
= P

(
σ, ϕ̃

)
,

where En(ϵ) ranges over all ϵ-separated subsets of On+1(T ), Ẽn(ϵ̃/2) ranges over all
(n+1, ϵ̃/2)-separated sets of the dynamical system (Oω(T ), σ), and the last equality

holds because limϵ→0+ ϵ̃/2 = 0. Hence we conclude P (T, ϕ) ⩽ P
(
σ, ϕ̃

)
.
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Step 2. We show P (T, ϕ) ⩾ P
(
σ, ϕ̃

)
.

Fix arbitrary n ∈ N and an ϵ-spanning subset Fn(ϵ) of (On+1(T ), dn+1).
For every (x′1, . . . , x

′
n+1, x

′
n+2, . . . ) ∈ Oω(T ), since (x′1, . . . , x

′
n+1) is in On+1(T ), we

can choose an orbit (x1, . . . , xn+1) ∈ Fn(ϵ) such that dn+1((x
′
1, . . . , x

′
n+1), (x1, . . . , xn+1)) <

ϵ, i.e., d(xk, x
′
k) < ϵ for all k ∈ (n+ 1]. For each k ∈ [n− ⌊

√
n⌋ − 1]}, we have

dω
(
σk(x′1, . . . , x

′
n+1, x

′
n+2, . . . ), σ

k(τ(x1, . . . , xn+1))
)

= dω((x
′
k+1, . . . , x

′
n+1, x

′
n+2, . . . ), (xk+1, . . . , xn+1, xn+2, . . . ))

=
+∞∑
j=1

1

2j
d(x′k+j, xk+j)

1 + d(x′k+j, xk+j)

<
n−k∑
j=1

1

2j
ϵ̃+

+∞∑
j=n−k+1

1

2j

< ϵ̃+ 2−(n−k)

⩽ ϵ̃+ 2−⌊
√
n⌋−1

⩽ ϵ̃+ 2−
√
n.

Hence τ(Fn(ϵ)) is an
(
n − ⌊

√
n⌋, ϵ̃ + 2−

√
n
)
-spanning set in the dynamical system

(Oω(T ), σ).
Recall ∥ϕ∥∞ = sup{|ϕ(x1, x2)| : (x1, x2) ∈ O2(T )}. We have

(4.7)

∑
x∈Fn(ϵ)

eSnϕ(x) =
∑

(x1,...,xn+1)∈Fn(ϵ)

e
∑n

j=1 ϕ(xj ,xj+1)

=
∑

x∈τ(Fn(ϵ))

e
∑n−1

j=0 ϕ̃(σ
j(x))

⩾
∑

x∈τ(Fn(ϵ))

e
∑n−⌊

√
n⌋−1

j=0 ϕ̃(σj(x))−⌊
√
n⌋∥ϕ∥∞

⩾ e−
√
n∥ϕ∥∞

∑
x∈τ(Fn(ϵ))

e
∑n−⌊

√
n⌋−1

j=0 ϕ̃(σj(x)).

For each δ > 0 and each m ∈ N, write

α(m, δ) := inf

{ ∑
x∈F̃m(δ)

e
∑m−1

j=0 ϕ̃(σj(x)) : F̃m(δ) is (m, δ)-spanning in (Oω(T ), σ)

}
,

then we have P
(
σ, ϕ̃

)
= limδ→0+ lim supm→+∞

1
m
log(α(m, δ)).

Since for δ2 > δ1 > 0, an (m, δ1)-spanning set is also (m, δ2)-spanning, we can see
that α(m, δ) is decreasing in δ for each m ∈ N.
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Since τ(Fn(ϵ)) is an
(
n−⌊

√
n⌋, ϵ̃+2−

√
n
)
-spanning set in (Oω(T ), σ), (4.7) implies∑

x∈Fn(ϵ)

eSnϕ(x) ⩾ e−
√
n∥ϕ∥∞α

(
n− ⌊

√
n⌋, ϵ̃+ 2−

√
n
)
.

Let Fn(ϵ) range over all ϵ-spanning subsets of (On+1(T ), dn+1) and take an infimum
in the inequality above, we get

rn(T, ϕ, ϵ) = inf
Fn(ϵ)

∑
x∈Fn(ϵ)

eSnϕ(x) ⩾ e−
√
n∥ϕ∥∞α

(
n− ⌊

√
n⌋, ϵ̃+ 2−

√
n
)
.

This implies

P (T, ϕ) = lim
ϵ→0+

lim sup
n→+∞

1

n
log(rn(T, ϕ, ϵ))

⩾ lim
ϵ→0+

lim sup
n→+∞

(
n−1 log

(
α
(
n− ⌊

√
n⌋, ϵ̃+ 2−

√
n
))

− ∥ϕ∥∞n−1/2
)

⩾ lim
ϵ→0+

lim sup
n→+∞

(n− ⌊
√
n⌋)−1 log

(
α
(
n− ⌊

√
n⌋, ϵ̃+ ϵ

))
= P

(
σ, ϕ̃

)
,

where the last equality holds because n− ⌊
√
n⌋ ranges over all positive integers as n

ranges over all positive integers and limϵ→0+ ϵ̃+ ϵ = 0. □

5. Measure-theoretic entropy of transition probability kernels

This section is devoted to introduce and discuss the measure-theoretic entropy of
transition probability kernels. We discuss some basic notions and properties about
transition probability kernels in Subsections 5.1 and 5.2 and introduce the measure-
theoretic entropy of transition probability kernels in Subsection 5.3. Finally, in Sub-
section 5.4, we define another shift map for a correspondence and relate the measure-
theoretic entropy of this shift map to that of the correspondence, see Theorem 5.24,
the main theorem in this subsection.

5.1. Basic properties of transition probability kernels. In this subsection, we
recall the definition of transition probability kernels (see for example, [MT12, Sec-
tion 3.4.1]), which are also called Markovian transition kernels (see for example,
[Ga16, Section 6.1]). Intuitively, a transition probability kernel on a measurable
space X assigns each x ∈ X a probability measure on X. We fix some notations in
probability to prepare for the next subsection. Moreover, we recall how a transition
probability kernel pushes a function forward (Definition 5.4) and pulls a measure back
(Definition 5.6), how to compose transition probability kernels (Definition 5.11), and
we show some properties of these actions and compositions such as the association
law (see for example, [Re84, Section 1.1]).

Definition 5.1 (Transition probability kernels). Let (X,M (X)) and (Y,M (Y )) be
measurable spaces, where X and Y are sets and M (X) and M (Y ) are σ-algebras
on X and Y , respectively. A transition probability kernel from Y to X is a map
Q : Y × M (X) → [0, 1] satisfying the following two properties:
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(i) For every y ∈ Y , the map M (X) ∋ A 7→ Q(y, A) is a probability measure on
the measurable space (X,M (X)).

(ii) For every A ∈ M (X), the map Y ∋ y 7→ Q(y, A) is M (Y )-measurable.

With the notations above, for every y ∈ Y , denote by Qy the probability measure
that assigns a measurable set A ∈ M (X) the value Q(y, A). In other words,

Qy(A) := Q(y, A).

Moreover, if Y = X, we also call a transition probability kernel from Y to X a
transition probability kernel on X.

Remark 5.2. As an interpretation of Definition 5.1, we can think of a transition
probability kernel Q from Y to X as a stochastic process that transmits each point
y ∈ Y “randomly” to a point x ∈ X with distribution Qy.

Definition 5.3. Let T be a correspondence on a compact metric space X and Q be
a transition probability kernel on X. We say that Q is supported by T if the measure
Qx is supported on the closed set T (x) (i.e., suppQx ⊆ T (x)) for every x ∈ X.

Given a measurable map F : Y → X, we can pull back a function f : X → R
(with the resulting pullback F ∗ : f 7→ f ◦ F ) or push forward a probability measure
µ on Y (with the resulting pushforward F∗ : µ 7→ µ ◦ F−1). For a Markov chain with
the state space X = (d] and a transition matrix P , a distribution p = (p1, . . . pd)
on X becomes pP after one step of the Markov process. Definitions B.1 and C.1
show that transition probability kernels generalize measurable maps and transition
matrices. Their actions on functions and measures are standard, see for example,
[Ga16, Section 6.1] and [MT12, Section 3.4.2]. We recall them below.

Definition 5.4. Let (X,M (X)) and (Y,M (Y )) be measurable spaces, f ∈ B(X,R)
be a bounded measurable function, and Q be a transition probability kernel from Y
to X. The pullback function Qf : Y → R of f by Q is given by

Qf(y) :=
∫
X

f(x) dQy(x).

As an operator acting on bounded measurable functions, Q is linear, i.e.,

(5.1) Q(af + g) = aQf +Qg

for all f, g ∈ B(X,R), and a ∈ R. Moreover, Q as an operator is continuous in the
sense of the following lemma.

Lemma 5.5. Let (X,M (X)) and (Y,M (Y )) be measurable spaces, Q be a transition
probability kernel from Y to X, and f ∈ B(X,R). If a sequence of uniformly bounded
measurable functions fn ∈ B(X,R), n ∈ N, converges pointwise to f : X → R as
n → +∞, then Qfn converges pointwise to Qf as n → +∞. Moreover, Qf is
measurable and ∥Qf∥∞ ⩽ ∥f∥∞.

We include a proof of Lemma 5.5 in Appendix A.1.
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Definition 5.6. Let (X,M (X)) and (Y,M (Y )) be measurable spaces, µ ∈ P(Y ) be
a probability measure on Y , and Q be a transition probability kernel from Y to X.
The pushforward probability measure µQ on X of µ by Q is given by

(µQ)(A) :=

∫
Y

Q(y, A) dµ(y)

for all A ∈ M (X).

We shall check that µQ is a probability measure on X:

(i) Since Q(y, A) ∈ [0, 1], we have (µQ)(A) =
∫
Y
Q(y, A) dµ(y) ≥ 0 for all A ∈

M (X).

(ii) (µQ)(X) =
∫
Y
Q(y,X) dµ(y) =

∫
Y
1 dµ(y) = 1.

(iii) If A1, A2, · · · ∈ M (X) are mutually disjoint, then

(µQ)

(+∞⋃
n=1

An

)
=

∫
Y

Q
(
y,

+∞⋃
n=1

An

)
dµ(y)

=

∫
Y

+∞∑
n=1

Q(y, An) dµ(y)

=
+∞∑
n=1

∫
Y

Q(y, An) dµ(y)

=
+∞∑
n=1

(µQ)(An).

Hence we conclude that µQ given in Definition 5.6 is indeed a probability measure
on X.

Remark 5.7. Recall from Remark 5.2 that Q can be considered as a stochastic
process. Under this perspective, for an initial distribution µ on Y , if we set a random
point y ∈ Y with the distribution µ and transmit it to a point x ∈ X through the
stochastic process Q, then the resulting distribution of x ∈ X is µQ.

Remark 5.8. Notice that δyQ = Qy holds for all y ∈ Y , where δy refers to the Dirac
measure at the point y. This is because for each A ∈ M (X) and each y ∈ Y , we
have

(δyQ)(A) =

∫
Y

Q(z, A) dδy(z) = Q(y, A) = Qy(A).

Proposition 5.9. Let (X,M (X)) and (Y,M (Y )) be measurable spaces, µ ∈ P(Y ),
Q be a transition probability kernel from Y to X, and f ∈ B(X,R). We have

(5.2)

∫
Y

Qf dµ =

∫
X

f d(µQ).

Proposition 5.9 is standard for any specialist. But we include a proof in Appen-
dix A.1 since we cannot locate a precise reference.
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Definition 5.10. Let (X,M (X)) be a measurable space and Q be a transition
probability kernel on X. We say that a probability measure µ on X is Q-invariant if
µQ = µ. Denote by M(X,Q) the set of all Q-invariant probability measures on X.

The following notion comes from [Ga16, Definition 6.1].

Definition 5.11. Let (X,M (X)), (Y,M (Y )), and (Z,M (Z)) be measurable spaces,
Q be a transition probability kernel from Y to X, and Q′ be a transition probability
kernel from Z to Y . The transition probability kernel Q′Q from Z to X is given by

(Q′Q)(z, A) := (Q′
zQ)(A)

for all z ∈ Z and A ∈ M (X), where Q′
zQ is a probability measure on X defined in

Definition 5.6.

We check in Appendix A.1 that Q′Q is indeed a transition probability kernel from
Z to X, see Lemma A.1.

Remark 5.12. Recall from Remark 5.2 thatQ andQ′ can be considered as stochastic
processes. Under this perspective, Q′Q refers to the composition process of the two
processes, i.e., the stochastic process that transmits each point z ∈ Z randomly to
an intermediate point y ∈ Y through the process Q′, and next transmits y randomly
to a point z ∈ Z through the process Q.

Lemma 5.13. Let (X,M (X)), (Y,M (Y )), and (Z,M (Z)) be measurable spaces, Q
be a transition probability kernel from Y to X, Q′ be a transition probability kernel
from Z to Y , and µ ∈ P(Z). We have the law of association:

µ(Q′Q) = (µQ′)Q.

We include a proof of Lemma 5.13 in Appendix A.1.
For measurable spaces X1, X2, and X3, transition probability kernels Q from X3

to X2 and Q′ from X2 to X1, and µ ∈ P(X3), Lemma 5.13 ensures that we can write
µQQ′ without parentheses.

5.2. Transition probability kernels Q[n] and Qω. In this subsection, we give the
definition of transition probability kernelsQ[n] (n ∈ N0) andQω, which are repeatedly
used in the sequel. First, we discuss some intuition.

Recall from Remark 5.2 that a transition probability kernel Q on a measurable
space X can be considered as a stochastic process. For n ∈ N, if we iterate this
stochastic process n times, then from an initial point x0 ∈ X, we can get an orbit
(x0, x1, . . . , xn) ∈ Xn+1. The stochastic process that transmits each x0 ∈ X randomly
to an orbit (x0, x1, . . . , xn) with the distribution that comes from the n-fold iterate of
Q is formed by the transition probability kernel Q[n]. From this intuition, we notice
that Q[n] is a transition probability kernel from X to Xn+1.

If we iterate this stochastic process infinitely many times, then from an initial point
x0 ∈ X, we can get an infinite forward orbit (x0, x1, . . . ) ∈ Xω. The stochastic process
that transmits each x0 ∈ X randomly to an orbit (x0, x1, . . . ) with the distribution
that comes from the infinite iterates of Q is formed by the transition probability Qω.
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We notice from this intuition that Qω is a transition probability kernel from X to
Xω.
Another important thing in this subsection is the measure µQω, where µ is a prob-

ability measure on X and Q is a transition probability kernel on X. The probability
measure µ as an initial distribution and the transition probability kernel Q as a
stochastic process can generate a Markov process. The distribution of the forward
infinite orbit in this Markov process is denoted by µQω.

We discuss the above notations more carefully below.
We always use (X,M (X)) to denote a measurable space where X is a set and

M (X) is a σ-algebra on X.

Consider m ∈ N \ {1}, n1, n2, . . . , nm−1 ∈ N, nm ∈ N̂, and a subset Bi ⊆ Xni for

each i ∈ (m]. Set N0 := 0 and Ni :=
∑i

j=1 nj ∈ N̂ for each i ∈ (m]. The notation

B1 × · · · ×Bm refers to a subset of XNm given below:

B1 × · · · ×Bm :=
{
(x1, x2, . . . ) ∈ XNm :

(xNk−1+1, xNk−1+2, . . . , xNk−1+nk
) ∈ Bk for each k ∈ (m]

}
,

where (xNm−1+1, xNm−1+2, . . . , xNm−1+nm) means (xNm−1+1, xNm−1+2, . . . ) if nm = ω.

For each n ∈ N, denote by M (Xn) the σ-algebra on Xn generated by
⋃n−1
i=0 {X i ×

A×Xn−1−i : A ∈ M (X)}. Denote by M (Xω) the σ-algebra on Xω := {(x1, x2, . . . ) :
x1, x2, · · · ∈ X} generated by

⋃+∞
i=0 {X i × A×Xω : A ∈ M (X)}.

For each An+1 ⊆ Xn+1 and each (x1, . . . , xn) ∈ Xn, write

(5.3) πn+1(x1, . . . , xn;An+1) := {xn+1 ∈ X : (x1, . . . , xn, xn+1) ∈ An+1}.

Definition 5.14. Let Q be a transition probability kernel on a measurable space
(X,M (X)), where X is a set and M (X) is a σ-algebra on X. Define the transition
probability kernel Q[n] from X to Xn+1 inductively on n ∈ N0 as follows:

First, Q[0] := îdX , where îdX is a transition probability kernel given by îdX(x,A) :=

1A(x) for all x ∈ X and A ∈ M (X). This means Q[0]
x = δx, the Dirac measure at

x ∈ X, for all x ∈ X. If Q[n−1] has been defined for some n ∈ N, we define Q[n] as:

(5.4) Q[n](x,An+1) :=

∫
(x1,...,xn)∈Xn

Q(xn, πn+1(x1, . . . , xn;An+1)) dQ[n−1]
x (x1, . . . , xn)

for all x ∈ X and An+1 ∈ M
(
Xn+1

)
.

Remark 5.15. Recall from Section 2 that [n] = {0, 1, . . . , n}. Our notation Q[n]

is compatible with the notation in the proof of [Ga16, Corollary 6.4], in which its
author uses a finite subset U = {t1, . . . , tk} of R+ as a superscript to indicate the
distribution of following orbits of a continuous-time Markov process: (xt1 , . . . , xtk),
where xt denotes the random variable at the time t in the Markov process. In addition,
see [MT12, Section 3.4.1] for a related notion P n

x .

We check in Appendix A.1 thatQ[n] defined above is indeed a transition probability
kernel for each n ∈ N, see Lemma A.2.
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Remark 5.16. Recall from Remark 5.2 that Q can be considered as a stochastic
process and we can iterate it n times. If we start at a point x ∈ X, then Q[n]

x is the
distribution of orbits of the n-step stochastic process, containing n + 1 entries from
the 0-th step to the n-th step.

Lemma 5.17. Let Q be a transition probability kernel on a measurable space (X,M (X)),
m, n ∈ N0, and A ∈ M (Xn+1). For each x ∈ X, we have

(5.5) Q[n](x,A) = Q[n+m](x,A×Xm).

We include a proof of Lemma 5.17 in Appendix A.1.
Applying the Kolmogorov extension theorem (see Lemma A.3 for details), we get

the following definition.

Definition 5.18. Let Q be a transition probability kernel on a measurable space
(X,M (X)). Define the transition probability kernel Qω from X to Xω as the unique
transition probability kernel from X to Xω with the property that for each x ∈ X,
each n ∈ N0, and each measurable set A ∈ M (Xn+1), the following equality holds:

(5.6) Qω(x,A×Xω) = Q[n](x,A).

Remark 5.19. For each µ ∈ P(X), Definition 5.6 and (5.6) imply that

(5.7) (µQω)(A×Xω) =
(
µQ[n]

)
(A).

5.3. Definition of measure-theoretic entropy for transition probability ker-
nels. In this subsection, we introduce the measure-theoretic entropy for transition
probability kernels (Definition 5.22). As we can see in Definition B.1, transition prob-
ability kernels generalize measurable maps. Our definition of the measure-theoretic
entropy of transition probability kernels uses the entropy of partitions and generalizes
naturally the definition of the measure-theoretic entropy of measurable maps.

A finite measurable partition A of a measurable space (Y,M (Y )) is a finite collec-
tion of mutually disjoint measurable subsets {A1, . . . , An} satisfying

⋃n
i=1Ai = Y ,

where n ∈ N.
For arbitrary finite measurable partitionsA1, . . . , Am of measurable spaces (Xn1 ,M (Xn1)),

. . . , (Xnm ,M (Xnm)), respectively, their product is given by

A1 × · · · × Am := {A1 × · · · × Am : Ai ∈ Ai for every i ∈ (m]} ⊆ M (Xn1+···+nm).

It is a finite measurable partition of (Xn1+···+nm ,M (Xn1+···+nm)).
For a finite measurable partition A and n ∈ N, write

An := A×A× · · · × A︸ ︷︷ ︸
n copies of A

.

Recall that for a finite measurable partition A and a probability measure µ on X,
the entropy of A is given by

(5.8) Hµ(A) := −
∑
A∈A

µ(A) log(µ(A)).
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We refer the reader to [PU10, Chapter 2] for basic properties of the entropy Hν(A1)
of a finite measure partition A1 and the conditional entropy Hν(A1|A2) of a finite
measurable partition A1 given another finite measurable partition A2.

Proposition 5.20. Let Q be a transition probability kernel on a measurable space
(X,M (X)), µ ∈ M(X,Q), and A be a finite measurable partition of X. Then we
have

HµQ[n−1](An) =
n−1∑
k=0

HµQω

(
A× {Xω}

∣∣{X} × Ak × {Xω}
)
,

where {Xω} (resp., {X}) is the partition of Xω (resp., X) into only one subset.
Moreover, the limit limn→+∞

1
n
HµQ[n−1](An) exists.

Proof. By (5.7) and (5.8), we have HµQ[n−1](An) = HµQω(An × {Xω}). By (A.9) in

Corollary A.7 and (5.8), we have HµQω

(
{X} × Ak × {Xω}

)
= HµQω

(
Ak × {Xω}

)
.

Thus

HµQ[n−1](An) = HµQω(An × {Xω})

=
n−1∑
k=0

(
HµQω

(
Ak+1 × {Xω}

)
−HµQω

(
Ak × {Xω}

))
=

n−1∑
k=0

(
HµQω

(
Ak+1 × {Xω}

)
−HµQω

(
{X} × Ak × {Xω}

))
=

n−1∑
k=0

HµQω

(
A× {Xω}

∣∣{X} × Ak × {Xω}
)
.

Here A0 × {Xω} is {Xω}, whose entropy is 0.
Since HµQω

(
A × {Xω}

∣∣{X} × Ak × {Xω}
)
is non-negative and it decreases as k

increases, we get

lim
n→+∞

1

n
HµQ[n−1](An) = lim

k→+∞
HµQω

(
A× {Xω}

∣∣{X} × Ak × {Xω}
)
.

Therefore, the limit limn→+∞
1
n
HµQ[n−1](An) exists. □

This proposition guarantees that hµ(Q,A) in the next definition is well-defined.

Definition 5.21. Let Q be a transition probability kernel on a measurable space
(X,M (X)), µ be a Q-invariant probability measure on X, and A be a finite measur-
able partition of X. Then hµ(Q,A), the measure-theoretic entropy of Q with respect
to the partition A, is defined as

hµ(Q,A) := lim
n→+∞

1

n
HµQ[n−1](An).

We can now formulate our definition of the measure-theoretic entropy of a transi-
tion probability kernel.



THERMODYNAMIC FORMALISM FOR CORRESPONDENCES 39

Definition 5.22. Let Q be a transition probability kernel on a measurable space
(X,M (X)) and µ be a Q-invariant probability measure on X. The measure-theoretic
entropy hµ(Q) (of Q for µ) is given by

hµ(Q) := sup
A
hµ(Q,A),

where A ranges over all finite measurable partitions of X.

We can establish a useful result through this definition.

Proposition 5.23. Let Q, R be transition probability kernels on a measurable space
(X,M (X)) and µ ∈ P(X). If µQ[1] =

(
µR[1]

)
◦ ι−1

2 , then µ ∈ M(X,Q) ∩M(X,R)
and hµ(Q) = hµ(R).

Proof. Suppose µQ[1] =
(
µR[1]

)
◦ ι−1

2 . We have shown in Lemma A.10 that µ ∈
M(X,Q) ∩M(X,R).
By Lemma A.10 and (5.8), for every finite measurable partition A of X and every

n ∈ N, we have hµQ[n](An+1) = hµR[n](An+1). Consequently, by Definition 5.21, we
have hµ(Q,A) = hµ(R,A). Therefore, by Definition 5.22, hµ(Q) = hµ(R). □

5.4. A characterization of the measure-theoretic entropy. This subsection
aims to establish Theorem 5.24.

Let (X,M (X)) be a measurable space. Denote by σ the shift map on Xω given
by

(5.9) σ(x1, x2, . . . ) := (x2, x3, . . . )

for all (x1, x2, . . . ) ∈ Xω.
For two arbitrary finite measurable partitionsA1 andA2 ofX, the finite measurable

partition A1 ∨ A2 is given by A1 ∨ A2 := {A1 ∩ A2 : A1 ∈ A1, A2 ∈ A2}.
Let Q be a transition probability kernel on X and µ be a Q-invariant probability

measure on X. For arbitrary n ∈ N and measurable set A ∈ M (Xn), by (A.9) in
Corollary A.7 we have

(µQω)(σ−1(A×Xω)) = (µQω)(X × A×Xω) = (µQω)(A×Xω).

By the Dynkin’s π-λ Theorem, we get (µQω) ◦σ−1 = µQω, which means that µQω

is σ-invariant. As a result, the invariant measure µQω and the measure-theoretic
entropy hµQω(σ) of σ for µQω are well-defined in the sense of classical ergodic theory
for single-valued maps (see for example, [PU10, Chapter 2]).

Theorem 5.24. Let Q be a transition probability kernel on the measurable space
(X,M (X)), µ be a Q-invariant probability measure on X, and σ be the shift map on
Xω. Then we have

hµ(Q) = hµQω(σ).

Before establishing Theorem 5.24, we give three lemmas.

Lemma 5.25. Let Q be a transition probability kernel on the measurable space
(X,M (X)), µ ∈ M(X,Q), σ be the shift map on Xω, and A be a finite measurable
partition of X. Then

hµ(Q,A) = hµQω(σ,A× {Xω}).
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Here the definition of the measure-theoretic entropy hµQω(σ,A × {Xω}) of the
single-valued map σ with respect to the partition A × {Xω} can be found in [PU10,
Lemma 2.4.2].

Proof. First, for each n ∈ N, we have

n−1∨
j=0

σ−j(A× {Xω}) =
n−1∨
j=0

{Xj} × A× {Xω} = An × {Xω}.

Recall HµQ[n−1](An) = HµQω(An×{Xω}) from the proof of Proposition 5.20. There-
fore,

hµ(Q,A) = lim
n→+∞

1

n
HµQ[n−1](An)

= lim
n→+∞

1

n
HµQω(An × {Xω})

= lim
n→+∞

1

n
HµQω

(n−1∨
j=0

σ−j(A× {Xω})
)

= hµQω(σ,A× {Xω}),
where the last equality follows from [PU10, Lemma 2.4.2]. □

The next two lemmas come from [Wa82]:

Lemma 5.26 ([Wa82, Theorem 4.12 (vi)]). Let (Y,M (Y )) be a measurable space,
F : Y → Y be a measurable map, µ be an F -invariant probability measure on Y , A
be a finite measurable partition of Y , and k ∈ N. Then we have

hµ(F,A) = hµ
(
F,A ∨ F−1(A) ∨ · · · ∨ F−k(A)

)
.

Lemma 5.27 ([Wa82, Theorem 4.21]). Let (Y,M (Y )) be a measurable space, F : Y →
Y be a measurable map, µ be an F -invariant probability measure on Y , and S be a
sub-algebra of M (Y ) satisfying that M (Y ) is the σ-algebra generated by S. Then we
have

hµ(F ) = sup
A
hµ(F,A),

where A ranges over all finite partitions of Y satisfying A ⊆ S.

Proof of Theorem 5.24. First, we set some notations:

A0 := {An × {Xω} : A is a finite measurable partition of X and n ∈ N},
G := {B1 × · · · ×Bn ×Xω : n ∈ N and B1, . . . , Bn ∈ M (X)},
S := {E : E is a finite union of sets in G},
A := {D : D is a finite measurable partition of Xω and D ⊆ S}.

We can verify that S is a sub-algebra of M (Xω) and that M (Xω) is the σ-algebra
generated by S. So by Lemma 5.27, we get

(5.10) hµQω(σ) = sup{hµQω(σ,D) : D ∈ A}.
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Fix an arbitrary D ∈ A. Suppose D = {D1, . . . , Dp}, Di = Gi1 ∪ · · · ∪ Giqi ∈
S for all i ∈ (p], and Gij = Bij1 × · · · × Bijrij × Xω ∈ G for all i ∈ (p] and
j ∈ (qi], where Bijk ∈ M (X) for all i ∈ (p], j ∈ (qi], and k ∈ (rij]. Set A :=∨p
i=1

∨qi
j=1

∨rij
k=1

{
Bijk, B

c
ijk

}
, a finite measurable partition ofX, thenAn×{Xω} ∈ A0

is a finer partition of Xω than D, where n = max{rij : i ∈ (p] , j ∈ (qi]}, and a par-
tition is finer than another means that each element in this partition contains in an
element in another partition.

From the discussion above we conclude that for each partition in A, we can find a
finer partition in A0.

We can conclude by (B.3) that if a finite measurable partition A′ of Xω is finer
than another finite measurable partition A′′, then hµQω(σ,A′) ⩾ hµQω(σ,A′′). Thus
sup{hµQω(σ,D) : D ∈ A} ⩽ sup{hµQω(σ,A0) : A0 ∈ A0}. Moreover, we can check
that A0 ⊆ A, and thus

(5.11) sup{hµQω(σ,D) : D ∈ A} = sup{hµQω(σ,A0) : A0 ∈ A0}.
For each An × {Xω} ∈ A0 where A is a measurable partition of X and n ∈ N,

recall
∨n−1
j=0 σ

−j(A× {Xω}) = An × {Xω} from the proof of Lemma 5.25. By (5.10),

(5.11), and Lemma 5.26, we have

hµQω(σ) = sup{hµQω(σ,D) : D ∈ A}
= sup{hµQω(σ,A0) : A0 ∈ A0}
= sup

A
hµQω(σ,An × {Xω})

= sup
A
hµQω

(
σ,

n−1∨
i=0

σ−i(A× {Xω})
)

= sup
A
hµQω(σ,A× {Xω}),

where A ranges over all finite measurable partitions of X.
Therefore, by Definition 5.22 and Lemma 5.25 we get hµQω(σ) = supA hµ(Q,A) =

hµ(Q), where A ranges over all finite measurable partitions of X. □

A lemma which is useful in Subsection 3.1 follows from Theorem 5.24:

Lemma 5.28. Let Q be a transition probability kernel on a measurable space (X,M (X)),
Y ∈ M (X), and Q′ be a transition probability kernel on the measurable space
(Y,M (Y )), where M (Y ) refers to the σ-algebra induced by M (X). Suppose µ ∈
M(Y,Q′) and µ̂ ∈ P(X) satisfy µ̂(A) = µ(A) for all A ∈ M (Y ). If for each
A ∈ M (Y ), the equality Q(y, A) = Q′(y, A) holds for µ-almost every y ∈ Y , then we
have µ̂ ∈ M(X,Q) and hµ̂(Q) = hµ(Q′).

Proof. Denote by σX the shift map on Xω given in (5.9), and σY := σX |Y ω be the
shift map on Y ω. The conditions above indicate that µ̂Q = µ̂ by (5.6), and that the
measure µ̂Qω is the extension of the measure µQ′ω from Y ω to Xω, i.e., (µ̂Qω)(B) =
(µQ′ω)(B∩Y ω) holds for all B ∈ M (Xω). As a result, the inclusion map from Y ω to
Xω is an isomorphism between measure-preserving systems (Y ω,M (Y ω), σY , µQ′ω)
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and (Xω,M (Xω), σX , µ̂Qω), so hµQ′ω(σY ) = hµ̂Qω(σX). Then hµ̂(Q) = hµ(Q′) follows
from Theorem 5.24. □

6. Variational Principle for forward expansive correspondences

In this section, we establish the Variational Principle when the correspondence T
on a compact metric space (X, d) has a property called forward expansive. More
precisely, we will prove Theorem A, the first main result of this work. The proof of
this theorem is the most technical part of this work. In Subsection 6.1, we introduce
forward expansiveness for correspondences. Then in Subsection 6.2, we prove a lemma
for Subsection 6.3. Subsection 6.3 is devoted to establishing the Rokhlin formula for
measure-theoretic entropy of transition probability kernels and of the corresponding
shift maps. Theorem D is established in Subsection 6.4, and is used in the proof
of Theorem A. Finally, in Subsection 6.5, we establish an inequality about measure-
theoretic entropy (Proposition 6.18) by the Rokhlin formulas and prove Theorem A.

6.1. Forward expansiveness. R. K. Williams has defined a type of expansiveness
for correspondences or set-valued functions in [Wi70, Definition 3], which is called
RW-expansiveness by M. J. Pacifico and J. Vieitez in [PV17, Definition 3.2]. In
Definition 6.1 below, what we call forward expansiveness is inspired but different
from what M. J. Pacifico and J. Vieitez called RW-expansiveness.

Definition 6.1 (Forward expansiveness). Let T be a correspondence on a compact
metric space (X, d). We say that T is forward expansive, if there exists a number
ϵ > 0 such that for each pair of distinct orbits (x1, x2, . . . ), (y1, y2, . . . ) ∈ Oω(T ), we
have d(xn, yn) > ϵ for some n ∈ N. Such a positive number ϵ is called an expansive
constant of T .

Remark 6.2. Let T be a forward expansive correspondence on a compact metric
space (X, d) with an expansive constant ϵ > 0. Fix an arbitrary point x1 ∈ X
and choose an orbit (x1, x2, . . . ) ∈ Oω(T ). For a pair of distinct points x0, x

′
0 ∈ X

satisfying x1 ∈ T (x0)∩T (x′0), we have (x0, x1, . . . ) ∈ Oω(T ) and (x′0, x1, . . . ) ∈ Oω(T ).
By the forward expansiveness of T , we must have d(x0, x

′
0) > ϵ. Since X is compact,

we know that T−1(x) = {y ∈ X : x ∈ T (y)} is finite for all x ∈ X. Moreover, for
each x ∈ X, we have #T−1(x) ⩽Mϵ, where Mϵ refers to the largest cardinality of an
ϵ-separated subset of X.

If the correspondence T on X degenerates to a singe-valued continuous map, then
the forward expansiveness for T is equivalent to the forward expansiveness for the cor-
responding single-valued map, see Appendix B.3 (i) for the precise statement. More-
over, Propositions D.1 and D.2 show that the forward expansiveness of (Oω(T ), σ)
and the forward expansiveness of T are equivalent.

Let X be a compact metric space and T be a correspondence on X. In Subsec-
tions 5.4 and 4.3, we give two different shift maps, one on Xω and one on Oω(T ).
To distinguish them, we denote by σ′ : Xω → Xω the shift map in Subsection 5.4
given by σ′(x1, x2, . . . ) := (x2, x3, . . . ), and by σ : Oω(T ) → Oω(T ) the shift map in
Subsection 4.3 given by (4.6).
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Lemma 6.3. If a correspondence T on a compact metric space X is forward expan-
sive, then for every A ∈ B(X), the set T (A) is Borel measurable.

Proof. Recall from Remark 6.2 that if two different points x, y ∈ X satisfy T (x) ∩
T (y) ̸= ∅, then d(x, y) > ϵ.

Fix an arbitrary x ∈ X. The arguments above implies that T (y1) ∩ T (y2) = ∅
for all y1, y2 ∈ Bϵ/2(x) := {y ∈ X : d(x, y) ⩽ ϵ/2} with y1 ̸= y2, so for each

z ∈ T
(
Bϵ/2(x)

)
, there is exactly one y ∈ Bϵ/2(x) satisfying z ∈ T (y). Suppose

gx : T
(
Bϵ/2(x)

)
→ Bϵ/2(x) is the map with the property that gx(z) is the unique

point y ∈ Bϵ/2(x) with z ∈ T (y), i.e., T = g−1
x on Bϵ/2(x). Since O2(T ) is compact by

the definition of correspondences, T
(
Bϵ/2(x)

)
, the projection of O2(T )∩Bϵ/2(x)×X

on the second coordinate, is compact. Since Bϵ/2(x) is compact and
{
(y, z) : z ∈

T
(
Bϵ/2(x)

)
, y = gx(z)

}
=

{
(y, z) : y ∈ Bϵ/2(x), z ∈ T (y)

}
= O2(T ) ∩ Bϵ/2(x) × X

is compact, we get that gx : T
(
Bϵ/2(x)

)
→ Bϵ/2(x) is continuous. Thereby, for each

Borel set A ⊆ Bϵ/2(x), the set T (A) = g−1
x (A) is Borel measurable in T

(
Bϵ/2(x)

)
,

and thus is Borel measurable in X due to the fact that T
(
Bϵ/2(x)

)
is a closed subset

of X.
Since X is compact, we can choose a finite collection of points {x1, . . . , xn} ⊆ X

such that
{
Bϵ/2(xi)

}n
i=1

covers X. Let A ∈ B(X) be arbitrary. For each i ∈ (n],

the Borel set A∩Bϵ/2(xi) is contained in Bϵ/2(xi), and thus T
(
A∩Bϵ/2(xi)

)
is Borel

measurable. As a result, therefore,

T (A) =
n⋃
i=1

T
(
A ∩Bϵ/2(xi)

)
is Borel measurable. □

Corollary 6.4. Let (X, d) be a compact metric space. If a continuous map f : X → X
is forward expansive, then for each Borel measurable set A ∈ B(X), the set f(A) is
Borel measurable.

Proof. Let Cf be the correspondence on X induced by f , see Appendix B.2 for details.
By Appendix B.3 (i), Cf is forward expansive. Therefore, by Lemma 6.3, f(A) =
Cf (A) is Borel measurable for all A ∈ B(X). □

Lemma 6.3 and Corollary 6.4 are important in Sections 6 and 7, because Theo-
rems A, B, and C all assume that the correspondence T is forward expansive. When
the correspondence T is forward expansive and at the same time σ : Oω(T ) → Oω(T )
is forward expansive, we can write T (A) as an Borel set of X for every A ∈ B(X)
and σ(B) as an Borel set of Oω(T ) for every B ∈ B(Oω(T )).
Let T be a correspondence on a compact metric space (X, d) and A be a finite

Borel measurable partition on X. Set

meshA := sup{diamB : B ∈ A}.
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For each n ∈ N, the pair (T,A) induces a finite Borel measurable partition Ãn
T of the

orbit space Oω(T ) given by

(6.1) Ãn
T := {B1 × · · · ×Bn ×Xω ∩ Oω(T ) : B1, . . . , Bn ∈ A}.

Note that Ãn
T =

∨n−1
k=0 σ

−k(Ã1
T

)
for all n ∈ N. For each x ∈ Oω(T ) and each n ∈ N,

denote by Ãn
T (x) the element in Ãn

T containing x.

Lemma 6.5. Let T be a forward expansive correspondence on a compact metric
space (X, d) with expansive constants ϵ1 > 0 and ϵ2 > 0. There exists L ∈ N with the
following property:

For each n ∈ N greater than L, if two orbits (x1, . . . , xn), (y1, . . . , yn) ∈ On(T )
satisfy d(xk, yk) < ϵ2 for all k ∈ (n], then d(xk, yk) < ϵ1 holds for all k ∈ (n− L].

Proof. We argue by contradiction and assume that for every l ∈ N, we can choose two
orbits

(
xl1, . . . , x

l
nl

)
,
(
yl1, . . . , y

l
nl

)
∈ Onl

(T ), nl ∈ N, nl > l satisfying that d
(
xlk, y

l
k

)
<

ϵ2 for every k ∈ (nl], and that there exists j ∈ (nl − l] such that d
(
xlj, y

l
j

)
⩾ ϵ1.

Assume j = 1, otherwise substitute
(
xlj, . . . , x

l
nl

)
and

(
ylj, . . . , y

l
nl

)
for

(
xl1, . . . , x

l
nl

)
and

(
yl1, . . . , y

l
nl

)
, respectively.

Extend each pair of orbits
(
xl1, . . . , x

l
nl

)
,
(
yl1, . . . , y

l
nl

)
∈ Onl

(T ) to
(
xl1, x

l
2, . . .

)
,(

yl1, y
l
2, . . .

)
∈ Oω(T ). Since Oω(T )×Oω(T ) is compact, we can choose an increasing

sequence of positive integers lr ∈ N, r ∈ N, such that
(
xlr1 , x

lr
2 , . . .

)
and

(
ylr1 , y

lr
2 , . . .

)
converge to (x01, x

0
2, . . . ) ∈ Oω(T ) and (y01, y

0
2, . . . ) ∈ Oω(T ) as r → +∞, respectively,

i.e., for each k ∈ N, xlrk and ylrk converge to x0k and y0k as r → +∞, respectively.

Fix an arbitrary k ∈ N, since for each r ∈ N with nlr > lr ⩾ k, we have d
(
xlrk , y

lr
k

)
<

ϵ2, and since lr tends to +∞ as r → +∞, we get d
(
x0k, y

0
k

)
= limr→+∞ d

(
xlrk , y

lr
k

)
⩽ ϵ2.

This implies x0k = y0k for each k ∈ N because ϵ2 is an expansive constant of T .
Recall d

(
xl1, y

l
1

)
⩾ ϵ1 for all l ∈ N. Thus we have

0 = d(x01, y
0
1) = lim

r→+∞
d
(
xlr1 , y

lr
1

)
⩾ ϵ1 > 0,

which is impossible. □

This lemma leads to the following corollaries.

Corollary 6.6. Let T be a forward expansive correspondence on a compact metric
space (X, d) with an expansive constant ϵ > 0 and A be a finite Borel measurable

partition of X with meshA < ϵ. Then limn→+∞ mesh Ãn
T = 0.

Proof. Fix an arbitrary δ ∈ (0, ϵ). Since ϵ is an expansive constant for T , δ is also an
expansive constant for T . Choose N ∈ N such that 1

2N
< δ

2
. By Lemma 6.5, we can

choose L ∈ N greater than N with the following property:
For each n ∈ N greater than L, if two orbits (x1, . . . , xn), (y1, . . . , yn) ∈ On(T )

satisfy d(xk, yk) < ϵ for all k ∈ (n], then d(xk, yk) <
δ
2
holds for all k ∈ (n− L].

Fix an arbitrary n ∈ N greater than N+L. If two orbits (x1, x2, . . . ), (y1, y2, . . . ) ∈
Oω(T ) belong to the same element in the partition Ãn

T , then we have d(xk, yk) < ϵ for
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all k ∈ (n] by meshA < ϵ. Then it follows from the property of L that d(xk, yk) <
δ
2

for all k ∈ (n− L], so

dω((x1, x2, . . . ), (y1, y2, . . . )) ⩽
n−L∑
k=1

1

2k
δ

1 + δ
+

+∞∑
k=n−L+1

1

2k
<
δ

2
+

1

2N
⩽ δ.

Consequently, we have mesh Ãn
T ⩽ δ. Since δ is chosen arbitrarily, we conclude that

limn→+∞ mesh Ãn
T = 0. □

Corollary 6.7. Let T be a forward expansive correspondence on a compact metric
space X with an expansive constant ϵ > 0, ν be a σ-invariant Borel probability measure
on Oω(T ), and A be a finite Borel measurable partition of X with meshA < ϵ. Then

the partition Ã1
T of Oω(T ) is a finite one-sided generator for ν, i.e., if x, y ∈ Oω(T )

satisfy Ã1
T (σ

n(x)) = Ã1
T (σ

n(y)) for all n ∈ N, then x = y. Moreover, we have

(6.2) hν(σ) = hν
(
σ, Ã1

T

)
.

Proof. By Corollary 6.6 and Lemma D.1, we can choose n ∈ N such that mesh Ãn
T

is less than some expansive constant for σ. By [PU10, Lemma 3.5.5], we get that

the partition Ãn
T is a finite one-sided generator for ν, i.e., if x, y ∈ Oω(T ) satisfy

Ãn
T (σ

m(x)) = Ãn
T (σ

m(y)) for all m ∈ N, then x = y. Recall Ãn
T =

∨n−1
k=0 σ

−k(Ã1
T

)
,

so Ãn
T (σ

m(x)) = Ãn
T (σ

m(y)) is equivalent to the statement that Ã1
T

(
σm+k(x)

)
=

Ã1
T

(
σm+k(y)

)
holds for all k ∈ [n− 1]. Hence, the fact that Ãn

T is a finite one-sided

generator for ν implies that Ã1
T is a finite one-sided generator for ν. Finally, (6.2)

follows by [PU10, Theorem 2.8.7 (b)]. □

6.2. Properties of the induced partition Ãn
T of the orbit space. We show the

following lemma in this subsection.

Proposition 6.8. Let T be a forward expansive correspondence on a compact metric
space (X, d) with an expansive constant ϵ > 0, A be a finite measurable partition of
X with meshA < ϵ, ν ∈ P(Oω(T ),R), and f ∈ B(Oω(T ),R). Then for ν-almost
every x ∈ Oω(T ), the following properties hold:

(i) For all n ∈ N, we have ν
(
Ãn
T (x)

)
> 0.

(ii) The following limit exists and the equality holds:

lim
n→+∞

1

ν
(
Ãn
T (x)

) ∫
Ãn

T (x)

f dν = f(x).

Proof. Set S :=
{
x ∈ Oω(T ) : ν

(
Ãn
T (x)

)
= 0 for some n ∈ N

}
.

For each N ∈ N, set

JN :=

{
x ∈ Oω(T ) : ν

(
Ãn
T (x)

)
> 0 for all n ∈ N and

lim sup
m→+∞

1

ν
(
Ãm
T (x)

) ∫
Ãm

T (x)

|f(x)− f(x)| dν(x) > 1

N

}
.
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Note that all orbits in Oω(T ) \
(
S ∪

(⋃+∞
N=1 JN

))
satisfy properties (i) and (ii), so

we aim to show that this set is of full measure in terms of ν.
To this end, we first show S ∈ B(Oω(T )) and ν(S) = 0.

Write D :=
{
A ∈

⋃+∞
n=1 Ãn

T : ν(A) = 0
}
. Note S =

⋃
D ∈ B(Oω(T )). Since⋃+∞

n=1 Ãn
T , a countable union of finite sets, is countable, its subset D is also countable.

Consequently, we get ν(S) = ν(
⋃

D) = 0.
Next, we fix an arbitrary N ∈ N and turn our attention to the structure of JN .

Fix an arbitrary n ∈ N. For eachA ∈ Ãn
T , since f : Oω(T ) → R is Borel measurable,

the integral
∫
A
|f(x) − f(x)| dν(x), as a function of x, is Borel measurable on A. If

A \ S ̸= ∅, then ν(A) > 0. In this case, the function

1

ν
(
Ãn
T (x)

) ∫
Ãn

T (x)

|f(x)− f(x)| dν(x) = 1

ν(A)

∫
A

|f(x)− f(x)| dν(x),

in the variable x, is Borel measurable on A \ S. Thus
1

ν
(
Ãn
T (x)

) ∫
Ãn

T (x)

|f(x)− f(x)| dν(x),

as a function of x, is Borel measurable on Oω(T ) \ S. Since n ∈ N is arbitrary, we
conclude that JN is a Borel set.
We choose M > 0 such that |f(x)| ⩽ M for all x ∈ Oω(T ). Fix an arbitrary

δ > 0. By Lusin’s theorem (see for example, [Fol99, Theorem 7.10]), we can choose
a continuous function g : Oω(T ) → R with the following properties:

(a) For each x ∈ Oω(T ), we have |g(x)| ⩽M .

(b) The compact set K := {x ∈ Oω(T ) : f(x) = g(x)} satisfies ν(K) > 1− δ.

Fix an arbitrary x ∈ JN . We have

(6.3)

1

N
< lim sup

n→+∞

1

ν
(
Ãn
T (x)

) ∫
Ãn

T (x)

|f(x)− f(x)| dν(x)

⩽ |f(x)− g(x)|+ h(x) + lim sup
n→+∞

1

ν
(
Ãn
T (x)

) ∫
Ãn

T (x)

|g(x)− g(x)| dν(x),

where

h(x) := lim sup
n→+∞

1

ν
(
Ãn
T (x)

) ∫
Ãn

T (x)

|f(x)− g(x)| dν(x).

By Corollary 6.6 and the fact that g is continuous, we have

lim sup
n→+∞

1

ν
(
Ãn
T (x)

) ∫
Ãn

T (x)

|g(x)− g(x)| dν(x) = 0.

As a result, (6.3) implies that either f(x) ̸= g(x), in which case x ∈ Oω(T ) \K, or
h(x) > 1/N .

Set

IN :=
{
x ∈ Oω(T ) : ν

(
Ãn
T (x)

)
> 0 for all n ∈ N and h(x) > 1/N

}
.
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Then JN ⊆ IN ∪ (Oω(T ) \K). Write

C :=

{
A ∈

+∞⋃
n=1

Ãn
T :

∫
A

|f(x)− g(x)| dν(x) > ν(A)

N

}
.

For each x ∈ IN , choose n ∈ N such that

1

ν
(
Ãn
T (x)

) ∫
Ãn

T (x)

|f(x)− g(x)| dν(x) > 1

N
.

This inequality implies that x ∈ Ãn
T (x) ∈ C, and thus x ∈

⋃
C. Hence, IN ⊆

⋃
C.

For each n ∈ N, define Cn ⊆ C inductively as follows:

(1) First, set C1 := Ã1
T ∩ C.

(2) For each n ∈ N, set Cn+1 := Cn ∪
{
A ∈ Ãn+1

T ∩ C : A ∩
⋃
Cn = ∅

}
.

From the inductive definition, we can see Cn ⊆
⋃n
k=1 Ãk

T for all n ∈ N, and thus Cn
is a finite set for all n ∈ N.

Claim 1. For each n ∈ N, elements in Cn are mutually disjoint.

Indeed, we establish the claim by induction on n. First, C1 ⊆ Ã1
T implies that

elements in C1 are mutually disjoint. Moreover, for each n ∈ N, Cn+1 \ Cn ⊆ Ãn+1
T

implies that elements in Cn+1 \ Cn are mutually disjoint, and the requirement A ∩⋃
Cn = ∅ in the definition of Cn+1 implies that each element in Cn+1 \ Cn does not

intersect with any element in Cn. The above arguments show that for each n ∈ N, if
elements in Cn are mutually disjoint, then the elements in Cn+1 are mutually disjoint.
Claim 1 now follows by induction on n.

Let C ′ :=
⋃+∞
n=1 Cn ⊆ C. Since C1 ⊆ C2 ⊆ · · · , elements in C ′ are also mutually

disjoint. The fact that Cn is finite for each n ∈ N implies that C ′ is countable.

Claim 2.
⋃

C ′ =
⋃

C.
We already have

⋃
C ′ ⊆

⋃
C since C ′ ⊆ C. We argue by contradiction and suppose⋃

C ′ ⫋
⋃

C. Choose x ∈ (
⋃

C) \ (
⋃
C ′). Then we choose n ∈ N and A ∈ C with the

following properties:

(1) x ∈ A ∈ Ãn
T ;

(2) For each k ∈ (n− 1], there is no Borel set A′ ∈ C with x ∈ A′ ∈ Ãk
T .

We have A /∈ C ′ since x ∈ A and x /∈
⋃
C ′. If n = 1, then A ∈ Ã1

T ∩ C = C1 ⊆ C ′.
This contradicts A /∈ C ′. If n > 1, then Cn ⊆ C ′ and A /∈ C ′ indicate that

A /∈ Cn = Cn−1 ∪
{
B ∈ Ãn

T ∩ C : B ∩
⋃

Cn−1 = ∅
}
.

Since A ∈ Ãn
T∩C, we get A∩

⋃
Cn−1 must be non-empty. Choose B ∈ Cn−1 ⊆

⋃n−1
k=1 Ãk

T

intersecting with A and then choose k ∈ (n− 1] such that B ∈ Ãk
T . Since the

partition Ãn
T is finer than the partition Ãk

T , A ∩ B ̸= ∅ implies A ⊆ B. As a result,
we have x ∈ A ⊆ B ∈ Cn−1 ⊆ C ′, which implies that x ∈

⋃
C ′. This contradicts

x ∈ (
⋃
C) \ (

⋃
C ′), and we conclude that Claim 2 holds.
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Since C ′ is countable and each pair of elements in C ′ is disjoint, we have∫
⋃

C′
|f − g| dν =

∑
A∈C′

∫
A

|f − g| dν > 1

N

∑
A∈C′

ν(A) =
1

N
ν
(⋃

C ′).
On the other hand, recall that the inequalities |f(x)| ⩽ M and |g(x)| ⩽ M hold

for all x ∈ Oω(T ). We have∫
⋃

C′
|f − g| dν ⩽

∫
Oω(T )

|f − g| dν ⩽ 2M · ν(Oω(T ) \K) ⩽ 2Mδ.

Since IN ⊆
⋃

C =
⋃

C ′, we get

ν(IN) ⩽ ν
(⋃

C ′) < N

∫
⋃

C′
|f − g| dν ⩽ 2MNδ.

Since JN ⊆ IN∪(Oω(T )\K), we get ν(JN) ⩽ ν(IN)+ν(Oω(T )\K) < (2MN+1)δ.
As δ > 0 is chosen arbitrarily, taking δ → 0+ we get ν(JN) = 0, which holds for every
N ∈ N.

Recall that ν(S) = 0 and that all orbits in Oω(T ) \
(
S ∪

(⋃+∞
N=1 JN

))
satisfy

properties (i) and (ii) in the statement of Proposition 6.8. Therefore, we conclude
that ν-almost every point x ∈ Oω(T ) satisfies properties (i) and (ii). □

6.3. Rokhlin formulas. This subsection is devoted to showing Proposition 6.9 and
Theorem 6.11. We first use the Shannon–McMillan–Breiman Theorem and Proposi-
tion 6.8 to establish the formula in Proposition 6.9, a variant of the Rokhlin formula
for measure-theoretic entropy of shift maps. Then we use this formula to establish
the formula in Theorem 6.11, the Rokhlin formula for measure-theoretic entropy of
transition probability kernels. Finally, in Remark 6.12, we point out that an equiv-
alent form of the classical Rokhlin formula for forward expansive single-valued map
(see for example, [PU10, Theorem 2.9.7]) can be deduced from Theorem 6.11. That is
why we call the formulas in Proposition 6.9 and Theorem 6.11 the Rokhlin formulas .
This subsection and Subsection 6.5 rely on Appendix A.2.

Let µ be a probability measure on some measurable space (Y,B(Y )). If there
exists a countable measurable set A ∈ B(Y ) such that ν(A) = 1, then we set

(6.4) H(ν) := −
∑
y∈A

ν({y}) log(ν({y})),

where we follow the convention that 0 log 0 = 0. If ν(A) < 1 for all countable
measurable set A ∈ B(Y ), then we set H(ν) = +∞.
Let ν be an arbitrary Borel probability measure on Oω(T ). Denote by ν̂ the Borel

probability measure on Xω given by ν̂(A) := ν(A ∩ Oω(T )) for all A ∈ B(Xω).

Proposition 6.9. Let T be a forward expansive correspondence on the compact met-
ric space (X, d) with an expansive constant ϵ > 0, ν be a σ-invariant Borel probability
measure on Oω(T ), and P be a backward conditional transition probability kernel of
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ν̂ from Xω to X supported on O2(T )×Xω. Then we have

hν(σ) =

∫
Oω(T )

H(Px) dν(x).

See Definition A.14 for the notion of backward conditional transition probability
kernels.

Proof. Choose a finite Borel measurable partition A of X with meshA < ϵ. Recall

for each n ∈ N, Ãn
T = {B1 × · · · ×Bn×Xω ∩Oω(T ) : B1, . . . , Bn ∈ A}, and that for

each x ∈ Oω(T ), Ãn
T (x) is the element in Ãn

T containing x.

For each n ∈ N, set Ã1,n+1
T :=

{
X × A ∩ Oω(T ) : A ∈ Ãn

T

}
= σ−1

(
Ãn
T

)
, and for

each x ∈ Oω(T ), denote by Ã1,n+1
T (x) the element in Ã1,n+1

T containing x. We can

check that Ã1,n+1
T (x) = σ−1

(
Ãn
T (σ(x))

)
holds for all x ∈ Oω(T ), thus ν

(
Ã1,n+1
T (x)

)
=

ν ◦ σ−1
(
Ãn
T (σ(x))

)
= ν

(
Ãn
T (σ(x))

)
.

We could verify Ãn
T =

∨n−1
k=0 σ

−k(Ã1
T

)
and Ã1,n+1

T =
∨n
k=1 σ

−k(Ã1
T

)
. By Corol-

lary 6.7, we have hν(σ) = hν
(
σ, Ãn

T

)
.

Applying the Shannon–McMillan–Breiman Theorem to the measure-preserving
system

(Oω(T ),B(Oω(T )), ν, σ) with the partition Ã1
T , we get that for ν-almost every x ∈

Oω(T ), ν
(
Ã1,n+1
T (x)

)
> 0 holds for all n ∈ N, the limit lim

n→+∞

ν(Ãn+1
T (x))

ν(Ã1,n+1
T (x))

exists, and

we have

hν(σ) = hν
(
σ, Ã1

T

)
=

∫
Oω(T )

− log

(
lim

n→+∞

ν
(
Ãn+1
T (x)

)
ν
(
Ã1,n+1
T (x)

)) dν(x).

Note that σ′ : Xω → Xω is the projection map from Xω = X × Xω onto Xω.
Applying (A.15) in Remark A.12 and writing

L1 := lim
n→+∞

ν
(
Ãn+1
T (x0, x1, . . . )

)
ν
(
Ã1,n+1
T (x0, x1, . . . )

) and L2 := lim
n→+∞

ν
(
Ãn+1
T (x0, x1, . . . )

)
ν
(
Ãn
T (x1, x2, . . . )

)
we get

(6.5)

hν(σ) =

∫
Xω

(∫
X

− logL1 dP(x1,x2,... )(x0)

)
d(ν̂ ◦ (σ′)−1)(x1, x2, . . . )

=

∫
Oω(T )

( ∑
x0∈T−1(x1)

−P(x1,x2,... )({x0}) logL2

)
dν(x1, x2, . . . ).

Since σ(Oω(T )) = Oω(T ) ∩ T (X) × Xω, we have σ−1(Oω(T ) ∩ T (X) × Xω) =
Oω(T ), and thus ν(Oω(T ) ∩ T (X)×Xω) = ν(Oω(T )) = 1. This allows us to assume
(x1, x2, . . . ) ∈ Oω(T ) ∩ T (X) × Xω in the integrand in the right-hand side of (6.5).
Now we fix an arbitrary orbit (x1, x2, . . . ) ∈ Oω(T ) with x1 ∈ T (X) and compute
this integrand.

Fix an arbitrary x0 ∈ T−1(x1). Recall that A(x0) refers to the element of A
containing x0. Since P is a backward conditional transition probability kernel of ν̂
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from Xω to X supported by O2(T )×Xω and since x1 ∈ T (X), the measure P(x1,x2,... )

is supported on T−1(x1). Note that the diameter of A(x0) is less than ϵ, an expansive
constant for T , by Remark 6.2 we get that A(x0) ∩ T−1(x1) = {x0}. Consequently,
(6.6) P(x1,x2,... )(A(x0)) = P(x1,x2,... )({x0}).

Also, by the definition of the partitions Ãn
T , we have Ãn+1

T (x0, x1, . . . ) = A(x0) ×
A(x1) × · · · × A(xn) × Xω ∩ Oω(T ) = A(x0) × Ãn

T (x1, x2, . . . ) ∩ Oω(T ). Applying
Proposition 6.8 to the Borel measurable function that assigns each x ∈ Oω(T ) the
value P(x,A(x0)), by Definition A.14 (b), we get

(6.7)

P((x1, x2, . . . ),A(x0)) = lim
n→+∞

∫
Ãn

T (x1,x2,... )
P(x,A(x0)) dν(x)

ν
(
Ãn
T (x1, x2, . . . )

)
= lim

n→+∞

ν
(
A(x0)× Ãn

T (x1, x2, . . . ) ∩ Oω(T )
)

ν
(
Ãn
T (x1, x2, . . . )

)
= lim

n→+∞

ν
(
Ãn+1
T (x0, x1, . . . )

)
ν
(
Ãn
T (x1, x2, . . . )

) .

By (6.5), (6.6), and (6.7), we have

hν(σ) = −
∫
Oω(T )

∑
x0∈T−1(x1)

P(x1,x2,... )({x0}) log
(
P(x1,x2,... )({x0})

)
dν(x1, x2, . . . ).

Therefore, by (6.4) we conclude hν(σ) =
∫
Oω(T )

H(Px) dν(x) as we want. □

Lemma 6.10. Let T be a correspondence on a compact metric space (X, d), Q be
a transition probability kernel on X supported by T , and µ be a Q-invariant Borel
probability measure on X. If R is a backward conditional transition probability kernel

of µQ[1] from X to X supported on O2(T ), then the transition probability kernel R̃
from Xω to X given by

(6.8) R̃((x1, x2, . . . ), B) := R(x1, B) for all (x1, x2, . . . ) ∈ Xω and B ∈ B(X)

is a backward conditional transition probability kernel of µQω from Xω to X supported
on O2(T )×Xω.

Proof. To verify that R̃ is a backward conditional transition probability kernel of
µQω from Oω(T ) to X supported on O2(T )×Xω, we should check the properties (a)
and (b) in Definition A.14.

First, because R is a backward conditional transition probability kernel of µQ[1]

from X to X supported on O2(T ), by Definition A.14 (a), Rx is supported on T−1(x)
for all x ∈ T (X). For each (x1, x2, . . . ) ∈ T (x) × Xω, since Rx1 is supported on

T−1(x1), we have R̃
(
(x1, x2, . . . ), T

−1(x1)
)

= R
(
x1, T

−1(x1)
)

= 1. Thus Defini-

tion A.14 (a) holds for R̃ as T (X)×Xω = σ′(O2(T )×Xω).
By Remark A.15, we have µQ[1] =

(
µR[1]

)
◦ ι−1

2 , so Lemma A.10 indicates µQ[n] =(
µR[n]

)
◦ ι−1

n+1 for all n ∈ N. Thus, by (5.7) and (A.4) in Lemma A.3, for every n ∈ N
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and every A0, A1, . . . , An ∈ B(X) we have∫
A1×···×An×Xω

R̃(x,A0) d(µQω)(x) =

∫
A1×···×An

R(x1, A0) d
(
µQ[n−1]

)
(x1, . . . , xn)

=

∫
An×···×A1

R(x1, A0) d
(
µR[n−1]

)
(xn, . . . , x1)

=
(
µR[n]

)
(An × · · · × A0)

=
(
µQ[n]

)
(A0 × · · · × An)

= (µQω)(A0 × · · · × An ×Xω).

This is equivalent to the property (b) in Definition A.14 for R̃ by the Dynkin’s

π-λ Theorem, corresponding to (b2) in Remark A.12. Therefore, R̃ is a backward
conditional transition probability kernel of µQω from Xω to X supported on O2(T )×
Xω. □

Theorem 6.11. Let T be a forward expansive correspondence on a compact metric
space (X, d), Q be a transition probability kernel on X supported by T , and µ be a Q-
invariant Borel probability measure on X. If R is a backward conditional transition
probability kernel of µQ[1] from X to X supported on O2(T ), then we have

hµ(Q) =

∫
X

H(Rx) dµ(x).

Proof. First, by Lemma 6.10, the transition probability kernel R̃ given by (6.8) is a
backward conditional transition probability kernel of µQω from Xω to X supported
on O2(T )×Xω.

Thus by Proposition 6.9 and Theorem 5.24,

hµ(Q) = hµQω |T (σ) =

∫
Oω(T )

H
(
R̃(x1,x2,... )

)
d(µQω|T )(x1, x2, . . . )

=

∫
Oω(T )

H(Rx1) d(µQω|T )(x1, x2, . . . )

=

∫
X

H(Rx1) dµ(x1),

where the last equality follows from taking n = 0 in (5.7).
Therefore hµ(Q) =

∫
X
H(Rx) dµ(x). □

Remark 6.12. If the forward expansive correspondence T in Theorem 6.11 is induced
by a single-valued forward expansive map f , i.e., T = Cf , we can conclude the
following statement, which is equivalent to the Rokhlin formula (see for example,
[PU10, Theorem 2.9.7])

Let X be a compact metric space, f : X → X be a forward expansive continuous
map, and µ be an f -invariant Borel probability measure on X. If R is a transition
probability kernel onX that satisfies µ

(
A∩f−1(B)

)
=

∫
B
R(x,A) dµ(x) for all A, B ∈
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B(X), then we have

(6.9) hµ(f) =

∫
X

H(Rx) dµ(x).

6.4. Proof of Theorem D. We aim to establish Theorem D for general correspon-
dences in this subsection.

Let (X, d) be a compact metric space. Recall that a transition probability kernel
Q on X is supported by a correspondence T on X if Q(x, T (x)) = 1 holds for all
x ∈ X.

Lemma 6.13. Let Q be a transition probability kernel on a compact metric space
(X, d) supported by a correspondence T on X and µ be a Borel probability measure
on X. Then the measure µQ[n−1] is supported on On(T ) for every n ∈ N, and the
measure µQω is supported on Oω(T ).

Proof. First we show that for each n ∈ N and each point x ∈ X, we have

(6.10) Q[n−1](x,On(T )) = 1.

If n = 1, the equality (6.10) holds because Q[0](x,O1(T )) = îdX(x,X) = 1.
Now suppose that (6.10) holds for some n ∈ N. By (5.4), we have

Q[n](x,On+1(T ))

=

∫
(x1,...,xn)∈Xn

Q(xn, πn+1(x1, . . . , xn;On+1(T ))) dQ[n−1]
x (x1, . . . , xn)

=

∫
(x1,...,xn)∈On(T )

Q(xn, T (xn)) dQ[n−1]
x (x1, . . . , xn)

=

∫
(x1,...,xn)∈On(T )

dQ[n−1]
x (x1, . . . , xn)

= Q[n−1](x,On(T ))

= 1,

where the second-to-last equality follows from Q(xn, T (xn)) = 1 because Q is sup-
ported by T . Hence by induction, we get that the equality (6.10) holds for all n ∈ N.
For each n ∈ N, by (6.10) and Definition 5.6, we have(

µQ[n−1]
)
(On(T )) =

∫
X

Q[n−1](x,On(T )) dµ(x) =

∫
X

dµ = 1.

By (5.7), we get

(µQω)(Oω(T )) = (µQω)

(+∞⋂
n=1

On(T )×Xω

)
= lim

n→+∞
(µQω)

(
On(T )×Xω

)
= lim

n→+∞

(
µQ[n−1]

)
(On(T )) = lim

n→+∞
1 = 1.

Therefore µQ[n−1] is supported on On(T ) for every n ∈ N, and µQω is supported on
Oω(T ). □
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Remark 6.14. Suppose that Q is supported by T . Denote by µQω|T the restricted
measure of µQω on Oω(T ). Since (µQω)(Oω(T )) = 1 and Oω(T ) is forward-invariant
under σ′ : Xω → Xω, the measure-preserving system (Oω(T ),B(Oω(T )), µQω|T , σ)
is isomorphic to

(
Xω,B(Xω), µQω, σ′), so their entropies are equal. Thus we can

rewrite Theorem 5.24 as

(6.11) hµ(Q) = hµQω |T (σ).

Recall the projection maps π̃1, π̃2, and π̃12 given in (2.5). Let T be a correspondence
on a compact metric space (X, d). In Proposition A.11, if X1 = X2 = X and
M = O2(T ), then for a Borel probability measure µ on X and a transition probability
kernel Q on X, the property (a) in Proposition A.11 means that Q is supported by
T , and the property (b) means that µQ[1] = ν. Proposition A.11 also indicates
µ = ν ◦ π̃−1

1 . Consequently, we get the following proposition.

Proposition 6.15. Let T be a correspondence on a compact metric space (X, d) and
ν be a Borel probability measure on X2 supported on O2(T ). Then there exists a
transition probability kernel Q on X supported by T such that (ν ◦ π̃−1

1 )Q[1] = ν.
Moreover, if two transition probability kernels Q and Q′ on X satisfy ν = (ν ◦

π̃−1
1 )Q[1] = (ν ◦ π̃−1

1 )Q′[1], then for each A ∈ B(X), Q(x,A) = Q′(x,A) holds for
ν ◦ π̃−1

1 -almost every x ∈ X.

Lemma 6.16. Let T be a correspondence on a compact metric space X and ν be
a σ-invariant Borel probability measure on Oω(T ). Then there exists a transition
probability kernel Q on X supported by T such that ν ◦ π̃−1

1 ∈ M(X,Q) and (ν ◦
π̃−1
1 )Q[1] = ν ◦ π̃12.

Proof. The measure ν ◦ π̃−1
12 is a Borel probability measure on X2 supported on O2(T )

because the image of π̃12 lies inO2(T ). By Proposition 6.15, we can choose a transition
probability kernel Q on X supported by T such that ν ◦ π̃−1

12 = ((ν ◦ π̃−1
12 )◦ π̃−1

1 )Q[1] =
(ν ◦ π̃−1

1 )Q[1]. Since ν is σ-invariant and
(
(ν ◦ π̃−1

1 )Q[1]
)
◦ π̃−1

2 = (ν ◦ π̃−1
1 )Q from

(A.10), we have

(ν ◦ π̃−1
1 )Q =

(
(ν ◦ π̃−1

1 )Q[1]
)
◦ π̃−1

2 = (ν ◦ π̃−1
12 ) ◦ π̃−1

2

= ν ◦ π̃−1
2 = (ν ◦ σ−1) ◦ π̃−1

1 = ν ◦ π̃−1
1 .

Therefore, ν ◦ π̃−1
1 = µ is Q-invariant. □

Now let us give the proof of Theorem D.

Proof of Theorem D. (i) Since σ is a continuous transformation on the compact met-
ric space Oω(T ), by the Bogolyubov–Krylov Theorem (see for example, [PU10, The-
orem 3.1.8]), we can choose a Borel probability measure ν on Oω(T ) that is invariant
under σ. Then Theorem D (i) follows from Lemma 6.16.

(ii) Let Q be an arbitrary transition probability kernel on X supported by T and
µ be an arbitrary Q-invariant probability measure on X.

By Remark 5.8 and (A.10), we have Q[1]
x ◦ π̃−1

2 =
(
δxQ[1]

)
◦ π̃−1

2 = δxQ = Qx.
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We apply the (classical) Variational Principle to the dynamical system (Oω(T ), σ):

P
(
σ, ϕ̃

)
= sup

ν

{
hν(σ) +

∫
Oω(T )

ϕ̃ dν

}
,

where the measure ν ranges over all σ-invariant Borel probability measures on Oω(T ).
Since µQω|T is a σ-invariant probability measure on Oω(T ) for arbitrary µ and Q,

we get

P
(
σ, ϕ̃

)
⩾ sup

Q,µ

{
hµQω |T (σ) +

∫
Oω(T )

ϕ̃ d(µQω|T )
}
.

Recall P (T, ϕ) = P
(
σ, ϕ̃

)
from Theorem 4.9 and hµ(Q) = hµQω |T (σ) from (6.11).

We can rewrite the inequality above as

P (T, ϕ) ⩾ sup
Q,µ

{
hµ(Q) +

∫
Oω(T )

ϕ̃ d(µQω|T )
}
.

Since Qx(T (x)) = 1 for all x ∈ X and since µQω(Oω(T )) = 1 from Lemma 6.13,
the equality (A.11) can be written as∫

Oω(T )

ϕ̃ d(µQω) =

∫
X

∫
T (x1)

ϕ(x1, x2) dQx1(x2) dµ(x1).

Therefore we get

P (T, ϕ) ⩾ sup
Q,µ

{
hµ(Q) +

∫
X

∫
T (x1)

ϕ(x1, x2) dQx1(x2) dµ(x1)

}
,

i.e., we complete the proof of statement (ii). □

In addition, the following result is useful in Subsection 3.1, and its proof uses the
similar techniques in this subsection.

Proposition 6.17. Let T be a correspondences on a compact metric space X, Y ∈
F(X) such that T |Y is a correspondence on Y , and ϕ ∈ C(O2(X),R). Assume
that for each Borel probability measure µ on X with the property that there exists a
transition probability kernel Q on X such that µ is Q-invariant, we have µ(Y ) = 1.
Then P (T, ϕ) = P (T |Y , ϕ|O2(T |Y )).

Proof. Denote by σX the shift map on Oω(T ), by σY := σX |Y ω∩Oω(X) the shift map on

Oω(T |Y ) = Y ω ∩ Oω(X), by ϕ̃X ∈ C(Oω(T ),R) given by ϕ̃X(x1, x2, . . . ) := ϕ(x1, x2)

for all (x1, x2, . . . ) ∈ Oω(T ), and by ϕ̃Y ∈ C(Oω(T |Y ),R) given by ϕ̃Y (x1, x2, . . . ) :=
ϕ(x1, x2) for all (x1, x2, . . . ) ∈ Oω(T |Y ). By Theorem 4.9, we have P (T, ϕ) =

P
(
σX , ϕ̃X

)
and P (T |Y , ϕ|O2(T |Y )) = P

(
σY , ϕ̃Y

)
.

Fix an arbitrary σX-invariant Borel probability measure ν onOω(T ). By Lemma 6.16,
the measure µ on X given by µ(A) := ν(A × Xω ∩ Oω(T )) for all A ∈ B(X)
is Q-invariant for some transition probability kernel Q on X, so µ(Y ) = 1, i.e.,
ν(Y ×Xω∩Oω(T )) = 1. Since ν is σX-invariant, we have ν(X

n×Y ×Xω∩Oω(T )) =
ν(σ−n

X (Y ×Xω∩Oω(T ))) = ν(Y ×Xω∩Oω(T )) = 1 holds for all n ∈ N0. Consequently,
we have ν(Oω(T |Y )) = ν(Y ω ∩ Oω(T )) = ν(∩+∞

n=0(X
n × Y ×Xω ∩ Oω(T ))) = 1.
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We have proved that ν(Oω(T |Y )) = 1 holds for all σX-invariant Borel probability

measure ν on Oω(T ). Since ϕ̃Y = ϕ̃X |Oω(T |Y ), applying the classical Variational

Principle (B.7) for σX with the potential ϕ̃X and σY with the potential ϕ̃Y , we

get P
(
σX , ϕ̃X

)
= P

(
σY , ϕ̃Y

)
. Recall P (T, ϕ) = P

(
σX , ϕ̃X

)
and P (T |Y , ϕ|O2(T |Y )) =

P
(
σY , ϕ̃Y

)
, so we conclude P (T, ϕ) = P (T |Y , ϕ|O2(T |Y )). □

6.5. Proof of Theorem A. We aim to proceed with the proof of Theorem A for
forward expansive correspondences in this subsection.

For a correspondence T on a compact metric space (X, d), recall that π̃12 : Oω(T ) →
X2 is the projection given by π̃12(x1, x2, . . . ) = (x1, x2). For a Borel probability
measure ν on Oω(T ), set ν12 := ν ◦ π̃−1

12 , a Borel probability measure on X2. Note
that ν12 is supported on O2(T ) because the image of π̃12 lies in O2(T ). The following
proposition is useful to prove Theorem A.

Proposition 6.18. Let T be a forward expansive correspondence on a compact metric
space (X, d) with an expansive constant ϵ > 0 and ν be a σ-invariant Borel probability
measure on Oω(T ). If a transition probability kernel Q on X supported by T and a
Q-invariant Borel probability measure µ on X satisfying ν12 = µQ[1], then hν(σ) ⩽
hµ(Q).

Proof. Recall ν̂ be the measure on Xω given by ν̂(A) = ν(A ∩ Oω(T )) for all A ∈
B(Xω). Let P be a backward conditional transition probability kernel of ν̂ from Xω

to X supported on O2(T )×Xω and S be a forward conditional transition probability
kernel of ν̂ from X to Xω supported on Oω(T ). Proposition 6.9 indicates

hν(σ) =

∫
Oω(T )

H(Px) dν(x).

By Corollary A.4, ν12 = µQ[1] implies µ = ν12 ◦ π̃−1
1 = (ν ◦ π̃−1

12 ) ◦ π̃−1
1 = ν ◦ π̃−1

1 .
Applying (A.15) in Remark A.12 (b3) for S we get

(6.12) hν(σ) =

∫
X

(∫
Oω(T )

H(P(x1,x2,... )) dSx1(x2, x3, . . . )
)
dµ(x1).

Recall from Remark 6.2 that T−1(x1), on which the measure P(x1,x2,... ) are sup-
ported, is a finite set. Since the map x 7→ x log x is a convex function for x ∈ [0, 1],
by (6.4) and Jensen’s inequality we have for each x1 ∈ X,
(6.13)∫

Oω(T )

H(P(x1,x2,... )) dSx1(x2, x3, . . . )

= −
∑

x0∈T−1(x1)

∫
Oω(T )

P((x1, x2, . . . ), {x0}) log(P((x1, x2, . . . ), {x0})) dSx1(x2, x3, . . . )

⩽ −
∑

x0∈T−1(x1)

R(x1, {x0}) log(R(x1, {x0})),
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where R(x1, {x0}) :=
∫
Oω(T )

P((x1, x2, . . . ), {x0}) dSx1(x2, x3, . . . ) for all (x0, x1) ∈
O2(T ). Moreover, for each x1 ∈ X and A ∈ B(X), define

(6.14) R(x1, A) :=

∫
Oω(T )

P((x1, x2, . . . ), A) dSx1(x2, x3, . . . ).

We can check that this R is a transition probability kernel on X. Now we verify
that R is a backward conditional transition probability kernel of µQ[1] from X to X
supported on O2(T ).

First, recall that P is a backward conditional transition probability kernel of
ν̂ from Xω to X supported on O2(T ) × Xω. By Definition A.14 (a), we have
P((x1, x2, . . . ), T

−1(x1)) = 1 for all (x1, x2, . . . ) ∈ T (X) × Xω. By (6.14), we have
R(x1, T

−1(x1)) = 1 for all x1 ∈ T (X).
Second, applying (A.15) for S, we have∫

B

R(x1, A) dµ(x1) =

∫
B

(∫
Oω(T )

P((x1, x2, . . . ), A) dSx1(x2, x3, . . . )
)
dµ(x1)

=

∫
B×Xω∩Oω(T )

P((x1, x2, . . . ), A) dν(x1, x2, . . . ).

Recall that P is a backward conditional transition probability kernel of ν̂ from Xω

to X supported on O2(T )×Xω. Definition A.14 (b) implies

ν(A×B ×Xω ∩ Oω(T )) =

∫
B×Xω∩Oω(T )

P((x1, x2, . . . ), A) dν(x1, x2, . . . ).

Hence,
∫
B
R(x1, A) dµ(x1) = ν(A×B×Xω∩Oω(T )) = ν12(A×B) =

(
µQ[1]

)
(A×B).

Applying the Dynkin’s π-λ Theorem (see the equivalence between the properties (b)
and (b1) in Remark A.12), we conclude that R is a backward conditional transition
probability kernel of µQ[1] from X to X supported on O2(T ) by Definition A.14.
Thus Theorem 6.11 indicates hµ(Q) =

∫
X
H(Rx) dµ(x). By (6.13), we get

hµ(Q) =

∫
X

∑
x0∈T−1(x1)

−R(x1, {x0}) log(R(x1, {x0})) dµ(x1)

⩾
∫
X

(∫
Oω(T )

H
(
P(x1,x2,... )

)
dSx1(x2, x3, . . . )

)
dµ(x1).

Therefore by (6.12) we conclude hν(σ) ⩽ hµ(Q). □

With all the preparations in previous subsections, we are now ready to prove The-
orem A.

Recall that a pair (µ, Q) consisting of a transition probability kernel Q on X
supported by T and a Q-invariant Borel probability measure µ on X is called an
equilibrium state for the correspondence T and the potential function ϕ if it satisfies
the equality (1.1).

Proof of Theorem A (1) and (2). By Proposition D.1, the forward expansiveness of
T implies that the shift map σ : Oω(T ) → Oω(T ) is forward expansive. By applying
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[PU10, Theorem 3.5.6] for the forward expansive dynamical system (Oω(T ), σ) with

the potential ϕ̃ : Oω(T ) → R, we can choose a σ-invariant Borel probability measure
ν on Oω(T ) such that the following equality holds:

P
(
σ, ϕ̃

)
= hν(σ) +

∫
Oω(T )

ϕ̃ dν.

We choose a transition probability kernelQ onX supported by T and aQ-invariant
Borel probability measure µ on X such that ν12 = µQ[1] (the existence of this choice
is ensured by Proposition 6.15). Then Proposition 6.18 indicates that hν(σ) ⩽ hµ(Q).

By Theorem 4.9 and (A.11), we have

P (T, ϕ) = P
(
σ, ϕ̃

)
= hν(σ) +

∫
Oω(T )

ϕ̃ dν

⩽ hµ(Q) +

∫
O2(T )

ϕ(x1, x2) dν12

= hµ(Q) +

∫
O2(T )

ϕ(x1, x2) d
(
µQ[1]

)
= hµ(Q) +

∫
X

∫
T (x1)

ϕ(x1, x2) dQx1(x2) dµ(x1).

By Theorem D, we have P (T, ϕ) ⩾ hµ(Q) +
∫
X

∫
T (x1)

ϕ(x1, x2) dQx1(x2) dµ(x1).

Thus we have P (T, ϕ) = hµ(Q) +
∫
X

∫
T (x1)

ϕ(x1, x2) dQx1(x2) dµ(x1). Together with

Theorem D, we manage to prove Theorem A except for P (T, ϕ) ∈ R. Now we show
it.

First, Remark 4.7 indicates that P (T, ϕ) > −∞.
Recall from Remark 6.2 that there exists M ∈ N such that #T (x) ≤ M for

all x ∈ X. Suppose that a transition probability kernel R on X satisfies the
two properties (a) and (b2) in Lemma 6.10. Then Theorem 6.11 indicates that
hµ(Q) =

∫
X
H(Rx) dµ(x). Since for each x ∈ X, the transition probability ker-

nel Rx is supported on T−1(x) (property (a) in Lemma 6.10), we have H(Rx) =
−
∑

y∈T−1(x)Rx({y}) log(Rx({y})) ⩽ logM for all x ∈ X. As a result, hµ(Q) ⩽
logM , and thus P (T, ϕ) = hµ(Q) +

∫
X

∫
T (x1)

ϕ(x1, x2) dQx1(x2) dµ(x1) ⩽ logM +

∥ϕ∥∞ < +∞. □

Let T be a forward expansive correspondence on a compact metric space X. If the
potential function is identically zero, then Theorem A (2) suggests that there exists a
transition probability kernelQ supported by T and aQ-invariant probability measure
µ on X such that h(T ) = hµ(Q). One can show that h(T ) and hµ(Q) are both non-
negative, so only in the case that h(T ) > 0 is the equality h(T ) = hµ(Q) non-trivial.
There have been some results that show h(T ) > 0 for some kinds of correspondences
T , for example, [PV17, Theorem C] and [RT18, Theorem 3.3]. Moreover, under their
restrictions on T , we conclude hµ(Q) > 0.



58 XIAORAN LI, ZHIQIANG LI, AND YIWEI ZHANG

7. Thermodynamic formalism for correspondences

In this section, we develop thermodynamic formalism in two different settings for
forward expansive correspondence T on a compact metric space X with a continuous
potential function ϕ : O2(T ) → R.

In the first version, we assume that T has the specification property (see Defini-
tion 7.1) and that ϕ is Bowen summable (see Definition 7.3), then the Variational
Principle holds, the equilibrium state exists and is unique in the sense of Theorem B,
and the unique equilibrium state can be obtained by the eigenvectors of the Ruelle
operator and its adjoint operator (see Theorem B for precise statements).

In the second version, we assume that T is distance-expanding (see Definition 7.5),
open (see Definition 7.11), and strongly transitive (see Definition 7.12) and ϕ is Hölder
continuous, then similar results hold and in addition, we get some equidistribution
properties (see Theorem C for precise statements).

7.1. Specification property and Bowen summability. First, we introduce the
specification property for correspondences. The notion of specification for correspon-
dences or set-valued maps has been discussed by B. E. Raines, T. Tennant [RT18],
as well as W. Cordeiro and M. J. Paćıfico [CP16]. But in order to ensure Appen-
dix B.3 (ii) and Proposition D.3, we give a definition for this notion with subtle
differences from theirs and slightly stronger than the specification property given in
[CP16, Definition 5.1].

Definition 7.1 (Specification property). We say that a correspondence T on a com-
pact metric space (X, d) has the specification property if, for an arbitrary ϵ > 0, there
exists M ∈ N depending only on ϵ with the following property:

For arbitrary n ∈ N, x10, . . . , xn0 ∈ X, m1, . . . , mn, p1, . . . , pn ∈ N with pj > M

for every j ∈ (n], and an orbit
(
xj0, x

j
1, . . . , x

j
mj−1

)
∈ Omj

(T ) for every j ∈ (n], there

exists an orbit z = (z0, z1, . . . ) ∈ Oω(T ) such that d
(
zm(j−1)+i, x

j
i

)
< ϵ for all j ∈ (n]

and i ∈ [mj − 1], where m(j) :=
∑j

k=1(mk + pk).

Recall D. Ruelle’s definition of specification property of a continuous map from
[Ru92, Section 1]:

Definition 7.2 (Ruelle’s specification property). We say that a continuous map
f : X → X on a compact space (X, d) has the specification property if, for an arbitrary
ϵ > 0, there exists M ∈ N depending only on ϵ with the following property:

For arbitrary n ∈ N, x1, . . . , xn ∈ X, and m1, . . . , mn, p1, . . . , pn ∈ N with pj >
M for every j ∈ (n], there exists a point z ∈ X such that d(fm(j−1)+i(z), f i(xj)) < ϵ

for all j ∈ (n] and i ∈ [mj − 1], where m(j) :=
∑j

k=1(mk + pk).

Proposition D.3 states that the specification property of a correspondence T in the
sense of Definition 7.1 implies the specification property of the corresponding shift
map σ : Oω(T ) → Oω(T ) in the sense of Definition 7.2. This proposition corresponds
to [RT18, Theorem 4.1], with a similar proof. For the convenience of our reader, we
include a proof in Appendix D due to the subtle differences between Definition 7.1
and the definition of specification property for correspondences in [RT18].
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Definition 7.3 (Bowen summability). Let T be a forward expansive correspon-
dence on a compact metric space (X, d). For a bounded Borel measurable function
ϕ : O2(T ) → R, denote

(7.1)

Kϕ,T (δ, n) := sup

{∣∣∣∣ n∑
k=1

(ϕ(xk, xk+1)− ϕ(yk, yk+1))

∣∣∣∣ :
(x1, . . . , xn+1), (y1, . . . , yn+1) ∈ On+1(T )

satisfying d(xk, yk) < δ for all k ∈ (n+ 1]

}
for each n ∈ N and each δ > 0.

Choose an expansive constant ϵ > 0 of T , write Kϕ,T (ϵ) := sup{Kϕ,T (ϵ, n) : n ∈ N},
and define VT := {ϕ : Kϕ,T (ϵ) < +∞}. Functions in VT are called Bowen summable
with respect to T .

The notation VT above does not contain ϵ because it does not depend on ϵ, which
we will prove in Proposition 7.4.

Proposition 7.4. Let T be a forward expansive correspondence on a compact metric
space (X, d), ϵ1, ϵ2 > 0 be two expansive constants of T with ϵ1 < ϵ2, and ϕ ∈
B(O2(T ),R). There exists L ∈ N such that for each n ∈ N with n > L, we have

(7.2) Kϕ,T (ϵ1, n) ⩽ Kϕ,T (ϵ2, n) ⩽ Kϕ,T (ϵ1, n− L) + 2L∥ϕ∥∞.
Proof. First, since ϵ1 < ϵ2, if (x1, . . . , xn+1), (y1, . . . , yn+1) ∈ On+1(T ) satisfy d(xk, yk) <
ϵ1 for every k ∈ (n+ 1], then d(xk, yk) < ϵ2 for every k ∈ (n+ 1]. Thus by (7.1), we
have Kϕ,T (ϵ1, n) ⩽ Kϕ,T (ϵ2, n).
Now we focus on the second inequality in (7.2).
Applying Lemma 6.5, we can choose L ∈ N with the following property:
For each n ∈ N greater than L, if two orbits (x1, . . . , xn+1), (y1, . . . , yn+1) ∈

On+1(T ) satisfy d(xk, yk) < ϵ2 for every k ∈ (n+ 1], then d(xk, yk) < ϵ1 holds for
every k ∈ (n+ 1− L]. Since∣∣∣∣ n∑

k=1

(ϕ(xk, xk+1)− ϕ(yk, yk+1))

∣∣∣∣
⩽

∣∣∣∣n−L∑
k=1

(ϕ(xk, xk+1)− ϕ(yk, yk+1))

∣∣∣∣+ n∑
k=n−L+1

(|ϕ(xk, xk+1)|+ |ϕ(yk, yk+1)|)

⩽

∣∣∣∣n−L∑
k=1

(ϕ(xk, xk+1)− ϕ(yk, yk+1))

∣∣∣∣+ 2L∥ϕ∥∞,

by (7.1) we get Kϕ,T (ϵ2, n) ⩽ Kϕ,T (ϵ1, n− L) + 2L∥ϕ∥∞. □

Definition 7.5 (Distance-expanding). Let T be a correspondence on a compact
metric space (X, d). We say that T is distance-expanding if there exist λ > 1, η > 0,
and n ∈ N with the property that for each x, y ∈ X, if d(x, y) ⩽ η, then

inf{d(x′, y′) : x′ ∈ T n(x), y′ ∈ T n(y)} ⩾ λd(x, y).
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Remark 7.6. Note that if a correspondence T is distance-expanding, then it must be
forward expansive, and thus we can say whether a bounded function ϕ ∈ B(O2(T ),R)
is Bowen summable.

Proposition 7.7. Let T be a correspondence on a compact metric space X and
ϕ : O2(T ) → R be a bounded Borel measurable function. If T is distance-expanding
and ϕ is Hölder continuous with respect to the metric d2 on O2(T ), then ϕ is Bowen
summable.

Proof. If T is distance-expanding and ϕ is Hölder continuous, suppose that there
are several constants λ > 1, η > 0, n ∈ N, α ∈ (0, 1), and C > 0 satisfying
|ϕ(x1, x2)− ϕ(y1, y2)| ⩽ C · d2((x1, x2), (y1, y2))α for all (x1, x2), (y1, y2) ∈ O2(T ) and
inf{d(x′, y′) : x′ ∈ T n(x), y′ ∈ T n(y)} ⩾ λd(x, y) for all x, y ∈ X with d(x, y) ⩽ η.
Fix an arbitrary q ∈ N. If (x1, . . . , xqn+1), (y1, . . . , yqn+1) ∈ Oqn+1(T ) satisfy

d(xk, yk) < η for all k ∈ (qn+ 1], then for each j ∈ ((q − 1)n+ 1], we have d(xj+n, yj+n) ⩾
inf{d(x′, y′) : x′ ∈ T n(xj), y

′ ∈ T n(yj)} ⩾ λd(xj, yj). Thereby, for every p ∈ (q] and
r ∈ [n− 1], we have d(xpn−r, ypn−r) ⩽ λp−q · d(xqn−r, yqn−r) < λp−qη and similarly
d(xpn−r+1, ypn−r+1) < λp−qη, consequently,

∣∣∣∣ qn∑
k=1

(ϕ(xk, xk+1)− ϕ(yk, yk+1))

∣∣∣∣ ⩽ qn∑
k=1

|ϕ(xk, xk+1)− ϕ(yk, yk+1)|

⩽
qn∑
k=1

C ·max{d(xk, yk), d(xk+1, yk+1)}α

<

q∑
p=1

n−1∑
r=0

C · λp−qη

< Cnη
λ

λ− 1
.

Fix an arbitrary m ∈ N,m ⩾ n. Suppose m = qn+r, where q ∈ N and r ∈ [n− 1].
If (x1, . . . , xm+1), (y1, . . . , ym+1) ∈ Om+1(T ) satisfy d(xk, yk) < η for all k ∈ (m+ 1],
then (x1, . . . , xqn+1), (y1, . . . , yqn+1) ∈ Oqn+1g(T ) satisfy d(xk, yk) < η for all k ∈
(qn+ 1]. By the estimates above, we have

∣∣∣∣ qn∑
k=1

(ϕ(xk, xk+1)− ϕ(yk, yk+1))

∣∣∣∣ < Cnη
λ

λ− 1
.
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As a result, we have∣∣∣∣ m∑
k=1

(ϕ(xk, xk+1)− ϕ(yk, yk+1))

∣∣∣∣
⩽

∣∣∣∣ qn∑
k=1

(ϕ(xk, xk+1)− ϕ(yk, yk+1))

∣∣∣∣+ ∣∣∣∣ qn+r∑
k=qn+1

(ϕ(xk, xk+1)− ϕ(yk, yk+1))

∣∣∣∣
< Cnη

λ

λ− 1
+ r∥ϕ∥∞

< Cnη
λ

λ− 1
+ n∥ϕ∥∞.

By (7.1), we get Kϕ,T (η,m) ⩽ Cnη λ
λ−1

+ n∥ϕ∥∞. Hence

Kϕ,T (η) = sup{Kϕ,T (η,m) : m ∈ N} ⩽ Cnη
λ

λ− 1
+ n∥ϕ∥∞ < +∞.

Therefore, by Definition 7.3, we conclude that ϕ is Bowen summable. □

Recall the notion of Bowen summability of φ : X → R with a continuous map
f : X → X from [Ru92, Section 1]:

Definition 7.8 (Bowen summability). Let (X, d) be a compact metric space and
f : X → X be a forward expansive continuous map. For a bounded Borel measurable
function φ : X → R, denote

(7.3) Kφ,f (δ, n) := sup

{∣∣∣∣n−1∑
k=0

(
φ
(
fk(x)

)
−φ

(
fk(y)

))∣∣∣∣ : x, y ∈ X with y ∈ Bx(ϵ, n)

}
,

for each n ∈ N and each δ > 0, where Bx(ϵ, n) is the Bowen ball given by

(7.4) Bx(ϵ, n) :=
{
y ∈ X : d

(
fk(x), fk(y)

)
< δ for every k ∈ [n− 1]

}
.

Choose an expansive constant ϵ of f , we write Kφ,f (ϵ) := sup{Kφ,f (ϵ, n) : n ∈ N},
and define Vf := {φ : Kφ,f (ϵ) < +∞}. Functions in Vf are called Bowen summable
with respect to f .

The notation Vf does not contain ϵ because it does not depend on ϵ (see [Ru92,
Section 1]).

Proposition 7.9. Let T be a correspondence on a compact metric space (X, d). If a

function ϕ : O2(T ) → R is Bowen summable with respect to T , then the ϕ̃ : Oω(T ) →
R is Bowen summable with respect to the shift map σ : Oω(T ) → Oω(T ).

Note that we do not require ϕ to be continuous.

Proof. Choose a number ϵ > 0 small enough such that ϵ is an expansive constant for
T and that ϵ̃ := ϵ

2(1+ϵ)
is an expansive constant for the shift map σ.
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Suppose that x = (x1, x2, . . . ), y = (y1, y2, . . . ) ∈ Oω(T ) satisfy y ∈ Bx(ϵ̃, n + 1),
then for every k ∈ [n],

ϵ̃ > dω(σ
k(x), σk(y)) = d((xk+1, xk+2, . . . ), (yk+1, yk+2, . . . )) ⩾

d(xk+1, yk+1)

2(1 + d(xk+1, yk+1))
.

This implies that d(xk+1, yk+1) < ϵ for every k ∈ [n]. By (7.3) and (7.1), we get
Kϕ̃,σ(ϵ̃, n+ 1) ⩽ Kϕ,T (ϵ, n). Since ϕ is Bowen summable with respect to T , we have

Kϕ̃,σ(ϵ̃) = sup
{
Kϕ̃,σ(ϵ̃, n+ 1) : n ∈ N0

}
⩽ max

{
Kϕ̃,σ(ϵ̃, 1), sup{Kϕ,T (ϵ, n) : n ∈ N}

}
⩽ max{2∥ϕ∥∞, Kϕ,T (ϵ)}
< +∞.

Therefore ϕ̃ is Bowen summable with respect to the shift map σ. □

7.2. Forward expansive correspondences with the specification property.
Our target in this subsection is to prove Theorem B. The key tool for our proof is the
Ruelle–Perron–Frobenius Theorem for the shift map. We first recall some definitions
and propositions from [RT18] without explanations.

Let Y be a compact metric space, f : Y → Y be a forward expansive continuous
map with specification property, and ψ : Y → R be a Bowen summable continuous
function.

We recall the definition of the Ruelle operator Lψ on Borel measurable functions
on Y given by

(7.5) Lψ(Φ)(x) :=
∑

y∈f−1(x)

Φ(y) exp(ψ(y)).

The operator Lψ is linear and maps the spaces of bounded Borel functions onto
itself. The act of Lψ on continuous functions determines completely the deal operator
L∗
ψ, a bounded linear map on finite Borel measures on Y . In other words, for a finite

Borel measure ν on Y , the equality

(7.6)

∫
Y

ΦdL∗
ψ(ν) =

∫
Y

Lψ(Φ) dν

holds for all continuous function Φ: Y → R. This implies that (7.6) holds for all
bounded Borel measurable functions Φ: Y → R.
If A ⊆ Y is a Borel set satisfying that f |A is injective, then we have

(7.7) L∗
ψ(ν)(A) =

∫
Y

1A dL∗
ψ(ν) =

∫
Y

Lψ(1A) dν =

∫
f(A)

expψ ◦ (f |A)−1 dν.

If there is a non-zero Borel measure ν on Y such that L∗
ψ(ν) = λν, then Lψ defines

an operator on L1(ν).
We recall [RT18, Theorem 2.1], i.e., the Ruelle–Perron–Frobenius Theorem, as

follows.
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Proposition 7.10. Let Y be a compact metric space, f : Y → Y be a forward expan-
sive continuous map with specification property, and ψ : Y → R be a Bowen summable
continuous function. The following statements hold:

(i) There is a unique eigenvector ν (up to a multiplicative constant) of L∗
ψ acting

on finite Borel measures on Y :

L∗
ψ(ν) = λν.

Furthermore, the eigenvalue λ = exp(P (f, ψ)) and ν is a Gibbs state5 for
ψ.

(ii) There is a unique non-negative eigenfunction Φ ∈ L1(ν) (up to a multiplicative
constant) of Lψ acting on L1(ν):

Lψ(Φ) = λΦ, Φ ⩾ 0.

Furthermore, λ = exp(P (f, ψ)), log Φ is essentially bounded, and Φν is the
only equilibrium state for ψ.

(iii) Denote by 1Y : Y → R the function that assigns each point y ∈ Y the constant
value 1, we have

lim
n→+∞

exp(−nP (f, ψ)) · Lnψ(1Y ) = Φ in L1(ν).

Now suppose that T is a forward expansive correspondence with the specification
property on a compact metric space X and that ϕ : O2(T ) → R is a Bowen summable
continuous potential function.

By Theorem 4.9, (6.11), and (A.11), the following equality (7.8) concerning the
dynamical system (Oω(T ), σ) is equivalent to (1.2).

(7.8) P
(
σ, ϕ̃

)
= hµϕQω |T (σ) +

∫
Oω(T )

ϕ̃ d(µϕQω|T ).

By Proposition D.1, the forward expansiveness of T implies the forward expansive-
ness of σ. By Proposition D.3, the specification property of T implies the specification
property of σ. By Proposition 7.9, the Bowen summability of ϕ with respect to T

implies the Bowen summability of ϕ̃ with respect to σ.
Thereby, the dynamical system (Oω(T ), σ) is forward expansive and has the spec-

ification property, and the continuous function ϕ̃ : Oω(T ) → R is Bowen summable

with respect to σ. As a result, we can apply Proposition 7.10 for σ and ϕ̃. With this
approach, we are now ready to prove assertions (i), (ii), (iii) and the uniqueness of
(µϕ,Q) in Theorem B in turn.

5That ν is a Gibbs state for ψ means that there is a number c > 0 such that for all x ∈ Y and
n ∈ N,

exp

(n−1∑
k=0

(
ψ
(
fk(x)

)
− nP (f, ψ)− c

))
⩽ ν(Bx(ϵ, n)) ⩽ exp

(n−1∑
k=0

(
ψ
(
fk(x)

)
− nP (f, ψ) + c

))
,

where Bx(ϵ, n) is the Bowen ball given in (7.4).
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Proof of Theorem B, (i). By Proposition 7.10 (i), we can choose a Borel probability
measure ν on Oω(T ) with

(7.9) L∗
ϕ̃
(ν) = λ · ν,

where λ = exp
(
P
(
σ, ϕ̃

))
.

Set ν12 = ν ◦ π̃−1
12 , a Borel probability measure on X2 supported on O2(T ) and

mϕ := ν12 ◦ π̃−1
1 = (ν ◦ π̃−1

12 ) ◦ π̃−1
1 = ν ◦ π̃−1

1 , where π̃12, π̃1, and π̃1 are the projection
maps given in (2.5). By Proposition 6.15, we can choose a transition probability
kernel Q on X supported by T such that mϕQ[1] = ν12.

We will prove L∗
ϕ̃
(mϕQω|T ) = λ · mϕQω|T , or equivalently, for each n ∈ N \ {1}

and arbitrary Borel sets A1, . . . , An ∈ B(X) with diamA1 less than ϵ, an expansive
constant for T , we have

(7.10)
L∗
ϕ̃

(
mϕQω|T

)
(A1 × · · · × An ×Xω ∩ Oω(T ))

= λ · (mϕQω|T )(A1 × · · · × An ×Xω ∩ Oω(T )).

For each x2 ∈ T (A1), there exists x1 ∈ A1 such that x2 ∈ T (x1). If there is another
x′1 ∈ A1 such that x2 ∈ T (x′1) and x1 ̸= x′1, we can choose (x2, x3, . . . ) ∈ Oω(T ),
and then we have (x1, x2, x3, . . . ) ∈ Oω(T ) and (x′1, x2, x3, . . . ) ∈ Oω(T ). As the
forward expansiveness of T with ϵ as an expansive constant, we get either x1 = x′1, or
d(x1, x

′
1) ⩾ ϵ. We have assumed x1 ̸= x′1, so we have d(x1, x

′
1) ⩾ ϵ, which contradicts

the assumptions x1, x
′
1 ∈ A1 and diamA1 < ϵ. Thus A1 ∩ T−1(x2) is a singleton.

This allows us to define a map J : T (A1) → A1 satisfying A1∩T−1(x2) = {J(x2)} for
all x2 ∈ T (A1). The map J is a Borel map because its graph is closed in T (A1)×A1.
If two orbits x(1), x(2) ∈ A1 × Xω ∩ Oω(T ) satisfy σ

(
x(1)

)
= σ

(
x(2)

)
, then x(1)

and x(2) are of the form
(
x
(1)
1 , x2, x3, . . .

)
∈ Oω(T ) and

(
x
(2)
1 , x2, x3, . . .

)
∈ Oω(T ),

respectively, where x
(1)
1 , x

(2)
1 ∈ A1, x2 . . . , xn ∈ X. Since x2 ∈ T

(
x
(1)
1

)
⊆ T (A1)

and x
(1)
1 , x

(2)
1 ∈ A1 ∩ T−1(x2), we have x

(1)
1 = J(x2) = x

(2)
1 . Thus σ is injective on

A1×Xω ∩Oω(T ) and we have (σ|A1×Xω∩Oω(T ))
−1(x2, x3, . . . ) = (J(x2), x2, x3, . . . ) for

all (x2, x3, . . . ) ∈ σ(A1 ×Xω ∩ Oω(T )). By (7.7), we have

(7.11)

L∗
ϕ̃
(mϕQω|T )(A1 × · · · × An ×Xω ∩ Oω(T ))

=

∫
σ(A1×···×An×Xω∩Oω(T ))

exp
(
ϕ̃ ◦

(
σ|A1×Xω∩Oω(T )

)−1)
d(mϕQω|T )

=

∫
(T (A1)∩A2)×A3×···×An×Xω

exp(ϕ(J(x2), x2)) d(mϕQω)(x2, x3, . . . )

=

∫
(T (A1)∩A2)×A3×···×An

exp(ϕ(J(x2), x2)) d
(
mϕQ[n−2]

)
(x2, . . . , xn).

In addition, we have

(7.12)
(mϕQω|T )(A1 × · · · × An ×Xω ∩ Oω(T ))

= (mϕQω)(A1 × · · · × An ×Xω) =
(
mϕQ[n−1]

)
(A1 × · · · × An).
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By (7.11) and (7.12), the equality (7.10) is equivalent to∫
(T (A1)∩A2)×A3×···×An

exp(ϕ(J(x2), x2)) d
(
mϕQ[n−2]

)
(x2, . . . , xn)(7.13)

= λ ·
(
mϕQ[n−1]

)
(A1 × · · · × An).

We prove (7.13) by induction on n.
If n = 2, we rewrite (7.13) as

(7.14)

∫
T (A1)∩A2

exp(ϕ(J(x2), x2)) dmϕ(x2) = λ ·
(
mϕQ[1]

)
(A1 × A2).

To prove (7.14), we come back to the property of ν. The equality (7.9) implies∫
σ(A1×A2×Xω∩Oω(T ))

exp
(
ϕ̃ ◦

(
σ|A1×Xω∩Oω(T )

)−1)
dν

= λ · ν(A1 × A2 ×Xω ∩ Oω(T ))

= λ · ν12(A1 × A2 ∩ O2(T ))

= λ ·
(
mϕQ[1]

)
(A1 × A2).

Moreover, recall mϕ = ν ◦ π̃−1
1 . We have∫

σ(A1×A2×Xω∩Oω(T ))

exp
(
ϕ̃ ◦

(
σ|A1×Xω∩Oω(T )

)−1)
dν

=

∫
(T (A1)∩A2)×Xω∩Oω(T )

exp(ϕ(J(x2), x2)) dν(x2, x3, . . . )

=

∫
T (A1)∩A2

exp(ϕ(J(x2), x2)) dmϕ(x2).

Hence the equality (7.14) holds, i.e., the equality (7.13) holds for n = 2.
Suppose that (7.13) holds for n− 1, n ⩾ 3, which means∫

(T (A1)∩A2)×A3×···×An−1

exp(ϕ(J(x2), x2)) d
(
mϕQ[n−3]

)
(x2, . . . , xn−1)

= λ ·
(
mϕQ[n−2]

)
(A1 × · · · × An−1).

This and (A.4) in Lemma A.3 imply that

λ ·
(
mϕQ[n−1]

)
(A1 × · · · × An)

= λ

∫
A1×···×An−1

Q(xn−1, An) d
(
mϕQ[n−2]

)
(x1, . . . , xn−1)

=

∫
(T (A1)∩A2)×A3×···×An−1

Q(xn−1, An)e
ϕ(J(x2),x2) d

(
mϕQ[n−3]

)
(x2, . . . , xn−1)

=

∫
(T (A1)∩A2)×A3×···×An

eϕ(J(x2),x2) d
(
mϕQ[n−2]

)
(x2, . . . , xn).

Hence (7.13) holds for n, and therefore L∗
ϕ̃

(
mϕQω|T

)
= λ ·mϕQω|T . □
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Proof of Theorem B, (ii). Let v : X → R be a non-negative bounded Borel measur-
able function. For each (x1, x2, . . . ) ∈ Oω(T ), we have

Lϕ̃ṽ(x1, x2, . . . ) =
∑

(x0,x1,... )∈σ−1(x1,x2,... )

ṽ(x0, x1, . . . ) exp(ϕ̃(x0, x1, . . . ))

=
∑

x0∈T−1(x1)

v(x0)ϕ(x0, x1),

which indicates that Lϕ̃ṽ(x1, x2, . . . ) only depends on x1. Consequently, there exists
a function w : X → R such that w̃ = Lϕ̃ṽ. Then one can check the non-negativeness,
boundedness, and Borel measurability of w.

The statement above implies that

exp
(
−nP

(
σ, ϕ̃

))
· Ln

ϕ̃
(1Oω(T )) = exp

(
−nP

(
σ, ϕ̃

))
· Ln

ϕ̃

(
1̃X

)
is of the form ũn for some non-negative bounded Borel measurable function un : X →
R for each n ∈ N. By Proposition 7.10 (ii) and (iii), {ũn}n∈N converges to Φ
in L1(mϕQω|T ), where Φ is the only non-negative eigenfunction of Lϕ̃ acting on

L1(mϕQω|T ).
By taking n = 0 in (5.7), we get that the sequence {un}n∈N converges in L1(mϕ).

Suppose that un converges to uϕ ∈ L1(mϕ) as n→ +∞ in L1(mϕ). Then ũn converges
to ũϕ as n→ +∞ in L1(mϕQω|T ). Thus Φ = ũϕ in L1(mϕ). By Proposition 7.10 (ii),
we have Lϕ̃(ũϕ) = λũϕ. □

Proof of Theorem B, (iii). By Proposition 7.10 (ii), ũϕ(mϕQω|T ), a Borel probability
measure on Oω(T ), is the only equilibrium state for σ.

Set µϕ := uϕmϕ. For an arbitrary Borel set M ∈ B(Xω), we have

ũϕ(mϕQω|T )(M ∩ Oω(T ))

=

∫
M∩Oω(T )

ũϕ(x1, x2, . . . ) d(mϕQω|T )(x1, x2, . . . )

=

∫
M

uϕ(x1) d(mϕQω)(x1, x2, . . . )

=

∫
X

(∫
Xω

1M(x1, x2, . . . ) · uϕ(x1) dQω
x(x1, x2, . . . )

)
dmϕ(x) (by Proposition 5.9)

=

∫
X

(∫
Xω

1M(x1, x2, . . . ) · uϕ(x) dQω
x(x1, x2, . . . )

)
dmϕ(x) (by Lemma A.8)

=

∫
X

uϕ(x) · Qω(x,M) dmϕ(x)

=

∫
X

Qω(x,M) d(uϕmϕ)(x)

= ((uϕmϕ)Qω)(M)

= ((uϕmϕ)Qω|T )(M ∩ Oω(T )).
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Hence µϕQω|T = (uϕmϕ)Qω|T = ũϕ(mϕQω|T ) is the only equilibrium state for σ,
and therefore (1.2) holds for (µϕ,Q). □

We have finished constructing an equilibrium state (µϕ,Q) for the correspondence
T and the potential function ϕ. Now we show that it is unique in the sense of
Theorem B.

Proof of Theorem B, uniqueness of the equilibrium state. Recall that (1.2) is equiva-

lent to that µQω|T is an equilibrium state for ϕ̃ in the dynamical system (Oω(T ), σ).
Since σ : Oω(T ) → Oω(T ) is a forward expansive continuous map with specification

property and ϕ̃ : Oω(T ) → R is a Bowen summable continuous function, Proposi-

tion 7.10 (ii) says that the equilibrium state for ϕ̃ in the dynamical system (Oω(T ), σ)
is unique.

Suppose that both (µ,Q) and (µ′,Q′) are equilibrium states for the correspondence
T and the potential function ϕ, then both µQω|T and µ′(Q′)ω|T are equilibrium

states for σ and ϕ̃, and thus µQω|T = µ′(Q′)ω|T . Thereby, we have µQω = µ′(Q′)ω

by Lemma 6.13. By (5.7), we have µQ[1] = µ′(Q′)[1]. By Proposition A.11, we
conclude µ = µ′ and that for µ-almost x ∈ X and all A ∈ B(X), the equality
Q(x,A) = Q′(x,A) holds. □

7.3. Open, distance-expanding, strongly transitive correspondences. In this
subsection, we will prove Theorem C, which provides another version of conditions
that ensure the Variational Principle, the existence and uniqueness of the equilibrium
state, and some equidistribution properties of the unique equilibrium state. We first
introduce some notions.

Definition 7.11 (Openness). Let T be a correspondence on a compact metric space
(X, , d). We say that T is open, if, for each open subset U ⊆ X, T (U) is an open
subset of X.

Propositions D.4 and D.5 indicate that the openness of the correspondence T and
of the corresponding shift map σ : Oω(T ) → Oω(T ) are equivalent.

Definition 7.12 (Strong transitivity). We say that a correspondence T on a compact
metric space X is strongly transitive if

⋃+∞
n=1 T

−n(x) is dense in X for every x ∈ X.

Remark. We call this property to be strongly transitive because if T = Cf for some
continuous map f : X → X, then this property is slightly stronger than topological
transitivity, see Appendix B.3 (v).

Definition 7.13 (Topological exactness). Let T be a correspondence on a compact
metric space X. We say that T is topologically exact6 if for every non-empty open
subset U ⊆ X, there exists N ∈ N such that TN(U) = X.

6C. Siqueira and D Smania [SS17, Section 4.4] called this property locally eventually onto for fc
on what they called “hyperbolic repellers”.
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Proposition 7.14. Let X be a compact metric space and T be a correspondence on
(X, d). If a function ϕ : O2(T ) → R is α-Hölder continuous with respect to the metric

d2 on O2(T ), then the function ϕ̃ : Oω(T ) → R is α-Hölder continuous with respect
to the metric dω on Oω(T ).

Proof. Suppose that ϕ is α-Hölder continuous with respect to the metric d2 on O2(T )
and that a constant C > 0 satisfy

|ϕ(x1, x2)− ϕ(y1, y2)| ⩽ C · d2((x1, x2), (y1, y2))α

for all (x1, x2), (y1, y2) ∈ O2(T ). Then for arbitrary x = (x1, x2, . . . ) and y =
(y1, y2, . . . ) in Oω(T ), we have∣∣ϕ̃(x)− ϕ̃(y)

∣∣ = |ϕ(x1, x2)− ϕ(y1, y2)| ⩽ C ·max{d(x1, y1), d(x2, y2)}α.

Since

dω(x, y) ⩾
d(x1, y1)

2(1 + d(x1, y1))
+

d(x2, y2)

4(1 + d(x2, y2))

⩾
d(x1, y1)

4(1 + diamX)
+

d(x2, y2)

4(1 + diamX)

⩾
max{d(x1, y1), d(x2, y2)}

4(1 + diamX)
,

where diamX = sup{d(z, w) : z, w ∈ X} < +∞, we have∣∣ϕ̃(x)− ϕ̃(y)
∣∣ ⩽ C · (4(1 + diamX))α · dω(x, y)α.

Therefore we conclude that ϕ̃ is α-Hölder continuous with respect to the metric dω
on Oω(T ). □

Let T be a correspondence on a compact metric spaceX, recallO−n(x) = On+1(T )∩
Xn × {x} = {(y0, y1, . . . , yn) ∈ On+1(T ) : yn = x} for all n ∈ N and x ∈ X from
Theorem C. If T is forward expansive, then the set O−n(x) is finite for all n ∈ N and
x ∈ X, ensured by the fact shown in Remark 6.2 that T−1(y) = {z ∈ X : y ∈ T (z)}
is a finite set for all y ∈ X.

The proofs of Theorem C (i), (ii), and (iii) are similar to the proofs of Theo-
rem B (i), (ii), and (iii), and the proofs of Theorem C (a) and (b) are similar, so now
we sketch the proofs of Theorem C (i), (ii), (iii), and (b) and give a detailed proof of
Theorem C (a).

First, to prove Theorem C (i), (ii), and (iii), we should notice the property of the
corresponding shift map σ : Oω(T ) → Oω(T ) if an open, strongly transitive, distance-
expanding correspondence T on X is given: that σ is open (by Proposition D.4),
topologically transitive (by Proposition D.6), and distance-expanding (by Proposi-

tion D.8). Also, by Proposition 7.14, the lifted potential function ϕ̃ : Oω(T ) → R is
α-Hölder continuous if ϕ : X → R is α-Hölder continuous. Thereby, under the setting
of Theorem C, we can apply the following version of the Ruelle–Perron–Frobenius

Theorem for the continuous map σ and the potential function ϕ̃.
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Proposition 7.15. Let Y be a compact metric space, f : Y → Y be an open, topolog-
ically transitive, distance-expanding continuous map, and ψ : Y → R be an α-Hölder
continuous function with respect to the metric on Y , where α ∈ (0, 1). Then the
following statements hold:

(i) There is a unique eigenvector ν (up to a multiplicative constant) of L∗
ψ acting

on finite Borel measures on Y :

L∗
ψ(ν) = λν.

Furthermore, the eigenvalue λ = exp(P (f, ψ)) and ν is a Gibbs state for ψ.

(ii) There is a unique positive α-Hölder eigenfunction Φ (up to a multiplicative
constant) of Lψ:

Lψ(Φ) = λΦ, Φ > 0.

Furthermore, λ = exp(P (f, ψ)) and Φν is the only equilibrium state for ψ.

(iii) If we denote by 1Y : Y → R the function that assigns each point y ∈ Y the
constant value 1, then the sequence exp(−nP (f, ψ)) · Lnψ converges uniformly
to Φ as n→ +∞.

In addition, the backward orbits under f are equidistributed with respect to the mea-
sure Φν. More precisely, the following statements hold:

(a) For each y ∈ Y , the following sequence of Borel probability measures on Y

1∑
z∈f−n(y)

exp
(n−1∑
i=0

ψ(f i(z))
) ∑
z∈f−n(y)

∑n
j=0 δfj(z)

n+ 1
exp

(n−1∑
i=0

ψ(f i(z))

)
, n ∈ N,

converges to Φν in the weak* topology as n tends to +∞.

(b) If, moreover, f is topologically exact, then for each y ∈ Y , the following
sequence of Borel probability measures on Y

1∑
z∈f−n(y)

exp
(n−1∑
i=0

ψ(f i(z))
) ∑
z∈f−n(y)

δz exp

(n−1∑
i=0

ψ(f i(z))

)
, n ∈ N,

converges to ν in the weak* topology as n tends to +∞.

This proposition is summarized from [PU10, Chapter 5]. In detail, statement (i)
comes from [PU10, Theorem 5.2.8, Propositions 5.2.11, and 5.1.1], statement (ii)
comes from [PU10, Proposition 5.1.5, 5.3.1, 5.2.10, Theorems 5.3.2, and 5.6.2], state-
ment (iii) comes from [PU10, Section 5.4, (5.4.2)], statement (a) comes from [PU10,
Remark 4.4.4], and statement (b) comes from [PU10, Section 5.4, (5.4.4)].

By applying Proposition 7.15 (i) for σ and ϕ̃, we can get the unique Borel probabil-

ity measure ν on Oω(T ) with L∗
ϕ̃
(ν) = exp

(
P
(
σ, ϕ̃

))
· ν. The proof of Theorem B (i)

indicates that ν is of the form mϕQω|T , where mϕ is a Borel probability measure
on X and Q is a transition probability kernel on X. Consequently, Theorem C (i)
follows.
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By applying Proposition 7.15 (ii) for σ and ϕ̃, we can get the unique α-Hölder func-

tion Φ: Oω(T ) → R with Lϕ̃(Φ) = exp
(
P
(
σ, ϕ̃

))
·Φ. Applying Proposition 7.15 (iii),

we can see Φ = ũϕ for some function uϕ ∈ L1(mϕ) following the proof of The-
orem B (ii). In addition, suppose that T is continuous in the sense of Defini-
tion 4.3, we aim to prove that uϕ is continuous. Fix an arbitrary ϵ > 0. By
Proposition 7.15 (ii), ũϕ is Hölder continuous, so we can choose δ > 0 such that
|ũϕ(x) − ũϕ(y)| < ϵ holds for all x, y ∈ Oω(T ) with dω(x, y) < 2δ. Choose n ∈ N
satisfying 2−n < δ. Set δn := δ. According to Definition 4.3, the compactness of
X implies that T : X → F(X) is uniformly continuous, i.e., for each η > 0, there
exists η′ > 0 satisfying dH(T (x), T (y)) < η for all x, y ∈ X with d(x, y) < η′, where
dH is the Hausdorff distance on F(X). This allows us to choose δn−1, δn−2, . . . , δ1
sequentially with the property that for each k ∈ (n− 1],

(1) dH(T (x), T (y)) < δk+1 for all x, y ∈ X with d(x, y) < δk,

(2) 0 < δk < δk+1.

Fix arbitrary x1, y1 ∈ X with d(x1, y1) < δ1. By induction on k, we can see that
we can choose x2 ∈ T (x1), y2 ∈ T (y1), . . . , xn ∈ T (xn−1), yn ∈ T (yn−1) ∈ X
such that d(xk, yk) < δk < δn = δ for all k ∈ (n]. Furthermore, we choose
xn+1, yn+1, xn+2, yn+2, · · · ∈ X such that x := (x1, . . . , xn, xn+1, . . . ) ∈ Oω(T ) and
y := (y1, . . . , yn, yn+1, . . . ) ∈ Oω(T ). We have

dω(x, y) =
+∞∑
k=1

1

2k
d(xk, yk)

1 + d(xk, yk)
⩽

n∑
k=1

1

2k
δ +

+∞∑
k=n+1

1

2k
< δ + 2−n < 2δ.

This implies |uϕ(x1)− uϕ(y1)| = |ũϕ(x)− ũϕ(y)| < ϵ. Since ϵ is chosen arbitrarily, we
conclude that uϕ is continuous. Theorem C (ii) follows.

We have proved (uϕmϕ)Qω|T = ũϕ(mϕQω|T ) in the proof of Theorem B (iii). This
equality and Proposition 7.15 (ii) imply Theorem C (iii).

In the proof of the uniqueness of the equilibrium state in Theorem B, we have

shown that if the equilibrium state for the shift map σ and the potential ϕ̃ is unique,
then the equilibrium state for the correspondence T and the potential ϕ is unique
in the sense of Theorem B. The uniqueness of the equilibrium state in the setting of
Theorem C also follows by the uniqueness of the equilibrium state for the shift map

σ and the potential ϕ̃ (see Proposition 7.15 (ii)) in the same way as the proof of the
uniqueness of the equilibrium state in Theorem B.

Now we give a detailed proof of Theorem C (a).

Proof of Theorem C (a). We have pointed out that σ : Oω(T ) → Oω(T ) is an open,

topologically transitive, distance-expanding continuous map, and that ϕ̃ : Oω(T ) → R
is a Hölder continuous function. This allows us to apply Proposition 7.15 (a) to the

shift map σ and the potential function ϕ̃:
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For each x ∈ Oω(T ), the following sequence of Borel probability measures onOω(T )

1∑
z∈σ−n(x)

exp
(n−1∑
i=0

ϕ̃(σi(z))
) ∑
z∈σ−n(x)

∑n
j=0 δσj(z)

n+ 1
exp

(n−1∑
i=0

ϕ̃(σi(z))

)
, n ∈ N,

converges to µϕQω|T in the weak* topology as n tends to +∞.
If we consider the projection of the sequence onto the first coordinate, i.e., we

consider each item composing π̃−1
1 , then we can get Theorem C (a). □

Notice that by Proposition D.7, we can apply Proposition 7.15 (b) to the shift

map σ and the potential function ϕ̃ under the assumption that T is topologically
exact. Then we consider the projection of the measure sequence, and then we can
get Theorem C (b) in the same way as the proof of Theorem C (a).

Appendix A. Transition probability kernels

We have recalled the definition of transition probability kernels and other related
notions in Subsections 5.1 and 5.2. We discuss further about transition probability
kernels in this appendix.

A.1. Proofs of basic properties. In this appendix, we prove the lemmas and
propositions in Subsections 5.1 and 5.2 and check that Definitions 5.11, 5.14, and 5.18
are well-defined.

Proof of Lemma 5.5. For every y ∈ Y , by the bounded convergence theorem,

lim
n→+∞

Qfn(y) = lim
n→+∞

∫
X

fn(x) dQy(x) =

∫
X

f(x) dQy(x) = Qf(y).

Since |Qf(y)| =
∣∣∫
X
f(x) dQy(x)

∣∣ ⩽ ∫
X
∥f∥∞ dQy(x) ⩽ ∥f∥∞ holds for every y ∈

Y , we have ∥Qf∥∞ ⩽ ∥f∥∞.
For every A ∈ M (X), denote by 1A : X → R the characteristic function on A. For

each y ∈ Y , we have Q1A(y) =
∫
X

1A(x) dQy(x) = Q(y, A). By Definition 5.1, the
mapQ1A : y 7→ Q(y, A) is measurable. Consequently, by (5.1), for an arbitrary simple
function g = a11A1 + a21A2 + · · · + an1An , where a1, . . . , an ∈ R and A1, . . . , An ∈
M (X), the function Qg = a1Q1A1 + · · ·+ anQ1An is measurable.
Choose a sequence of uniformly bounded simple functions fn : X → R that con-

verges pointwise to f as n → +∞. We have shown that Qfn converges pointwise to
Qf as n → ∞. By the measurability of Qfn for all n ∈ N, we conclude that Qf is
measurable. □

Proof of Proposition 5.9. Choose a sequence of uniformly bounded simple functions
fn : X → R, n ∈ N, convergent pointwise to f as n → +∞. By Lemma 5.5, Qfn is
uniformly bounded and convergent pointwise to Qf as n→ +∞. Thus

lim
n→+∞

∫
X

fn d(µQ) =

∫
X

f d(µQ), and lim
n→+∞

∫
Y

Qfn dµ =

∫
Y

Qf dµ.
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Thereby, we can reduce (5.2) to the case where f is a simple function. Moreover,
the linearity ofQ as an operator on all bounded measurable functions onX, i.e., (5.1),
allows us to further reduce (5.2) to the case where f is a characteristic function. Let
us verify (5.2) when f = 1B, the characteristic function of an arbitrary measurable
set B ∈ M (X):∫

X

1B d(µQ) = (µQ)(B) =

∫
Y

Q(y,B) dµ(y) =

∫
Y

Q1B dµ.

Hence, (5.2) holds when f is an arbitrary characteristic function, and therefore it
holds when f is a bounded measurable function. □

Lemma A.1. The map Q′Q given in Definition 5.11 is indeed a transition probability
kernel from Z to X.

Proof. First, fix an arbitrary z ∈ Z, the map that assigns each measurable set A ∈
M (X) the value (Q′Q)(z, A) is the probability measure Q′

zQ on X. Then we shall
check that for every A ∈ M (X), the function that assigns each z ∈ Z the value
(Q′Q)(z, A) is measurable. Fix an arbitrary measurable set A ∈ M (X). For each
z ∈ Z we have

(Q′(Q1A))(z) =
∫
Y

Q1A(y) dQ′
z(y) =

∫
Y

Q(y, A) dQ′
z(y) = (Q′

zQ)(A) = (Q′Q)(z, A).

Thus the function that assigns z ∈ Z the value (Q′Q)(z, A) is Q′(Q1A), which is
measurable by Lemma 5.5. Therefore we conclude that Q′Q is indeed a transition
probability kernel from Z to X. □

Proof of Lemma 5.13. For every bounded measurable funciton g : Y → R, by Propo-
sition 5.9 and Definition 5.4, we have∫

Y

g d(µQ′) =

∫
Z

Q′g dµ(z) =

∫
Z

(∫
Y

g dQ′
z

)
dµ(z).

For each measurable set A in X, applying the equality above we have

(µ(Q′Q))(A) =

∫
Z

(Q′Q)(z, A) dµ(z)

=

∫
Z

(Q′
zQ)(A) dµ(z)

=

∫
Z

(∫
Y

Q(y, A) dQ′
z(y)

)
dµ(z)

=

∫
Y

Q(y, A) d(µQ′)(y)

= ((µQ′)Q)(A).

Therefore, µ(Q′Q) = (µQ′)Q. □

Lemma A.2. The map Q[n] defined in Definition 5.14 is indeed a transition proba-
bility kernel from (X,M (X)) to (Xn+1,M (Xn+1)).
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Proof. First, Q[0] = îdX is a transition probability kernel from X to X.
Suppose that we have varified that Q[n−1] is a transition probability kernel from X

to Xn for some n ∈ N. Now we focus on proving that Q[n] is a transition probability
kernel from X to Xn+1.

For each An+1 ∈ M (Xn+1), write LAn+1(y) := Q(xn, πn+1(x1, . . . , xn;An+1)) for
all y = (x1, . . . , xn) ∈ Xn. We claim that LAn+1 is a measurable function on

(Xn,M (Xn)) for every An+1 ∈ M (Xn+1).
Indeed, we consider the caseAn+1 = B1×· · ·×Bn×Bn+1 first, whereB1, . . . , Bn+1 ∈

M (X) are arbitrary measurable sets. In this case,

πn+1(x1, . . . , xn;An+1) =

{
Bn+1, if xi ∈ Bi for all i ∈ (n] ,

∅, otherwise

holds for all (x1, . . . , xn) ∈ Xn, and thus LAn+1(x1, . . . , xn) = Q(xn, Bn+1)
n∏
i=1

1Bi
(xi).

Since Q(xn, Bn+1) as a function of xn is measurable on X and since 1Bi
is measurable

on X for all i ∈ (n], the function LAn+1(x1, . . . , xn), their product, is measurable on
Xn.

Denote by D a subset of M (Xn+1) consisting of all measurable sets A ∈ M (Xn+1)
satisfying that LA is measurable on (Xn,M (Xn)). Then the claim is equivalent to
D = M (Xn+1). We have shown G := {B1×· · ·×Bn+1 : B1, . . . , Bn+1 ∈ M (X)} ⊆ D.

Let (x1, . . . , xn) ∈ Xn and A ∈ M (Xn+1). From (5.3) we can see

πn+1(x1, . . . , xn;A
c) = πn+1(x1, . . . , xn;A)

c.

Thus we have LAc = 1 − LA. This indicates that A ∈ D implies Ac ∈ D. In other
words, D is closed under complement.

Let (x1, . . . , xn) ∈ Xn and a countable collection of mutually disjoint measurable
sets A1, A2, · · · ∈ M (Xn+1) be arbitrary. From (5.3) we can see

πn+1

(
x1, . . . , xn;

+∞⋃
i=1

Ai
)
=

+∞⋃
i=1

πn+1(x1, . . . , xn;Ai),

and thus L⋃+∞
i=1 Ai

=
∑+∞

i=1 LAi
. This shows that D is closed under countable disjoint

union.
ThusD is a Dynkin system. Note that G = {B1×· · ·×Bn+1 : B1, . . . , Bn ∈ M (X)}

is a π-system because it is non-empty and closed under intersection. By the Dynkin’s
π-λ Theorem, G ⊆ D implies that D contains the σ-algebra generated by G, i.e.,
M (Xn+1) ⊆ D. Since D ⊆ M (Xn+1), we conclude D = M (Xn+1). The claim is
therefore established.

This measurability ensures that the integral in (5.4) is well-defined. Moreover,
LAn+1 is bounded because its range is contained in [0, 1], so by Definition 5.4 we

have Q[n](x,An+1) =
∫
y∈XnLAn+1(y) dQ

[n−1]
x (y) =

(
Q[n−1]LAn+1

)
(x). By Lemma 5.5,

Q[n](x,An+1) = Q[n−1]LAn+1(x) is measurable as a function on x ∈ X.
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Now we fix an arbitrary point x ∈ X, we shall show that Q[n](x, ·), the map that
assigns each measurable set An+1 ∈ M (Xn+1) the valueQ[n](x,An+1), is a probability
measure on (Xn+1,M (Xn+1)).

By (5.1) and Lemma 5.5, if measurable sets A1, A2, · · · ∈ M (Xn+1) are mutually
disjoint, then

Q[n]

(
x,

+∞⋃
i=1

Ai

)
=

(
Q[n−1]L⋃+∞

i=1 Ai

)
(x)

=

(
Q[n−1]

(+∞∑
i=1

LAi

))
(x)

=
+∞∑
i=1

(
Q[n−1]LAi

)
(x)

=
+∞∑
i=1

Q[n](x,Ai).

Moreover, because

Q(xn, πn+1(x1, . . . , xn;X
n+1)) = Q(xn, X) = 1

holds for all (x1, . . . , xn) ∈ Xn, by (5.4) we have

Q[n](x,Xn+1) =

∫
(x1,...,xn)∈Xn

dQ[n−1]
x (x1, . . . , xn) = 1.

Hence Q[n](x, ·) is a probability measure on (Xn+1,M (Xn+1)).
We have checked the two conditions in Definition 5.1 and conclude that Q[n] is

a transition probability kernel from X to Xn+1. By induction on n, therefore, we
conclude that Q[n] is indeed a transition probability kernel from X to Xn+1 for all
n ∈ N0. □

Proof of Lemma 5.17. If m = 0, (5.5) is trivial. We only consider m ∈ N below.
Through induction on m ∈ N, we can reduce (5.5) to the case in which m = 1, i.e.,

Q[n](x,A) = Q[n+1](x,A × X). We check this equality using (5.4), the inductively
definition of Q[n+1]:

Q[n+1](x,A×X)

=

∫
Xn+1

Q(xn+1, πn+2(x1, . . . , xn+1;A×X)) dQ[n]
x (x1, . . . , xn+1)

=

∫
A

Q(xn+1, X) dQ[n]
x (x1, . . . , xn+1) +

∫
Ac

Q(xn+1, ∅) dQ[n]
x (x1, . . . , xn)

= Q[n]
x (A)

= Q[n](x,A).

By induction, therefore, (5.5) holds for all m ∈ N. □
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Lemma A.3. The transition probability kernel Qω satisfying (5.6) in Definition 5.18
exists and is unique.

Proof. By the Kolmogrov extension theorem, Lemma 5.17 indicates that for each
x ∈ X, there exists a unique probability measure µx on (Xω,M (Xω)) satisfying

(A.1) µx(A×Xω) = Q[n](x,A)

for arbitrary measurable set A ∈ M (Xn+1) and n ∈ N0.
Write B := {A×Xω : A ∈ M (Xn) for some n ∈ N}, a π-system on X. Denote by

D′ the set consisting of all measurable sets B ∈ M (Xω) satisfying that the function
which assigns each point x ∈ X the value µx(B) is measurable. The equality (A.1)
implies B ⊆ D′.

Fix an arbitrary x ∈ X. Since µx(B
c) = 1−µx(B) holds for an arbitrary measurable

set B ∈ M (Xω) and µx
(⋃+∞

i=1 Bi

)
=

∑+∞
i=1 µx(Bi) holds for an arbitrary collection of

mutually disjoint measurable sets B1, B2, · · · ∈ M (Xω), the collection D′ of some
measurable subsets of Xω is closed under complement and countable disjoint union.
Thus D′ is a Dynkin system. Since M (Xω) is the σ-algebra generated by the π-
system B and B is contained in D′, we get M (Xω) ⊆ D′ by the Dynkin’s π-λ
Theorem. Thus, D′ = M (Xω), i.e., for every B ∈ M (Xω), the function that assigns
each x ∈ X the value µx(B) is measurable. Hence, if we set Qω(x,B) = µx(B) for
each x ∈ X and B ∈ M (Xω), it is a transition probability kernel from X to Xω

satisfying (5.6) in Definition 5.18.
The uniqueness of the transition probability kernel Qω from X to Xω that satisfies

(5.6) is because for each x ∈ X, (5.6) determines the probability measure Qω
x by

determining its value on the algebra K := {A × Xω : A ∈ Xn for some n ∈ N}, by
which M (Xω) is the σ-algebra generated. □

Now we establish some more properties of transition probability kernels.

Corollary A.4. Let Q be a transition probability kernel on a measurable space
(X,M (X)) and µ ∈ P(X). We have

(A.2)
(
µQ[1]

)
◦ π̃−1

1 = µ.

Proof. If we take n = 0 and m = 1 in Lemma 5.17, then we can get Q[1](x,A×X) =

Q[0](x,A) = îdX(x,A) for all x ∈ X and A ∈ M (X). Thus by Definition 5.6, we
have (

µQ[1]
)
(A×X) =

∫
X

Q[1](x,A×X) dµ(x)

=

∫
X

îdX(x,A) dµ(x)

=

∫
X

1A(x) dµ(x)

= µ(A)

for all A ∈ M (X). Therefore, we get
(
µQ[1]

)
◦ π̃−1

1 = µ. □
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Lemma A.5. Let Q be a transition probability kernel on a measurable space (X,M (X)),
n ∈ N, and µ ∈ P(X). If B ∈ M (Xn+1), then

(A.3)
(
µQ[n]

)
(B) =

∫
Xn

Q(xn+1, πn+1(x2, . . . , xn+1;B)) d
(
µQ[n−1]

)
(x2, . . . , xn+1).

If A0, A1, . . . , An ∈ M (X), then

(A.4)
(
µQ[n]

)
(A0 × · · · × An) =

∫
A0×···×An−1

Q(xn, An) d
(
µQ[n−1]

)
(x1, . . . , xn).

Proof. By Proposition 5.9 and Definitions 5.4, 5.14, and 5.6,∫
Xn

Q(xn+1, πn+1(x2, . . . , xn+1;B)) d
(
µQ[n−1]

)
(x2, . . . , xn+1)

=

∫
X

(∫
Xn

Q(xn, πn+1(x1, . . . , xn;B)) dQ[n−1]
y (x1, . . . , xn)

)
dµ(y)

=

∫
X

Q[n](y,B) dµ(y)

=
(
µQ[n]

)
(B).

Therefore, (A.3) holds, and (A.4) follows by taking B = A0 × · · · × An in (A.3). □

Lemma A.6. Let Q be a transition probability kernel on a measurable space (X,M (X)),
n ∈ N, and B be a measurable set in M (Xn). For each x ∈ X, we have

(A.5)
(
QQ[n−1]

)
(x,B) = Q[n](x,X ×B).

In particular, for each x ∈ X and each B ∈ M (X), we have

(A.6) Q(x,B) = Q[1](x,X ×B).

Moreover, for each x ∈ X and each measurable set A ∈ M (Xω), we have

(A.7) (QQω)(x,A) = Qω(x,X × A).

Proof. We prove (A.5) by induction on n.
If n = 1, by Definitions 5.11 and 5.6, we have(

QQ[0]
)
(x,B) =

(
Qx îdX

)
(x,B) =

∫
X

îdX(y,B) dQx(y) = Qx(B) = Q(x,B).

Moreover, by (5.4), we have

Q[1](x,X ×B) =

∫
X

Q(y, π1(y;X ×B)) dQ[0]
x (y) =

∫
X

Q(y,B) dδx(y) = Q(x,B),

where δx is the Dirac measure on (X,M (X)) at x. Thus
(
QQ[0]

)
(x,B) = Q[1](x,X×

B).
Suppose that (A.5) holds for some n ∈ N. Let x ∈ X and B ∈ M (Xn+1) be

arbitrary. Since πn+2(x1, x2, . . . , xn+1;X × B) = πn+1(x2, . . . , xn+1;B), by (5.4) we
have

Q[n+1](x,X ×B) =

∫
Xn+1

Q(xn+1, πn+1(x2, . . . , xn+1;B)) dQ[n]
x (x1, x2, . . . , xn+1).
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Note by the induction hypothesis thatQ[n]
x (X×C) =

(
QQ[n−1]

)
x
(C) =

(
QxQ[n−1]

)
(C)

holds for all C ∈ M (Xn), which means that QxQ[n−1] is the projection of Q[n]
x from

Xn+1 onto the last n coordinates. This leads to the following:

Q[n+1](x,X ×B) =

∫
Xn

Q(xn+1, πn+1(x2, . . . , xn+1;B)) d
(
QxQ[n−1]

)
(x2, . . . , xn+1)

Hence by (A.3) in Lemma A.5 and Definition 5.11, we conclude Q[n+1](x,X×B) =(
QxQ[n]

)
(B) =

(
QQ[n]

)
(x,B). Therefore, (A.5) follows for all n ∈ N.

Applying the Dynkin’s π-λ Theorem, we can reduce (A.7) to the cases where A
belongs to {B ×Xω : B ∈ M (Xn) for some n ∈ N}, a π-system by which M (Xω) is
the σ-algebra generated.

Let n ∈ N and B ∈ M (Xn) be arbitrary. By (5.7), (A.5), and (5.6), we have

(QQω)(x,B ×Xω) = (QxQω)(B ×Xω)

=
(
QxQ[n−1]

)
(B)

=
(
QQ[n−1]

)
(x,B)

= Q[n](x,X ×B)

= Qω(x,X ×B ×Xω).

Therefore (A.7) holds for all measurable sets A ∈ M (Xω) by the Dynkin’s π-λ
Theorem. □

We have the following corollary by Lemma A.6 and Definition 5.6.

Corollary A.7. Let Q be a transition probability kernel on a measurable space
(X,M (X)), n ∈ N, B ∈ M (Xn), and µ be a probability measure on (X,M (X)).
Then

(A.8)
(
µQQ[n−1]

)
(B) =

(
µQ[n]

)
(X ×B).

Moreover, we have (µQQω)(B) = (µQω)(X × B). Additionally, if µ is Q-invariant,
then

(A.9) (µQω)(B) = (µQω)(X ×B).

If we take n = 1 in (A.8), we get

(A.10)
(
µQ[1]

)
◦ π̃2 = µQ.

Lemma A.8. Let Q be a transition probability kernel on a measurable space (X,M (X)),

n ∈ N0, and f : X
n+2 → R be a measurable function, then we have Q[n]

y ({y}×Xn) = 1
and ∫

Xn+1

f(x0, x0, x1, . . . , xn) dQ[n]
y (x0, . . . , xn)

=

∫
Xn+1

f(y, x0, x1, . . . , xn) dQ[n]
y (x0, . . . , xn)

for all y ∈ X.
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Proof. First, by Lemma 5.5, for each y ∈ X we have

Q[n]
y ({y} ×Xn) = Q[0](y, {y}) = îdX(y, {y}) = 1.

Hence the following equality∫
Xn+1

f(x0, x0, . . . , xn) dQ[n]
y (x0, . . . , xn) =

∫
{y}×Xn

f(x0, x0, . . . , xn) dQ[n]
y (x0, . . . , xn)

=

∫
{y}×Xn

f(y, x0, . . . , xn) dQ[n]
y (x0, . . . , xn)

=

∫
Xn+1

f(y, x0, . . . , xn) dQ[n]
y (x0, . . . , xn)

holds for all y ∈ X. □

Lemma A.9. Let Q be a transition probability kernel on a measurable space (X,M (X)),
ϕ ∈ B(X2,R), and µ ∈ P(X). Then we have

(A.11)

∫
Xω

ϕ(x1, x2) d(µQω)(x1, x2, . . . ) =

∫
X2

ϕ d
(
µQ[1]

)
=

∫
X

∫
X

ϕ(x1, x2) dQx1(x2) dµ(x1).

Proof. By taking n = 1 in (5.7), we get
∫
Xωϕ(x1, x2) d(µQω)(x1, x2, . . . ) =

∫
X2ϕ d

(
µQ[1]

)
.

Moreover, by Proposition 5.9 and Definition 5.4, we have

(A.12)

∫
X2

ϕ d
(
µQ[1]

)
=

∫
X

Q[1]ϕ dµ =

∫
X

∫
X2

ϕ(x1, x2) dQ[1]
y (x1, x2) dµ(y)

By Lemma A.8 and (A.6) in Lemma A.6,

(A.13)

∫
X2

ϕ(x1, x2) dQ[1]
y (x1, x2) =

∫
X2

ϕ(y, x2) dQ[1]
y (x1, x2) =

∫
X

ϕ(y, x2) dQy(x2).

Therefore, by (A.12) and (A.12), we have∫
X2

ϕ d
(
µQ[1]

)
=

∫
X

∫
X

ϕ(x1, x2) dQx1(x2) dµ(x1),

establishing (A.11). □

Recall for each n ∈ N, ιn(x1, x2, . . . , xn) = (xn, xn−1, . . . , x1) for all (x1, . . . , xn) ∈
Xn.

Lemma A.10. Let Q, R be transition probability kernels on a measurable space
(X,M (X)) and µ ∈ P(X). If µQ[1] =

(
µR[1]

)
◦ ι−1

2 , then µ ∈ M(X,Q) ∩M(X,R)

and µQ[n] =
(
µR[n]

)
◦ ι−1

n+1 for all n ∈ N.

Proof. Since µQ[1] =
(
µR[1]

)
◦ ι−1

2 , we have
(
µQ[1]

)
◦ π̃1 =

(
µR[1]

)
◦ π̃2 and

(
µQ[1]

)
◦

π̃2 =
(
µR[1]

)
◦ π̃1. Thus by (A.2) and (A.10), we have µ = µR and µQ = µ, i.e.,

µ ∈ M(X,Q) ∩M(X,R).
Now we prove µQ[n] =

(
µR[n]

)
◦ ι−1

n+1 by induction on n ∈ N. The case n = 0 holds
by hypothesis.
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Suppose µQ[n−1] =
(
µR[n−1]

)
◦ ι−1

n holds for some n ∈ N, n ⩾ 2. In order to show

µQ[n] =
(
µR[n]

)
◦ ι−1

n+1, it is enough to prove
(
µQ[n]

)
(A0 × · · · ×An) =

(
µR[n]

)
(An ×

· · · × A0) for all A0, A1, . . . , An ∈ M (X).
Fix arbitrary A0, . . . , An ∈ M (X). In this proof, we write Ani := Ai × · · · × An,

Ain := An × · · · × Ai, x
n
i := (xi, . . . , xn), and x

i
n := (xn, . . . , xi) for i = 0 and i = 1.(

µR[n]
)
(A0

n)

=

∫
A1

n

R(x1, A0) d
(
µR[n−1]

)
(x1n) (by (A.4))

=

∫
An

1

R(x1, A0) d
(
µQ[n−1]

)
(xn1 ) (by µQ[n−1] =

(
µR[n−1]

)
◦ ι−1

n−1)

=

∫
X

∫
An

1

Rx1(A0) dQ[n−1]
y (xn1 ) dµ(y) (by Proposition 5.9 and Definition 5.4)

=

∫
X

Ry(A0)Q[n−1]
y (An1 ) dµ(y) (by Lemma A.8)

=

∫
X

∫
A0

Q[n−1]
y (An1 ) dRy(x0) dµ(y)

=

∫
X×A0

Q[n−1]
y (An1 ) d

(
µR[1]

)
(y, x0) (by (A.11))

=

∫
A0×X

Q[n−1]
y (An1 ) d

(
µQ[1]

)
(x, y) (by µQ[1] =

(
µR[1]

)
◦ ι−1

2 )

=

∫
A0

∫
X

Q[n−1]
y (An1 ) dQx(y) dµ(x) (by (A.11))

=

∫
A0

(
QQ[n−1]

)
(x,An1 ) dµ(x) (by Definitions 5.6 and 5.11)

=

∫
A0

Q[n](x,X × An1 ) dµ(x) (by (A.5))

=

∫
X

Q[n](x,A0 × An1 ) dµ(x) (by Q[n](x, {x} ×Xn) = 1 in Lemma A.8)

=
(
µQ[n]

)
(An0 ) (by Definition 5.6).

Hence we conclude µQ[n] =
(
µR[n]

)
◦ ι−1

n+1, and therefore, Lemma A.10 follows. □

A.2. Conditional transition probability kernels. In Section 7, we always need
to address the following question: for a probability measure ν on X2, how to find a
probability measure µ on X and a transition probability kernel Q on X such that
ν = µQ[1]? This appendix is devoted to discussing related theories about conditional
transition probability kernels.

Proposition A.11. Let X1 and X2 be compact metric spaces, M be a non-empty
closed subset of X1×X2, ν be a Borel probability measure on X1×X2 supported on M
(i.e., ν(M) = 1), and κ : X1×X2 → X1 be the projection map given by κ(x1, x2) = x1
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for all x1 ∈ X1 and x2 ∈ X2. There exists a Borel probability measure µ on X1 and
a transition probability kernel Q from X1 to X2 with the following properties:

(a) For each x1 ∈ κ(M), we have

Q(x1, {x2 ∈ X2 : (x1, x2) ∈M}) = 1.

(b) For each C ∈ B(X1 ×X2), we have

ν(C) =

∫
X1

Q(x1, {x2 ∈ X2 : (x1, x2) ∈ C}) dµ(x1).

Moreover, µ must be ν ◦ κ−1, and Q is unique in the sense that if both µ, Q and
µ, Q′ satisfy the properties (a) and (b), then for µ-almost every x1 ∈ X1 and all
B ∈ B(X2), the equality Q(x1, B) = Q′(x1, B) holds.

Remark A.12. We list three properties equivalent to the property (b) in Proposi-
tion A.11 for the Borel probability measure µ on X1 and the transition probability
kernel Q from X1 to X2:

(b1) For each A ∈ B(X1) and each B ∈ B(X2), the following equality holds:

(A.14) ν(A×B) =

∫
A

Q(x1, B) dµ(x1).

(b2) There exist some π-systems A1 ⊆ B(X1) and A2 ⊆ B(X2) with the following
property:

(i) The σ-algebra generated by Ai is B(Xi) for i = 1 and 2.

(ii) For each A ∈ A1 and each B ∈ A2, the equality (A.14) holds.

(b3) For each lower bounded Borel measurable function f : X1×X2 → R∪{+∞},
we have

(A.15)

∫
X1×X2

f(x1, x2) dν(x1, x2) =

∫
X1

(∫
X2

f(x1, x2) dQx1(x2)

)
dµ(x1).

The equivalence of properties (b), (b1), and (b2) can be verified by the Dynkin’s
π-λ Theorem. Clearly (b3) implies (b). We explain why (b) implies (b3):

Suppose (b) holds for µ and Q. Property (b) implies that the equality (A.15) holds
when f is a characteristic function of an arbitrary Borel subset of X1 ×X2, and thus
by (5.1) and Lemma 5.5 the equality (A.15) holds when f is an arbitrary simple
function on X1 × X2. Because each lower bounded Borel measurable function on
X1 ×X2 can be pointwise approached by an increasing sequence of bounded simple
functions, the equality (A.15) holds for all lower bounded Borel measurable functions
f : X1 ×X2 → R ∪ {+∞}.

Let us now proceed with the proof of Proposition A.11.

Proof of Proposition A.11. Denote by B1 the σ-algebra on X1 ×X2 given by B1 :=
{A×X2 : A ∈ B(X1)}. By [GS74, Theorem I.3.3], there exists a function Q2 defined
on X1 ×X2 × B(X1 ×X2) satisfying:
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(i) Fix an arbitrary Borel set B ∈ B(X1 ×X2), the map that assigns each point
(x1, x2) ∈ X1 ×X2 the value Q2(x1, x2, B) is B1-measurable.

(ii) Fix an arbitrary point (x1, x2) ∈ X1×X2, the map that assigns each Borel set
B ∈ B(X1×X2) the value Q2(x1, x2, B) is a probability measure on X1×X2.

(iii) For each B ∈ B(X1 ×X2) and each B′ ∈ B1, the following equality holds:

(A.16)

∫
B′
Q2(x1, x2, B) dν(x1, x2) = ν(B ∩B′).

The condition (i) implies that Q2(x1, x2, B) does not depend on x2, so we set
Q1(x1, B) := Q2(x1, x2, B). Let µ = ν ◦ κ−1. For each A ∈ B(X1) and each B ∈
B(X1 ×X2), we can rewrite (A.16) as

(A.17)

∫
A

Q1(x1, B) dµ(x1) = ν(B ∩ A×X2).

By taking B = Ac×X2 in (A.17) we get
∫
A
Q1(x1, A

c×X2) dµ(x1) = ν(∅) = 0, which
implies Q1(x1, A

c × X2) = 0 holds for µ-almost every x1 ∈ A. In other words, for
µ-almost every x1 ∈ X1, either x1 /∈ A or Q1(x1, A

c ×X2) = 0.
Choose a countable topological basis {Ai}i∈N for X1. Then for µ-almost every

x1 ∈ X1, we have Q1(x1, A
c
i ×X2) = 0 for all i ∈ N satisfying x1 ∈ Ai. By condition

(ii), the following equality

Q1(x1, {x1}c ×X2) = Q1

(
x1,

⋃
Ai∋x1

(Aci ×X2)
)
= 0 for µ-almost every x1 ∈ X1.

holds for µ-almost every x1 ∈ X1. Hence for µ-almost every x1 ∈ X1, we have

(A.18) Q1(x1, {x1} ×X2) = 1.

Since ν is supported on M , by taking A = X1 and B =M in (A.17) we get∫
X1

Q1(x1,M) dµ(x1) = ν(M) = 1.

This implies that Q1(x1,M) = 1 holds for µ-almost every x1 ∈ X1. This property
together with (A.18) implies that for µ-almost every x1 ∈ X1, we have

(A.19) Q1(x1, {x1} ×X2 ∩M) = 1.

Suppose that (A.19) holds for x1 ∈ J , where J ∈ B(X1) and µ(J) = 1. If
x1 ∈ J , then {x1}×X2∩M must be non-empty, and thus x1 ∈ κ(M). Consequently,
J ⊆ κ(M). Fix a point x2 ∈ X2 and a Borel measurable map f : κ(M) → X2 such
that (x1, f(x1)) ∈ M for every x1 ∈ κ(M). The existence of f is guaranteed by
[MA99, Lemma 1.1]. For each x1 ∈ X1 and each A ∈ B(X2), define

Q(x1, A) :=


Q1(x1, {x1} × A), if x1 ∈ J,

δf(x1)(A), if x1 ∈ κ(M) \ J,
δx2(A), if x1 ∈ X1 \ κ(M),
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where δy refers to the Dirac measure on X2 at a point y ∈ X2. Fix an arbitrary Borel
set A ∈ B(X2). By condition (i), the function that assigns each point x1 ∈ J the
value Q(x1, A) = Q1(x1, {x1}×A) is Borel measurable. Moreover, the measurability
of f ensures that the function that assigns each point x1 ∈ κ(M) \ J the value
Q(x1, A) = δf(x1)(A) is Borel measurable. Furthermore, the the function that assigns
each point x1 ∈ X1 \ κ(M) the value Q(x1, A) = δx2(A) is clearly Borel measurable.
Consequently, the function that assigns each point x1 ∈ X1 the value Q(x1, A) is
Borel measurable.

Fix an arbitrary point x1 ∈ X1. If x1 ∈ J , then by (A.19), Q(x1, ·), the map
that assigns each Borel set A ∈ B(X2) the value Q(x1, A) = Q1(x1, {x1} × A) is a
probability measure on X2 supported on {x2 ∈ X2 : (x1, x2) ∈M}. If x1 ∈ κ(M) \J ,
since (x1, f(x1)) ∈ M , the map Q(x1, ·) = δf(x1) is a probability measure on X2

supported on {x2 ∈ X2 : (x1, x2) ∈ M}. If x1 ∈ X1 \ κ(M), the map Q(x1, ·) = δx2
is a probability measure on X2. Hence, Q is a transition probability kernel from X1

to X2 with the property (a) in Proposition A.11. Now we verify the property (b1) in
Remark A.12 for µ andQ, which is equivalent to the property (b) in Proposition A.11.
By (A.18), we have for each x1 ∈ J and each B ∈ B(X2),

Q1(x1, X1 ×B) = Q1(x1, X1 ×B ∩ {x1} ×X2) = Q1(x1, {x1} ×B) = Q(x1, B).

Fix arbitrary Borel sets A ∈ B(X1) and B ∈ B(X2). Since µ(J) = 1, applying
(A.17) we can get∫
A

Q(x1, B) dµ(x1) =

∫
A

Q1(x1, X1 ×B) dµ(x1) = ν(X1 ×B ∩ A×X2) = ν(A×B).

Hence we conclude that this µ and Q satisfy the properties (a) and (b) in Propo-
sition A.11.

Now we check the uniqueness of µ and Q.
Suppose that a transition probability kernel Q from X1 to X2 and a Borel prob-

ability measure µ on X1 satisfy the properties (a) and (b). First, fix an arbitrary
A ∈ B(x1). by taking C = A×X2 in the property (b) we get

ν ◦ κ−1(A) = ν(A×X2) =

∫
A

Q(x1, X2) dµ(x1) =

∫
A

dµ(x1) = µ(A),

so µ = ν◦κ−1. Suppose that a transition probability kernelQ′ fromX1 toX2 together
with µ also satisfies the properties (a) and (b). Then the property (b) implies that∫
A
Q(x1, B) dµ(x1) =

∫
A
Q′(x1, B) dµ(x1) holds for arbitrary Borel sets A ∈ B(X1)

and B ∈ B(X2), which indicates that Q(x1, B) = Q′(x1, B) holds for all B ∈ B(X2)
µ-almost every x1 ∈ X1.

Choose a countable topological basis B for X2 and denote by T(B) the collection
of all finite intersections of elements in B, which is also countable. We can see that
T(B) is a π-system and that the σ-algebra generated by T(B) is B(X2). Since the
countability of T(B), for µ-almost every x1 ∈ X1, the equality Q(x1, B) = Q′(x1, B)
holds for all B ∈ T(B), and thereby holds for all B ∈ B(X2) by the Dynkin’s π-λ
Theorem. □
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Let X1 and X2 be compact metric spaces, M be a non-empty closed subset of
X1×X2, and ν be a Borel probability measure onX1×X2 supported onM . Denote by
κ1 : X1×X2 → X1 and κ2 : X1×X2 → X2 the projection maps given by κ1(x1, x2) =
x1 and κ2(x1, x2) = x2, respectively, for all x1 ∈ X1 and x2 ∈ X2. Proposition A.11
ensures the notions defined in the following two definitions always exist.

Definition A.13. If a transition probability kernel Q from X1 to X2 and the Borel
probability measure µ = ν ◦ κ−1

1 on X1 satisfy the two properties (a) and (b) in
Proposition A.11, then Q is called a forward conditional transition probability kernel
of ν from X1 to X2 supported on M .

Definition A.14. A transition probability kernel Q from X2 to X1 is called a back-
ward conditional transition probability kernel of ν from X2 to X1 supported on M if
it satisfies the following two properties:

(a) For each x2 ∈ κ2(M), we have

Q(x2, {x1 ∈ X1 : (x1, x2) ∈M}) = 1.

(b) For each C ∈ B(X1 ×X2), we have

ν(C) =

∫
X2

Q(x2, {x1 ∈ X2 : (x1, x2) ∈ C}) d
(
ν ◦ κ−1

2

)
(x2).

Remark A.15. If X1 = X2, then by (A.11) in the case where ϕ is a characteristic
function of a measurable subset of X2, we can see that property (b) in Proposi-
tion A.11 is equivalent to ν = µQ[1]. Similarly, (b) in Definition A.14 is equivalent
to ν ◦ ι−1

2 = (ν ◦ κ−1
2 )Q[1], where ι2(x, y) = (y, x) for all (x, y) ∈ X2.

Appendix B. Single-valued maps

In this appendix, we focus on a degenerate case when the correspondence is in-
duced by a single-valued map, and show that our theory is compatible with the
classical ergodic theory for single-valued maps. In particular, we will explain why
the conjectured (1.1) naturally arises and coincides with the Variational Principle for
single-valued maps when the correspondence is induced by a single-valued map.

B.1. Transition probability kernels and measure-theoretic entropy. Let (X,B(X))
and (Y,B(y)) be measurable spaces and F : Y → X be a measurable map.

Definition B.1. Let F : Y → X be a measurable map. The transition probability

kernel F̂ induced by F is defined as

F̂ (y, A) := 1F−1(A)(y) =

{
1, if F (y) ∈ A,

0, if F (y) /∈ A

for all y ∈ Y and A ∈ B(X).

Remark. In this case, we have F̂y = δF (y) for each y ∈ Y , where δF (y) refers to the
Dirac measure on X at the point F (y).
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Let F : Y → X be a measurable map and f : X → R be a measurable function.

For each y ∈ Y , we have F̂ f(y) =
∫
X
f(x) dF̂y(x) =

∫
X
f(x) dδF (y)(x) = f(F (y)), so

F̂ f = f ◦ F.
Suppose that µ is a probability measure on (Y,B(Y )). For each A ∈ B(X), we

have
(
µF̂

)
(A) =

∫
Y
F̂ (y, A) dµ(y) =

∫
Y

1F−1(A)(y) dµ(y) = µ(F−1(A)), so

(B.1) µF̂ = µ ◦ F−1.

This leads to the following lemma.

Lemma B.2. Let F : X → X be a measurable map on a measurable space (X,B(X)).

A probability measure on X is F̂ -invariant if and only if it is F -invariant.

Let (X,B(X)), (Y,B(Y )), and (Z,B(Z)) be measurable spaces and F1 : Y → X
and F2 : Z → Y be measurable maps. From Definition B.1 and (B.1), we have

for each z ∈ Z and A ∈ B(X),
(
F̂2F̂1

)
(z, A) =

(
δF2(z)F̂1

)
(A) = δF2(z)(F

−1
1 (A)) =

1F−1
2 ◦F−1

1 (A)(z) = F̂1 ◦ F2(z, A), so F̂2F̂1 = F̂1 ◦ F2.

Let (X,B(X)) be a measurable space and F : X → X be a measurable map. Then
for each n ∈ N0 and arbitrary measurable sets B0, B1, . . . , Bn ∈ B(X), we have

F̂ [n](x,B0 ×B1 × · · · ×Bn) = δ(x,F (x),...,Fn(x))(B0 ×B1 × · · · ×Bn)

= 1B0∩F−1(B1)∩···∩F−n(Bn)(x),

which can be verified by induction on n based on Definition 5.14. This property and
Definition 5.6 imply that for an arbitrary probability measure µ on X, we have

(B.2)
(
µF̂ [n]

)
(B0 ×B1 × · · · ×Bn) = µ(B0 ∩ F−1(B1) ∩ · · · ∩ F−n(Bn)).

Let µ be an F -invariant probability measure on X. By Lemma B.2, the mearure

µ is also F̂ -invatiant.
We recall some conventions from [PU10, Chapter 2]:
Let A be a finite measurable partition of X and n ∈ N. The finite measurable

partition F−n(A) is given by

F−1(A) :=
{
F−1(A) : A ∈ A

}
, and F−n(A) := F−1

(
F−(n−1)(A)

)
.

The entropy hµ(F,A) is given by

(B.3) hµ(F,A) := lim
n→+∞

1

n
Hµ

(
A ∨ F−1(A) ∨ · · · ∨ F−(n−1)(A)

)
.

By (B.2), we have HµF̂ [n−1](An) = Hµ

(
A ∨ F−1(A) ∨ · · · ∨ F−(n−1)(A)

)
. Hence

(B.4) hµ
(
F̂ ,A

)
= hµ(F,A).

Recall hµ(F ) := supA hµ(F,A) from [PU10, Chapter 2], where A ranges over all
finite measurable partitions of X. By (B.4), we have

(B.5) hµ(F ) = hµ
(
F̂
)
.
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B.2. Correspondences and topological pressure. For a continuous map f : X →
X on a compact metric space (X, d), denote by Cf : X → F(X) the map that as-
signs each point x ∈ X the closed subset {f(x)} of X. It turns out that Cf is a
correspondence on X. Let us compute its topological pressure.

Let φ : X → R be a continuous function. We recall the definition of the topological
pressure P (f, φ) from [PU10, Section 3.3]:

For each n ∈ N, we say that a subset E ⊆ X is (n, ϵ)-separated in (X, d) if the
set {(x, f(x), . . . , fn−1(x)) : x ∈ E} is ϵ-separated in (On(Cf ), dn); and we say that a
subset F ⊆ X is (n, ϵ)-spanning in (X, d) if the set {(x, f(x), . . . , fn−1(x)) : x ∈ F}
is ϵ-spanning in (On(Cf ), dn). The topological pressure P (f, φ) is given by

(B.6)

P (f, φ) := lim
ϵ→0+

lim sup
n→+∞

1

n
log

(
sup
En(ϵ)

∑
x∈En(ϵ)

exp

(n−1∑
j=0

φ(f j(x))

))

= lim
ϵ→0+

lim sup
n→+∞

1

n
log

(
inf
Fn(ϵ)

∑
x∈Fn(ϵ)

exp

(n−1∑
j=0

φ(f j(x))

))
,

where En(ϵ) ranges over all (n, ϵ)-separated subsets in X and Fn(ϵ) ranges over all
(n, ϵ)-spanning subsets in X.
We will show that P (f, φ) and P (Cf , φ̂) are equal, where φ̂ : O2(Cf ) → R is a

function induced by φ (see (2.4) for its precise definition), and thus the topologi-
cal pressure of correspondences generalizes the topological pressure of single-valued
continuous maps.

Proposition B.3. Let f : X → X be a continuous transformation on a compact met-
ric space (X, d) and φ : X → R be a continuous function. Then P (f, ϕ) = P (Cf , φ̂).

Proof. Fix an arbitrary n ∈ N. Since for each x ∈ X, Cf (x) = {f(x)} is a singleton,
we can see that (x1, x2, . . . , xn+1) ∈ On+1(Cf ) depends on x1 in the way that xi =
f i−1(x1) for i ∈ {2, . . . , n + 1}. Thus the map Φn+1 that assigns each point x ∈ X
the orbit (x, f(x), . . . , fn(x)) ∈ On+1(Cf ) is a bijection from X to On+1(Cf ). Recall
that a subset E ⊆ X is (n + 1, ϵ)-separated in (X, d) if and only if Φn+1(E) =
{(x, f(x), . . . , fn(x)) : x ∈ E} is ϵ-separated in (On+1(Cf ), dn+1), so

sup
En+1(ϵ)

∑
x∈En+1(ϵ)

exp

( n∑
j=0

φ(f j(x))

)

= sup
En+1(ϵ)

∑
(x1,...xn+1)∈Φn+1(En+1(ϵ))

exp

( n∑
j=1

φ̂(xj, xj+1) + φ(xn+1)

)
= sup

E

∑
x=(x1,...,xn+1)∈E

exp(Snφ̂(x) + φ(xn+1)),
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where En+1(ϵ) ranges over all (n+ 1, ϵ)-separated subset of X and E ranges over all
ϵ-separated subset of On(Cf ). Since sn(Cf , φ̂, ϵ) = sup

E

∑
x∈E

exp(Snφ̂(x)), we have

e−∥φ∥∞sn(Cf , φ̂, ϵ) ⩽ sup
En+1(ϵ)

∑
x∈En+1(ϵ)

exp

( n∑
j=0

φ(f j(x))

)
⩽ e∥φ∥∞sn(Cf , φ̂, ϵ).

Therefore by (B.6) we have P (f, ϕ) = lim
ϵ→0+

lim sup
n→+∞

1
n
log(sn(Cf , ϕ, ϵ)) = lim

ϵ→0+
s(Cf , ϕ, ϵ) =

P (Cf , ϕ). □

The only transition probability kernel supported by Cf is f̂ , defined in Defini-
tion B.1, and what we shall consider is the Borel probability measure µ which is

f̂ -invariant, or equivalently, f -invariant, where the equivalence has been shown in
Lemma B.2.

By applying Variational Principle to φ in the dynamical system (X, f), we have

(B.7) P (f, φ) = sup

{
hµ(f) +

∫
X

φ dµ : µ is f -invariant

}
.

Recall Cf (x1) = {f(x1)} and f̂x1 = δf(x1) for all x1 ∈ X. By (2.4) we have
(B.8)∫

X

∫
Cf (x1)

φ̂(x1, x2) df̂x1(x2) dµ(x2) =

∫
X

∫
{f(x1)}

φ(x1) dδf(x1)(x2) dµ(x2) =

∫
X

φ dµ.

By (B.7), Proposition B.3, (B.5) and (B.8), we get

P
(
Cf , φ̂

)
= sup

{
hµ

(
f̂
)
+

∫
X

∫
Cf (x1)

φ̂(x1, x2) df̂x1(x2) dµ(x2) : µ is f̂ -invariant

}
.

Therefore the Variational Principle holds when the correspondence is induced by
a single-valued continuous map.

B.3. Several properties for Cf . Let f : X → X be a single-valued continuous map
on a compact metric space (X, d). Recall that Cf : X → F(X) is the correspondence
on X that assigns each point x ∈ X the closed subset {f(x)} of X. In this subsec-
tion, we point out some relations between properties for the correspondence Cf and
properties of the single-valued map f , all of which are not difficult to check by their
definitions.

(i) The correspondence Cf is forward expansive with an expansive constant ϵ > 0
if and only if the single-valued map f is forward expansive with an expansive
constant ϵ, i.e., for each pair of different points x1, x2 ∈ X, there exists n ∈ N0

such that d(fn(x1), f
n(x2)) > ϵ.

(ii) The correspondence Cf has the specification property in the sense of Defini-
tion 7.1 if and only if the single-valued map f has the specification property
in the sense of Definition 7.2.

(iii) The correspondence Cf is distance-expanding in the sense of Definition 7.5 if
and only if the single-valued map f is distance-expanding.
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(iv) The correspondence Cf is open in the sense of Definition 7.11 if and only if
the single-valued map f is open.

(v) If the correspondence Cf is strongly transitive in the sense of Definition 7.12,
then the single-valued map f is topologically transitive.

(vi) The correspondence Cf is topologically exact in the sense of Definition 7.13 if
and only if the single-valued map f is topologically exact.

Appendix C. Finite cases

In this section, we focus on another case when X is a finite set, and examine our
notions and theorems.

C.1. Transition probability kernels and measure-theoretic entropy.

Definition C.1. Let d ∈ N, X = Y = (d], B(X) = B(Y ) = 2X , the set of all
subsets of X, and P = (pij)1⩽i,j⩽d be a matrix satisfying pij ⩾ 0 for all 1 ⩽ i, j ⩽ d

and
d∑
j=1

pij = 1 for all 1 ⩽ i ⩽ d. The transition probability kernel P̂ induced by P is

defined as

P̂ (i, A) :=
∑
j∈A

pij

for all i ∈ (d] and A ⊆ (d]. In particular, for arbitrary i, j ∈ X, we have P̂ (i, {j}) =
pij.

Remark. In this case, we can consider the matrix P as the transition matrix of a

Markov chain with the state space X = (d]. For each i ∈ (d], the measure P̂i can be
represented by the probability vector (pi1, . . . , pid).

Let d ∈ N and P = (pij)1⩽i,j⩽d be the transition matrix of a Markov chain with state
space X = (d]. We use a column vector vf = (f(1), f(2), . . . , f(d))T to denote a func-
tion f : X → R. Additionally, for a distribution p on X, we write p = (p1, p2, . . . , pd),
where pj = p({j}) for each j ∈ X.

For a function f : X → R, we have P̂ f(i) =
∫
X
f(j) dP̂i(j) =

d∑
j=1

f(j)pij, and thus

vP̂ f = Pvf . Let p = (p1, p2, . . . , pd) be a distribution on X. For each i ∈ X, we have

pP̂ ({i}) =
d∑
j=1

P̂ (j, {i})p({j}) =
d∑
j=1

pjpji, so

(C.1) pP̂ = pP.

This leads to the following lemma.

Lemma C.2. For a d-state Markov chain with transition matrix P , a probability

distribution vector p on the state space is P̂ -invariant if and only if pP = p.
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Let d ∈ N, X = (d], and P1 =
(
p
(1)
ij

)
1⩽i,j⩽d

, P2 =
(
p
(2)
ij

)
1⩽i,j⩽d

be transition matrices

on X. From Definition C.1 and (C.1), for each i, j ∈ X, we have
(
P̂2P̂1

)
(i, {j}) =((

P̂2

)
i
P̂1

)
({j}) =

∑d
k=1 p

(2)
ik p

(1)
kj = P̂2P1(i, {j}), so P̂2P̂1 = P̂2P1.

Let d ∈ N and P = (pij)1⩽i,j⩽d be the transition matrix of a Markov chain with the
state space X = (d]. Then for arbitrary n ∈ N0 and i, j0, j1, . . . , jn ∈ X, we have

P̂ [n](i, {(j0, j1, . . . , jn)}) = δij0pj0j1pj1j2 . . . pjn−1jn ,

which can be verified by induction on n based on Definition 5.14. This property and
Definition 5.6 imply that for an arbitrary probability measure µ on X, we have

(C.2) µP̂ [n]({j0, j1, . . . , jn}) = µ({j0})pj0j1pj1j2 . . . pjn−1jn .

Let µ be a P̂ -invariant Borel probability measure onX. Let p = (µ({1}), . . . , µ({d}))
be the distribution vector associated with µ. Lemma C.2 ensures that pP = p, so

(C.2) and (5.7) reveal that the measure-preserving system
(
Xω,B(Xω), µP̂ ω, σ

)
is a

one-sided (p, P )-Markov shift. Write pi = µ({i}) for each i ∈ (d].
The following result is shown in [Wa82, Theorem 4.27]:

hµP̂ω(σ) = −
d∑

i,j=1

pipij log(pij),

where we follow the convention that 0 log 0 = 0. Therefore by Theorem 5.24, we have

(C.3) hµ
(
P̂
)
= −

d∑
i,j=1

pipij log(pij).

C.2. Correspondences and topological pressure. Let d ∈ N, X = (d] be a finite
space with the discrete topology, and A = (aij)1⩽i,j⩽d be a 0-1 matrix with at least
one entry 1 in each row. Denote by CA : X → F(X) the map that assigns each point
i ∈ X the subset {j ∈ X : aij = 1} of X. Since there is at least one entry 1 in each
row of A, we have CA(i) ̸= ∅ for each i ∈ X, which ensures CA(i) ∈ F(X). Note that
both X and F(X) are endowed with the discrete topology, so CA is a correspondence
on X.
This appendix is devoted to computing the topological pressure of CA.
Let ϕ : O2(CA) → R be a function and Aϕ := (aij ·eϕ(i,j))1⩽i,j⩽d be a d×d matrix (if

(i, j) /∈ O2(CA), then aij = 0, so in this case we do not need to define ϕ(i, j)). Let n ∈
N. By definition of the metric dn+1, the only ϵ-spanning subset of (On+1(CA), dn+1)
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is On+1(CA) for ϵ > 0 small enough. As a result, by (4.4) we get

P (CA, ϕ) = lim sup
n→∞

1

n
log

( ∑
x∈On+1(CA)

exp(Snϕ(x))

)

= lim sup
n→+∞

1

n
log

( ∑
(i1,...,in+1)∈Xn+1

( n∏
j=1

aijij+1

)
· exp

( n∑
j=1

ϕ(ij, ij+1)

))

= lim sup
n→+∞

1

n
log

( d∑
i1,...,in+1=1

n−1∏
j=1

(
aijij+1

· eϕ(ij ,ij+1)
))

= lim sup
n→+∞

1

n
log

(
∥Anϕ∥1

)
,

where the norm ∥ · ∥1 is given by ∥B∥1 :=
∑d

i,j=1|bij| for every d × d matrix B =

(bij)1⩽i,j⩽d.
By the Gelfand’s formula, we have

(C.4) P (CA, ϕ) = lim sup
n→+∞

1

n
log

(∥∥Anϕ∥∥1

)
= log

(
lim sup
n→+∞

∥∥Anϕ∥∥ 1
n

1

)
= log(ρ(Aϕ)),

where ρ(Aϕ) is the spectral radius of Aϕ. Moreover, by (4.5), we get

(C.5) ρ(Aϕ) = exp(P (CA, ϕ)) ⩾ exp(−∥ϕ∥∞).

Notice that (Oω(CA), σ) is the one-sided subshift of finite type defined by A. The-
orem 4.9 and (C.4) imply that the topological pressure of the one-sided subshift of

finite type (Oω(CA), σ) defined by A with respect to the potential ϕ̃ is log(ρ(Aϕ)).
Taking ϕ ≡ 0 we get the topological entropy of (Oω(CA), σ) is log(ρ(A)), which has
been proved by W. Parry in [Pa64, Theorem 7].

C.3. Construction of an equilibrium state. By the discreteness of the finite
space, all correspondences on X = (d] are forward expansive, so by Theorem B,
the Variational Principle always holds and equilibrium states always exist in this
case. This appendix is devoted to constructing an equilibrium state explicitly. The
equilibrium state may be not unique because the 0-1 matrix A may be not irreducible,
so we do not discuss thermodynamic formalism beyond the existence of equilibrium
states here.

Let d ∈ N, X = (d] be a compact metric space with the discrete topology, A =
(aij)1⩽i,j⩽d be a 0-1 matrix with at least one entry 1 in each row, and ϕ : O2(CA) → R
be a function. We focus on the correspondence CA. Recall from (C.4) that the
topological for ϕ is log(ρ(Aϕ)). We have shown ρ(Aϕ) > 0 in (C.5).

A transition probability kernel on X supported by CA is of the form P̂ , where
P = (pij)1⩽i,j⩽d is a transition matrix satisfying pij = 0 for all i, j ∈ (d] with

aij = 0. Let µ be a P̂ -invariant Borel probability measure on X with the associ-
ated distribution vector p = (p1, . . . , pd), where pi = µ({i}) for each i ∈ (d]. Recall
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hµ
(
P̂
)
= −

∑d
i,j=1 pipij log(pij) from (C.3). Thereby, that the pair

(
µ, P̂

)
is an equi-

librium state for CA and ϕ is equivalent to the following equality:

(C.6) log(ρ(Aϕ)) = −
d∑

i,j=1

pipij log(pij) +
d∑

i,j=1

pipijϕ(i, j).

Now we construct P and p such that (C.6) holds. In [Ki98, Section 6.2], there is a
construction for irreducible A and ϕ ≡ 0.

By the Perron–Frobenius Theorem, λ := ρ(Aϕ) > 0 is an eigenvalue of Aϕ, and we
can choose an associated non-zero right eigenvector q = (q1, . . . , qd)

T with qi ⩾ 0 for
all i ∈ (d] such that Aϕq = λq. Write L := {i ∈ (d] : qi ̸= 0}. Since q is non-zero, we
have L ̸= ∅. Define P = (pij)1⩽i,j⩽d as follows:

pij :=

{
qj
λqi
aije

ϕ(i,j), if i ∈ L,
aij

#CA(i)
, otherwise

for all i, j ∈ (d], where #CA(i) denotes the cardinality of CA(i).
Clearly, for all i, j ∈ (d], we have pij ⩾ 0, and, moreover, if aij = 0, then pij =

0. To show that P is a transition matrix, we rewrite the equality Aϕq = λq as∑n
j=1 qjaije

ϕ(i,j) = λqi for all i ∈ (d], which implies
∑d

j=1 pij =
∑d

j=1
qj
λqi
aije

ϕ(i,j) = 1

for all i ∈ L. Moreover, for each i ∈ (d] \ L, we have
∑d

j=1 pij =
∑d

j=1
aij

#CA(i)
=

#{j∈(d]:aij=1}
#{j∈(d]:aij=1} = 1. Hence, P is a transition matrix.

Note that for each i ∈ L and each j ∈ (d] \L, we have pij = qj
λqi
aije

ϕ(i,j) = 0, so for

each i ∈ L, we have

(C.7)
∑
j∈L

pij =
d∑
j=1

pij = 1.

This equality implies that the submatrix PL := (pij)i,j∈L is a l× l transition matrix,
whose spectral radius is 1, where l := #L. By the Perron–Frobenius Theorem, we
can choose a distribution vector pL = (pi)i∈L such that pLPL = pL, i.e., for each
j ∈ L,

(C.8)
∑
i∈L

pipij = pj.

We set pi = 0 for all i ∈ (d] \ L and get a distribution vector p = (p1, . . . , pd).

Now we check pP = p. Firstly, for each j ∈ L, we have
d∑
i=1

pipij =
∑

i∈L pipij = pj.

Secondly, since pij = 0 for all i ∈ L and j ∈ (d] \ L, we have
∑d

i=1 pipij =
∑

i∈L pi ·
0+

∑
i/∈L 0 · pij = 0 = pj for all j ∈ (d] \L. Hence, pP = p, and thus µ is P̂ -invariant.

Now we verify (C.6) for
(
µ, P̂

)
.

−
d∑

i,j=1

pipij log(pij) = −
∑
i∈L

d∑
j=1

pipij log(pij) (since pi = 0 for each i /∈ L)
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= −
∑
i,j∈L

pipij log(pij) (since pij = 0 for all i ∈ L, j /∈ L)

= −
∑
i,j∈L

pipij log
qjaije

ϕ(i,j)

λqi

= −
∑
i,j∈L

pipij log
qje

ϕ(i,j)

λqi
. (if aij ̸= 1 then pij = 0)

Thus it follows from (C.8) and (C.7) that

−
d∑

i,j=1

pipij log(pij)

= −
∑
i,j∈L

pipij(log(qj) + ϕ(i, j)− log λ− log(qi))

=
∑
i∈L

(∑
j∈L

pij

)
pi(log(qi) + log λ)−

∑
j∈L

log(qj)
∑
i∈L

pipij −
∑
i,j∈L

pipijϕ(i, j)

=
∑
i∈L

pi(log(qi) + log λ)−
∑
j∈L

pj log(qj)−
∑
i,j∈L

pipijϕ(i, j)

= log λ−
d∑

i,j=1

pipijϕ(i, j).

Therefore (C.6) holds and
(
µ, P̂

)
is an equilibrium state for CA and ϕ.

Appendix D. Correspondences and corresponding shift maps

We assume that T is a correspondence on a compact metric space (X, d) and
σ : Oω(T ) → Oω(T ) is the corresponding shift map on the orbit space Oω(T ) through-
out this appendix. This appendix is devoted to establishing some relations between
some properties of T and the corresponding properties of σ. These relations are
mainly used in Section 7.

Forward expansiveness.

Proposition D.1. If T is forward expansive with an expansive constant ϵ, then σ is
forward expansive with an expansive constant ϵ

2(1+ϵ)
.

Proof. For each pair of distinct orbits (x1, x2, . . . ), (y1, y2, . . . ) ∈ Oω(T ), by the for-
ward expansiveness of T , we can choose a positive integer n such that d(xn, yn) > ϵ.
This implies that

dω
(
σn−1(x1, . . . , xn, . . . ), σ

n−1(y1, . . . , yn, . . . )
)

= dω((xn, xn+1, . . . ), (yn, yn+1, . . . )) ⩾
d(xn, yn)

2(1 + d(xn, yn))
>

ϵ

2(1 + ϵ)
.
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Therefore the shift map σ is forward expansive with an expansive constant ϵ
2(1+ϵ)

.

□

Proposition D.2. If σ : Oω(T ) → Oω(T ) is forward expansive with an expansive
constant ϵ < 1, then T is forward expansive with an expansive constant ϵ

1−ϵ .

Proof. We argue by contradiction and assume that there is a pair of distinct orbits
(x1, x2, . . . ), (y1, y2, . . . ) ∈ Oω(T ) such that d(xk, yk) ⩽ ϵ

1−ϵ for all k ∈ N. Then for
all n ∈ N, we have

dω
(
σn−1(x1, . . . , xn, . . . ), σ

n−1(y1, . . . , yn, . . . )
)

= dω((xn, xn+1, . . . ), (yn, yn+1, . . . ))

=
+∞∑
k=0

d(xk+n, yk+n)

2k+1(1 + d(xk+n, yk+n))

⩽
+∞∑
k=0

ϵ

2k+1

= ϵ,

which contradicts the fact that σ : Oω(T ) → Oω(T ) is forward expansive with an
expansive constant ϵ. Therefore, T is forward expansive with an expansive constant
ϵ

1−ϵ . □

Specification property.

Proposition D.3. If T has the specification property in the sense of Definition 7.1,
then σ has the specification property in the sense of Definition 7.2.

Proof. Fix an arbitrary number ϵ > 0. Choose K ∈ N such that 1/2K < ϵ/2.
By the specification property of T , suppose that M ∈ N satisfies the following

property:
For arbitrary n ∈ N, x10, . . . , xn0 ∈ X, m1, . . . , mn, p1, . . . , pn with pj > M for

every j ∈ (n], and orbits
(
xj0, x

j
1, . . . , x

j
mj−1

)
∈ Omj

(T ) for every j ∈ (n], there exists

an orbit z = (z0, z1, . . . ) ∈ Oω(T ) such that d
(
zm(j−1)+i, x

j
i

)
< ϵ/2 for all j ∈ (n] and

i ∈ [mj − 1], where m(j) :=
j∑

k=1

(mk + pk).

Now fix arbitrary n ∈ N, orbits xj =
(
xj0, x

j
1, . . .

)
∈ Oω(T ), j ∈ (n], and

m1, . . . , mn, p1, . . . , pn ∈ N with pj > M +K. Since pj −K > M , we can choose

an orbit z = (z0, z1, . . . ) ∈ Oω(T ) such that d
(
zm(j−1)+i, x

j
i

)
< ϵ

2
for all j ∈ (n] and

i ∈ [mj +K − 1], where m(j) =
j∑

k=1

(mk +K + pk −K) =
j∑

k=1

(mk + pk).
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Then for all j ∈ (n] and i ∈ [mj − 1], we have

dω
(
σm(j−1)+i(z), σi(xj)

)
= dω

(
(zm(j−1)+i, zm(j−1)+i+1, . . . ),

(
xji , x

j
i+1, . . .

))
=

+∞∑
r=0

1

2r+1

d
(
zm(j−1)+i+r, x

j
i+r

)
1 + d

(
zm(j−1)+i+r, x

j
i+r

)
⩽

K−1∑
r=0

1

2r+1
d
(
zm(j−1)+i+r, x

j
i+r

)
+

+∞∑
r=K

1

2r+1

⩽
K∑
r=1

1

2r
ϵ

2
+

1

2K

= ϵ.

Therefore we conclude that the shift map σ has the specification property. □

Openness.

Proposition D.4. If T is open, then σ is an open map.

Proof. Fix an arbitrary open set U ⊆ Oω(T ). We show that σ(U) is an open subset
of Oω(T ). Fix an arbitrary orbit y ∈ σ(U).

Assume that x ∈ U and σ(x) = y. Since U is an open subset of cOω(T ), we can
choose n ∈ N and open subsets V1, . . . , Vn of X such that x ∈ V1 × · · · × Vn ×Xω ∩
Oω(T ) ⊆ U . So y = σ(x) ∈ σ(V1 × · · · × Vn × Xω ∩ Oω(T )) ⊆ σ(U). Since T is
open in the sense of Definition 7.11, we have T (V1) is an open subset of X, and thus
σ(V1 × · · · × Vn ×Xω ∩ Oω(T )) = (T (V1) ∩ V2)× V3 × · · · × Vn ×Xω ∩ Oω(T ) is an
open subset of Oω(T ). Because y ∈ σ(U) is chosen arbitrarily, we know that σ(U) is
an open subset of Oω(T ). Therefore, the shift map σ is an open map. □

Proposition D.5. If σ is an open map, then T is open.

Proof. Assume that σ is an open map. Then choose an arbitrary open subset U of
X. We have that σ(U × Xω ∩ Oω(T )) = T (U) × Xω ∩ Oω(T ) is an open subset of
cOω(T ). Since the projection map is an open map, we have T (U), as the projection
of T (U) × Xω ∩ Oω(T ) on the first coordinate, is an open subset of X. Therefore,
the correspondence T is open. □

Strong transitivity.

Proposition D.6. If T is open and strongly transitive, then σ is topologically tran-
sitive.

Proof. To show that σ is transitive, we choose two arbitrary non-empty open subsets
U1, U2 of Oω(T ) and show that there exists n ∈ N such that σn(U1) ∩ U2 ̸= ∅.
Assume U1 = V1 × · · · × Vm ×Xω ∩ Oω(T ), where m ∈ N and V1, . . . , Vm are open
subsets of X.
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Note that
σm−1(U1) = σm−1(V1 × · · · × Vm ×Xω ∩ Oω(T ))

=
( m⋂
k=1

Tm−k(Vk)
)
×Xω ∩ Oω(T ).

Since the correspondence T is open in the sense of Definition 7.11 and V1, . . . , Vm
are open subsets of X, we have

⋂m
k=1 T

m−k(Vk) is an open subset of X. Moreover,⋂m
k=1 T

m−k(Vk) is non-empty because σm−1(U1) is non-empty due to U1 ̸= ∅. So⋂m
k=1 T

m−k(Vk) is a non-empty open subset of X.

As U2 is non-empty, we can choose an orbit (x1, x2, . . . ) ∈ U2. We have
⋃+∞
n=1 T

−n(x1)
is dense in X, ensured by the strong transitivity of T . So there exists n ∈ N such
that T−n(x1) ∩

(⋂m
k=1 T

m−k(Vk)
)
̸= ∅, i.e., there exists (y0, . . . , yn) ∈ On(T ) with

y0 ∈
⋂m
k=1 T

m−k(Vk) and yn = x1. Consider the orbit x0 := (y0, . . . , yn−1, x1, x2, . . . ) ∈
Oω(T ). Since y0 ∈

⋂m
k=1 T

m−k(Vk), we have

y0 ∈
( m⋂
k=1

Tm−k(Vk)
)
×Xω ∩ Oω(T ) = σm−1(U1).

Moreover, σn(x0) = (x1, x2, . . . ) ∈ U2. Therefore σ
m+n−1(U1) ∩ U2 ̸= ∅. □

Topological exactness.

Proposition D.7. If T is open and topologically exact, then σ is topologically exact.

Proof. To show that σ is topologically exact, we fix an arbitrary non-empty open
subset U of Oω(T ) and show that there exists m ∈ N such that σm(U) = Oω(T ).
Choose x ∈ U . Suppose x ∈ U1 × · · ·Un ×Xω ∩ Oω(T ) ⊆ U , where U1, . . . , Un are
open subsets of X. We have σn−1(x) ∈ σn−1(U1 × · · ·Un ×Xω ∩ Oω(T )) ⊆ σn−1(U).
Note that σn−1(x) ∈ σn−1(U1 × · · ·Un ×Xω ∩ Oω(T )) =

(⋂n
k=1 T

n−k(Uk)
)
×Xω ∩

Oω(T ), so
⋂n
k=1 T

n−k(Uk) is non-empty. Since the correspondence T is open in the
sense of Definition 7.11 and U1, . . . , Un are open subsets ofX, we have

⋂n
k=1 T

n−k(Uk)
is an non-empty open subset of X. Thereby, the topologically exact property of T
indicates that there exists N ∈ N such that TN

(⋂n
k=1 T

n−k(Uk)
)
= X, and thus

σn+N−1(U1 × · · ·Un ×Xω ∩ Oω(T )) = σN
(( n⋂

k=1

T n−k(Uk)

)
×Xω ∩ Oω(T )

)

= TN
( n⋂
k=1

T n−k(Uk)

)
×Xω ∩ Oω(T ) = X ×Xω ∩ Oω(T ) = Oω(T ).

Therefore, σn+N−1(U) = Oω(T ). □

Distance-expanding property.

Proposition D.8. Let T be a distance-expanding correspondence on a compact met-
ric space X. Suppose that λ > 1, η > 0, and n ∈ N satisfy inf{d(x′, y′) : x′ ∈
T n(x), y′ ∈ T n(y)} ⩾ λd(x, y) for all x, y ∈ X with d(x, y) ⩽ η. Then for an
arbitrary λ′ ∈ (1, λ), there exists η′ > 0 and k ∈ N with the property that:
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For each (x1, x2, . . . ), (y1, y2, . . . ) ∈ Oω(T ), if dω((x1, x2, . . . ), (y1, y2, . . . )) < η′,
then dω(σ

kn(x1, x2, . . . ), σ
kn(y1, y2, . . . )) ⩾ λ′dω((x1, x2, . . . ), (y1, y2, . . . ).

In short, if T is distance-expanding, then σ is distance-expanding.

Proof. Choose k ∈ N with 2kn · λ−λ′
2λ

⩾ λ′ and set η′ := 1
22kn

min
{

η
1+η

, λ−λ′
2λ′(λ−1)

}
. Fix

arbitrary x = (x1, x2, . . . ), y = (y1, y2, . . . ) ∈ Oω(T ) with dω(x, y) < η′. We aim to

prove dω(σ
kn(x), σkn(y)) ⩾ λ′dω(x, y).

For each j ∈ (2kn], since

1

22kn
min

{ η

1 + η
,

λ− λ′

2λ′(λ− 1)

}
= η′ > dω((x1, x2, . . . ), (y1, y2, . . . ))

⩾
1

2j
d(xj, yj)

1 + d(xj, yj)

⩾
1

22kn
d(xj, yj)

1 + d(xj, yj)
,

we have d(xj, yj) < min
{
η, λ−λ′

2λλ′−λ−λ′
}
⩽ η. This implies d(xj+n, yj+n) ⩾ λd(xj, yj)

for all j ∈ (2kn] since xj+n ∈ T n(xj) and yj+n ∈ T n(yj). As a result, for each j ∈ (kn],

we have d(xj+kn, yj+kn) ⩾ λkd(xj, yj) ⩾ λd(xj, yj). In addition, d(xj, yj) <
λ−λ′

2λλ′−λ−λ′

implies λ+λ′

2λ

λd(xj ,yj)

1+λd(xj ,yj)
⩾ λ′

d(xj ,yj)

1+d(xj ,yj)
, which holds for all j ∈ (kn]. Recall 2kn·λ−λ′

2λ
⩾ λ′.

From the arguments above, for every j ∈ (kn] we have

2kn
d(xj+kn, yj+kn)

1 + d(xj+kn, yj+kn)
⩾ 2kn

λ+ λ′

2λ

λd(xj, yj)

1 + λd(xj, yj)
+ 2kn

λ− λ′

2λ

d(xj+kn, yj+kn)

1 + d(xj+kn, yj+kn)

⩾ 2knλ′
d(xj, yj)

1 + d(xj, yj)
+ λ′

d(xj+kn, yj+kn)

1 + d(xj+kn, yj+kn)

Dividing both sides of the inequality above by 2kn+j and then summing over j from
1 to kn, we get

(D.1)
kn∑
j=1

1

2j
d(xj+kn, yj+kn)

1 + d(xj+kn, yj+kn)
⩾ λ′

2kn∑
j=1

1

2j
d(xj, yj)

1 + d(xj, yj)

Additionally, since λ′ ⩽ 2kn · λ−λ′
2λ

⩽ 2kn, we have

(D.2)
+∞∑

j=2kn+1

1

2j−kn
d(xj, yj)

1 + d(xj, yj)
⩾ λ′

+∞∑
j=2kn+1

1

2j
d(xj, yj)

1 + d(xj, yj)

Adding both sides of inequalities (D.1) and (D.2) together, we obtain

dω(σ
kn(x), σkn(y)) ⩾ λ′dω(x, y).

The proposition is now established. □
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