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Abstract. We obtain an analogue of the prime number theorem for a class of branched
covering maps on the 2-sphere S

2 called expanding Thurston maps, which are topolo-
gical models of some non-uniformly expanding rational maps without any smoothness
or holomorphicity assumption. More precisely, we show that the number of primitive
periodic orbits, ordered by a weight on each point induced by a non-constant (eventu-
ally) positive real-valued Hölder continuous function on S2 satisfying some additional
regularity conditions, is asymptotically the same as the well-known logarithmic integral,
with an exponential error term. In particular, our results apply to postcritically-finite
rational maps for which the Julia set is the whole Riemann sphere. Moreover, a stronger
result is obtained for Lattès maps.
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1. Introduction

1.1. History and motivations. Counting is probably one of the very first mathematical
activities that predates any written history of mankind. It remains at the core of virtually
all fields of mathematics to count important objects in the field and study their statistical
properties.
One useful idea in such studies is to code the important objects in a function in the form

of a polynomial or a series. Perhaps the most famous of such functions is the Riemann
zeta function

ζRiemann(s) :=
+∞∑

n=1

1

ns
=

∏

p prime

(1− p−s)−1, ℜ(s) > 1,

whose analytic properties were studied by B. Riemann in the 19th century, even though the
product formula was already known to L. Euler in the 18th century. Analytic properties
of the Riemann zeta function are closely related to the distribution of prime numbers. It
is known that the assertion that ζRiemann has a non-vanishing holomorphic extension on
the line ℜ(s) = 1 except for a simple pole at s = 1 is equivalent to the famous Prime
Number Theorem of Ch. J. de la Vallée-Poussin and J. Hadamard stating that the number
π(T ) of primes no larger than T > 0 satisfies

π(T ) ∼ Li(T ), as T → +∞,
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where Li(y) is the Eulerian logarithmic integral function

(1.1) Li(y) :=

∫ y

2

1

log u
du, y > 0.

A more careful study of ζRiemann reveals that a condition of H. von Koch from 1901 [vK01]
on the error term in the Prime Number Theorem, namely,

π(T ) = Li(T ) +O
(√

T log T
)
, as T → +∞,

is equivalent to the Riemann hypothesis (see also [BCRW08, Section 5.1]).
The idea of studying zeta functions was first introduced by A. Selberg in 1956 from

number theory into geometry, where (primitive) closed geodesics serve the role of prime
numbers. He defined a zeta function

(1.2) ζSelberg(s) :=
∏

γ∈P

+∞∏

n=0

(
1− e−(s+n)l(γ)

)
, ℜ(s) > 1,

where P denotes the set of primitive closed geodesics and l(γ) is the length of the geodesic
γ [Se56].
H. Huber established the first Prime Geodesic Theorem, as an analogue of the Prime

Number Theorem, for surfaces of constant negative curvature in 1961, where A. Selberg’s
work [Se56] was implicitly used.

Theorem 1.1 (H. Huber [Hu61]). Let M be a compact surface of constant curvature −1,
and by π(T ) we denote the number of primitive closed geodesics γ of length l(γ) ≤ T .
Then there exists α ∈ (0, 1) such that

π(T ) = Li
(
eT
)
+O

(
eαT
)
, as T → +∞.

The zeta functions were then introduced into dynamics by M. Artin and B. Mazur
[AM65] in 1965 for diffeomorphisms and by S. Smale [Sm67] in 1967 for Anosov flows,
where (primitive) periodic orbits serve the role of prime numbers. S. Smale used A. Sel-
berg’s formulation in the context of geodesic flows on surfaces of constant negative cur-
vature due to the direct correspondence between closed geodesics on the surface and
periodic orbits of the geodesic flow. A related formulation of zeta functions for flows was
later proposed and studied by D. Ruelle [Rue76a, Rue76b, Rue76c] in 1976, which behaves
better under changes of time scale in the more general context of Axiom A systems. More
precisely, for Anosov flows, the Ruelle zeta function is defined as

(1.3) ζRuelle(s) :=
∏

γ∈P

(
1− e−sl(γ)

)−1
, ℜ(s) > 1,

where P denotes the set of primitive periodic orbits of the flow and l(γ) is the length of
the orbit γ. With this interpretation of P and l(γ), we have

(1.4) ζRuelle(s) =
ζSelberg(s+ 1)

ζSelberg(s)

when both sides are defined.
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Extensive researches have been carried out in geometry and dynamics in establishing
Prime Geodesic Theorems on various spaces and Prime Orbit Theorems for various flows
and other dynamical systems. We recall but a few such results here and by no means
claim to give a complete review of the literature.
We denote by π(T ) the number of primitive periodic orbits γ of “length” (appropriately

interpreted for the corresponding dynamical system) l(γ) ≤ T . By a Prime Orbit Theorem
without an error term, we mean the assertion that there exists a constant h > 0 such
that π(T ) ∼ Li

(
ehT
)
as T → +∞. By a Prime Orbit Theorem with an exponential error

term, we mean the assertion that there exist constants h > 0 and δ ∈ (0, h) such that
π(T ) = Li

(
ehT
)
+O

(
e(h−δ)T

)
as T → +∞.

Generalizing the first order asymptotics of H. Huber for geodesic flows over compact
surfaces of constant negative curvature, G. A. Margulis established in his thesis in 1970
[Mar04] (see also [Mar69]) a Prime Orbit Theorem without an error term for the geodesic
flows over compact Riemannian manifolds with variable negative curvature, and more
generally, for weak-mixing Anosov flows preserving a smooth volume. Similar results
were obtained by P. Sarnak in his thesis in 1980 for non-compact surfaces of finite volume
[Sa80].
For geodesic flows over convex-cocompact surfaces of constant negative curvature, a

Prime Orbit Theorem without an error term was obtained conditionally by L. Guillopé
[Gu86] and later unconditionally by S. P. Lalley [La89].
The exponential error terms in the Prime Orbit Theorems in the contexts above (except

in H. Huber’s result) were out of reach until D. Dolgopyat’s seminal work on the expo-
nential mixing of Anosov flows in his thesis [Dol98], where he developed an ingenuous
approach to get new upper bounds on the norms of the complex Ruelle (transfer) opera-
tors on some appropriate function spaces. M. Pollicott and R. Sharp [PoSh98] combined
these bounds with techniques from number theory to get a Prime Orbit Theorem with an
exponential error term for the geodesic flows over compact surfaces of variable negative
curvature. For related works on closed geodesics satisfying some homological constraints,
see R. Phillips and P. Sarnak [PhSa87], S. P. Lalley [La89], A. Katsuda and T. Sunada
[KS90], M. Pollicott [Po91], R. Sharp [Sh93], M. Babillot and F. Ledrappier [BabLe98],
M. Pollicott and R. Sharp [PoSh98], N. Anantharaman [An00a, An00b], etc.
The elegant idea of M. Pollicott and R. Sharp in [PoSh98] used in establishing the error

term for their Prime Orbit Theorem, is summarized in a nutshell below:

(1) Obtain a quantitative bound for each term in the additive form of the Ruelle
zeta function ζRuelle (compare with (3.37) and (3.39)) in terms of the operator
norm of the Ruelle operator via an argument of D. Ruelle [Rue90] that matches
the preimage points and periodic points of the symbolic dynamics induced by the
Bowen–Ratner symbolic coding for the geodesic flows.

(2) By combining the bound above with D. Dolgopyat’s bound [Dol98] on the norms
of the Ruelle operator on some appropriate function spaces, derive a non-vanishing
holomorphic extension to ζRuelle on a vertical strip h − ǫ ≤ ℜ(s) ≤ h, for some
ǫ > 0, except for a simple pole at s = h, where h ∈ R is the smallest number
such that the additive form of ζRuelle(s) converges on {s ∈ C | ℜ(s) > h}, and
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additionally, obtain a quantitative bound of |ζRuelle| on this strip (compare with
(1.7)).

(3) Establish the Prime Orbit Theorem with an exponential error term from the bound
of |ζRuelle| above via standard arguments from analytic number theory.

Variations and simplifications of this general strategy of M. Pollicott and R. Sharp,
relying on the machinery of D. Dolgopyat, have been adapted by many authors in various
contexts, see for example, F. Naud [Na05], L. N. Stoyanov [St11], P. Giulietti, C. Liverani,
and M. Pollicott [GLP13], H. Oh and D. Winter [OW16, OW17], D. Winter [Wi16],
etc. The importance of the analytic properties of various dynamical zeta functions in
understanding the distribution of periodic orbits now becomes apparent. Not surprisingly,
in view of the connection between [Dol98] and [PoSh98], dynamical zeta functions are
also closely related to the decay of correlations and resonances. As M. Pollicott has
put it, these are basically “two sides of the same coin”. For related researches on the
side of decay of correlations, see for example, D. Dolgopyat [Dol98], C. Liverani [Liv04],
A. Avila, S. Gouëzel, and J. C. Yoccoz [AGY06], L. N. Stoyanov [St01, St11], V. Baladi
and C. Liverani [BalLiv12], V. Baladi, M. Demers, and C. Liverani [BDL18], etc.
In the context of convex-cocompact surfacesM of constant negative curvature, i.e.,M =

Γ\H2 being the quotient of a classical Fuchsian Schottky group Γ (see [Na05, Section 4.1])
acting on the hyperbolic plane H2, F. Naud [Na05] established in 2005 a Prime Orbit
Theorem with an exponential error term by producing some vertical strip in C on which
the Selberg zeta function ζSelberg (resp. the Ruelle zeta function ζRuelle) has a non-vanishing
holomorphic extension except a simple zero (resp. pole, see (1.4)). For stronger results
on the zero free strip and distribution of zeros in these contexts, see the recent works of
J. Bourgain, A. Gamburd, and P. Sarnak [BGS11], F. Naud [Na14], H. Oh and D. Winter
[OW16], S. Dyatlov and J. Zahl [DZ16], J. Bourgain and S. Dyatlov [BD17].
In the context of subgroups of the group of orientation preserving isometries of hig-

her dimensional real hyperbolic space Hn and more general settings, T. Roblin [Ro03]
proved a Prime Orbit Theorem without an error term for geometrically finite subgroups,
G. A. Margulis, A. Mohammadi, and H. Oh [MMO14] established an exponential error
term for geometrically finite subgroups under additional conditions, and D. Winter [Wi16]
showed a Prime Orbit Theorem with an exponential error term for convex-cocompact sub-
groups. A form of Prime Orbit Theorem without an error term for abelian covers of some
hyperbolic manifolds was established by H. Oh and W. Pan [OP18].
In the same work [Na05], F. Naud also established the first Prime Orbit Theorem with

an exponential error term in complex dynamics, for a class of hyperbolic polynomials
z2 + c, c ∈ (−∞,−2). One key feature of this class of polynomials is that their Julia
sets are Cantor sets. For an earlier work on dynamical zeta functions for a class of sub-
hyperbolic quadratic polynomials, see V. Baladi, Y. Jiang, and H. H. Rugh [BJR02]. For
hyperbolic rational maps, S. Waddington studied a variation of the Ruelle zeta function
defined by strictly preperiodic points instead of periodic points (compare with (3.37) and
(3.39)), and established a corresponding form of Prime Orbit Theorem without an error
term in [Wad97].
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The study of iterations of polynomials and rational maps, known as complex dynamics,
dates back to the work of G. Kœnigs, E. Schröder, and others in the 19th century. This
subject was developed into an active area of research, thanks to the remarkable works of
S. Lattès, C. Carathéodory, P. Fatou, G. Julia, P. Koebe, L. Ahlfors, L. Bers, M. Herman,
A. Douady, D. P. Sullivan, J. H. Hubbard, W. P. Thurston, J.-C. Yoccoz, C. McMullen,
J. Milnor, M. Lyubich, M. Shishikura, and many others.
In the early 1980s, D. P. Sullivan [Su85, Su83] introduced a “dictionary”, known as

Sullivan’s dictionary nowadays, linking the theory of complex dynamics with another
classical area of conformal dynamical systems, namely, geometric group theory, mainly
concerning the study of Kleinian groups acting on the Riemann sphere. Many dynamical
objects in both areas can be similarly defined and results similarly proven, yet essential
and important differences remain.
The Prime Orbit Theorems with exponential error terms of F. Naud in [Na05] can be

considered as another new correspondence in Sullivan’s dictionary. Despite active resear-
ches on dynamical zeta functions and Prime Orbit Theorems in many areas of dynamical
systems, especially the works of L. N. Stoyanov [St11], G. A. Margulis, A. Mohammadi,
and H. Oh [MMO14], and D. Winter [Wi16] on the group side of Sullivan’s dictionary, the
authors are not aware of similar entries in complex dynamics since F. Naud [Na05], until
the recent work of H. Oh and D. Winter [OW17]. At a suggeston of D. P. Sullivan regar-
ding holonomies, H. Oh and D. Winter established a Prime Orbit Theorem (as well as
the equidistribution of holonomies) with an exponential error term for hyperbolic rational
maps in [OW17]. A rational map is hyperbolic if the closure of the union of forward orbits
of critical points is disjoint from its Julia set. The Julia set of a hyperbolic rational map
has zero area. A rational map is forward-expansive on some neighborhood of its Julia set
if and only if it is hyperbolic. The novelty and emphasis of this paper somewhat differs
from that of [OW17], see Subsection 1.3 for more details.
In Sullivan’s dictionary, Kleinian groups, i.e., discrete subgroups of Möbius transfor-

mations on the Riemann sphere, correspond to rational maps, and convex-cocompact
Kleinian groups correspond to rational maps that exhibit strong expansion properties
such as hyperbolic rational maps, semi-hyperbolic rational maps, and postcritically-finite
sub-hyperbolic rational maps. See insightful discussions on this part of the dictionary in
[BM17, Chapter 1], [HP09, Chapter 1], and [LM97, Section 1].
One important question in conformal dynamical systems is: “What is special about con-

formal dynamical systems in a wider class of dynamical systems characterized by suitable
metric-topological conditions?”
W. P. Thurston gave an answer to this question in his celebrated combinatorial charac-

terization theorem of postcritically-finite rational maps (i.e., the union of forward orbits
of critical points is a finite set) on the Riemann sphere among a class of more general
topological maps, known as Thurston maps nowadays [DH93]. A Thurston map is a
(non-homeomorphic) branched covering map on the topological 2-sphere S2 whose fini-
tely many critical points are all preperiodic (see Subsection 3.3 for a precise definition).
Thurston’s theorem asserts that a Thurston map is essentially a rational map if and only
if there exists no so-called Thurston obstruction, i.e., a collection of simple closed curves
on S2 subject to certain conditions [DH93].
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Under Sullivan’s dictionary, the counterpart of Thurston’s theorem in the geometric
group theory is Cannon’s Conjecture [Ca94]. This conjecture predicts that an infinite,
finitely presented Gromov hyperbolic group G whose boundary at infinity ∂∞G is a to-
pological 2-sphere is a Kleinian group. Gromov hyperbolic groups can be considered as
metric-topological systems generalizing the conformal systems in the context, namely,
convex-cocompact Kleinian groups. Inspired by Sullivan’s dictionary and their interest
in Cannon’s Conjecture, M. Bonk and D. Meyer, along with others, studied a subclass of
Thurston maps by imposing some additional condition of expansion. A new characteri-
zation theorem of rational maps from a metric space point of view is established in this
context by M. Bonk and D. Meyer [BM10, BM17], and by P. Häıssinsky and K. M. Pilgrim
[HP09]. Roughly speaking, we say that a Thurston map is expanding if for any two points
x, y ∈ S2, their preimages under iterations of the map get closer and closer. For each
expanding Thurston map, we can equip the 2-sphere S2 with a natural class of metrics,
called visual metrics. As the name suggests, these metrics are constructed in a similar
fashion as the visual metrics on the boundary ∂∞G of a Gromov hyperbolic group G. See
Subsection 3.3 for a more detailed discussion on these notions.

Theorem 1.2 (M. Bonk & D. Meyer [BM10, BM17], P. Häıssinsky & K. M. Pilgrim
[HP09]). An expanding Thurston map is conjugate to a rational map if and only if the
sphere (S2, d) equipped with a visual metric d is quasisymmetrically equivalent to the

Riemann sphere Ĉ equipped with the chordal metric.

See [BM17, Theorem 18.1 (ii)] for a proof. For an equivalent formulation of Cannon’s
conjecture from a similar point of view, see [Bon06, Conjecture 5.2]. The definition of the
chordal metric is recalled in Remark 3.16 and the notion of quasisymmetric equivalence
in Subsection 10.1.
We remark on the subtlety of the expansion property of expanding Thurston maps

by pointing out that such maps are never forward-expansive due to the critical points.
In fact, each expanding Thurston map without periodic critical points is asymptotically
h-expansive, but not h-expansive; on the other hand, expanding Thurston maps with at
least one periodic critical point are not even asymptotically h-expansive [Li15]. Asymp-
totic h-expansiveness and h-expansiveness are two notions of weak expansion introdu-
ced by M. Misiurewicz [Mis73] and R. Bowen [Bow72], respectively. Note that forward-
expansiveness implies h-expansiveness, which in turn implies asymptotic h-expansiveness
[Mis76].
Thanks to the fundamental works of W. P. Thurston, M. Bonk, D. Meyer, P. Häıssinsky,

and K. M. Pilgrim, the dynamics and geometry of expanding Thurston maps and simi-
lar topological branched covering maps has attracted considerable amount of interests,
with motivations from both complex dynamics as well as Sullivan’s dictionary. Under
the dictionary, an expanding Thurston map corresponds to a Gromov hyperbolic group
whose boundary at infinity is the topological 2-sphere, and the special case of a rational
expanding Thurston map (i.e., a postcritically-finite rational map whose Julia set is the
whole Riemann sphere) corresponds to a convex-cocompact Kleinian group whose limit
set is homeomorphic to a 2-sphere (i.e., a cocompact lattice of PSL(2,C)) (see [BM17,
Chapter 1], [Yi15, Section 1], and compare with [HP09, Chapter 1]).
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Lastly, we want to remark that we have not been able to make connections to another
successful approach to dynamical zeta functions dating back to the work of J. Milnor and
W. P. Thurston in 1988 on the kneading determinant for real 1-dimensional dynamics
with critical points [MT88]. The Milnor–Thurston kneading theory has been developed
and used by many authors since then, see for example, V. Baladi and D. Ruelle [BR96],
V. Baladi, A. Kitaev, D. Ruelle, and S. Semmes [BKRS97], M. Baillif [Bai04], M. Baillif
and V. Baladi [BB05], H. H. Rugh [Rug16], and V. Baladi [Bal18, Chapter 3].

1.2. Main results. The main goal of this paper is to establish a Prime Orbit Theorem
with an exponential error term for expanding Thurston maps by a quantitative investiga-
tion on the holomorphic extension properties of the related dynamical zeta functions as
well as more general dynamical Dirichlet series. In the holomorphic context, as a special
case, these results hold for postcritically-finite rational maps whose Julia set is the whole
Riemann sphere.
To the best of the authors’ knowledge, ours is the first Prime Orbit Theorem with

an exponential error term in complex dynamics outside of hyperbolic rational maps, in
constract to the abundance of remarkable results on the other side of Sullivan’s dictionary
mentioned above.1 We also want to emphasize that our setting is completely topological,
without any holomorphicity or smoothness assumptions on the dynamical systems or the
potentials, with metric and geometric structures arising naturally from the dynamics of
our maps, while most if not all of the previous results of Prime Orbit Theorems were
established for smooth dynamical systems.
Much of the difficulty in the study of the ergodic theory of complex dynamics comes

from the singularities caused by critical points in the Julia set. In this sense, postcritically-
finite maps are naturally the first class of rational maps to be considered after hyperbolic
rational maps. We believe that the techniques and approaches we develop in this paper
can be used in the investigations of dynamical zeta functions and Prime Orbit Theo-
rems for more general rational maps and other (non-smooth) branched covering maps on
topological spaces.
Before stating our main results, we first briefly recall dynamical zeta functions and

define dynamical Dirichlet series in our context. See Subsection 3.5 for a more detailed
discussion.
Let f : S2 → S2 be an expanding Thurston map and ψ ∈ C(S2,C) be a complex-valued

continuous function on S2. We denote by the formal infinite product

ζf,−ψ(s) := exp

(
+∞∑

n=1

1

n

∑

x=fn(x)

e−sSnψ(x)

)
, s ∈ C,

the dynamical zeta function for the map f and the potential ψ. Here we write Snψ(x) :=∑n−1
j=0 ψ(f

j(x)) as defined in (2.4). We remark that ζf,−ψ is the Ruelle zeta function for

1It has come to our attention that M. Pollicott and M. Urbański have recently completed a mono-
graph [PoU17] in which they established, among other things, asymptotic counting results without an
error term for periodic points (as opposed to primitive periodic orbits considered in this paper) for a
remarkable collection of hyperbolic and parabolic conformal dynamical systems, among them, hyperbolic
and parabolic rational maps. Our emphasis is different and results disjoint from [PoU17].
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the suspension flow over f with roof function ψ if ψ is positive. We define the dynamical
Dirichlet series associated to f and ψ as the formal infinite product

Df,−ψ, degf (s) := exp

(
+∞∑

n=1

1

n

∑

x=fn(x)

e−sSnψ(x) degfn(x)

)
, s ∈ C.

Here degfn is the local degree of fn at x ∈ S2 (see Definition 3.1).
Note that if f : S2 → S2 is an expanding Thurston map, then so is fn for each n ∈ N

(Remark 3.14).
Recall that a function is holomorphic on a set A ⊆ C if it is holomorphic on an open

set containing A.

Theorem 1.3 (Holomorphic extensions of dynamical Dirichlet series and zeta functions
for expanding Thurston maps). Let f : S2 → S2 be an expanding Thurston map, and d
be a visual metric on S2 for f . Given α ∈ (0, 1]. Let φ ∈ C0,α(S2, d) be an eventually
positive real-valued Hölder continuous function that is not co-homologous to a constant in
C(S2). Denote by s0 the unique positive number with P (f,−s0φ) = 0.
Then there exists Nf ∈ N depending only on f such that for each n ∈ N with n ≥ Nf ,

the following statements hold for F := fn and Φ :=
∑n−1

i=0 φ ◦ f i:
(i) Both the dynamical zeta function ζF,−Φ(s) and the dynamical Dirichlet series

DF,−Φ,degF (s) converge on the open half-plane {s ∈ C | ℜ(s) > s0} and extend to
non-vanishing holomorphic functions on the closed half-plane {s ∈ C | ℜ(s) ≥ s0}
except for the simple pole at s = s0.

(ii) Assume in addition that φ satisfies the α-strong non-integrability condition. Then
there exists a constant ǫ0 ∈ (0, s0) such that both the dynamical zeta function
ζF,−Φ(s) and the dynamical Dirichlet series DF,−Φ,degF (s) converge on the open
half-plane {s ∈ C | ℜ(s) > s0} and extend to non-vanishing holomorphic functions
on the closed half-plane {s ∈ C | ℜ(s) ≥ s0 − ǫ0} except for the simple pole at
s = s0. Moreover, for each ǫ > 0, there exist constants Cǫ > 0, aǫ ∈ (0, ǫ0], and
bǫ ≥ 2s0 + 1 such that

(1.5) exp
(
−Cǫ|ℑ(s)|2+ǫ

)
≤ |ζF,−Φ(s)| ≤ exp

(
Cǫ|ℑ(s)|2+ǫ

)

and

(1.6) exp
(
−Cǫ|ℑ(s)|2+ǫ

)
≤
∣∣DF,−Φ,degF (s)

∣∣ ≤ exp
(
Cǫ|ℑ(s)|2+ǫ

)

for all s ∈ C with |ℜ(s)− s0| < aǫ and |ℑ(s)| ≥ bǫ.

Here by P (f, ψ) we denote the topological pressure of f with respect to a potential
ψ ∈ C(S2) (see Subsection 3.1). A real-valued continuous function φ ∈ C(S2) is co-
homologous to a constant in C(S2) if there is a constant K ∈ R and a real-valued conti-
nuous function β ∈ C(S2) with φ = K + β ◦ f − β. The function φ is eventually positive
if φ + φ ◦ f + · · · + φ ◦ fn is strictly positive on S2 for all sufficiently large n ∈ N (see
Definition 3.32). We postpone the discussion of the α-strong non-integrability condition
on φ until Theorem 1.10.
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Remark 1.4. The integer Nf can be chosen as the minimum of N(f, C̃) from Lemma 3.17

over all Jordan curves C̃ with post f ⊆ C̃ ⊆ S2, in which case Nf = 1 if there exists
a Jordan curve C ⊆ S2 satisfying f(C) ⊆ C, post f ⊆ C, and no 1-tile in X1(f, C)
joins opposite sides of C (see Definition 3.18). The same number Nf will be used in
the statements of Theorem 1.6, Theorem 1.7, and Theorem 1.12. Here the set X1(f, C) of
1-tiles consists of closures of connected components of S2 \ f−1(C) (see Subsection 3.3 for
more detailed discussions). We also remark that most properties of expanding Thurston
maps f whose proofs rely on the Markov partitions can be established for f after being
verified first for fn for all n ≥ Nf . However, some of the finer properties established
for iterates of f still remain open for the map f itself, see for example, [Mey13, Mey12].
That being said, we do expect all theorems in this subsection to hold for f itself, but the
verification may require new techniques.

Below is a symbolic version of Theorem 1.3. For the notion of subshift of finite type, and
the corresponding subshift of finite type

(
Σ+
A△
, σA△

)
for an expanding Thurston map indu-

ced by a Jordan curve from Remark 1.4, see Proposition 3.38 and the general discussions
in Subsection 3.4.

Theorem 1.5 (Holomorphic extensions of the symbolic zeta functions). Let f : S2 → S2

be an expanding Thurston map with a Jordan curve C ⊆ S2 satisfying f(C) ⊆ C, post f ⊆
C, and no 1-tile in X1(f, C) joins opposite sides of C. Let d be a visual metric on S2

for f . Given α ∈ (0, 1]. Let φ ∈ C0,α(S2, d) be an eventually positive real-valued Hölder
continuous function that is not co-homologous to a constant in C(S2). Denote by s0 the
unique positive number with P (f,−s0φ) = 0. Let

(
Σ+
A△
, σA△

)
be the one-sided subshift of

finite type associated to f and C defined in Proposition 3.38, and let π△ : Σ
+
A△

→ S2 be the
factor map as defined in (3.35).
Then the dynamical zeta function ζσA△

,−φ◦π△(s) converges on the open half-plane {s ∈
C | ℜ(s) > s0}, and the following statements hold:

(i) The function ζσA△
,−φ◦π△(s) extends to a non-vanishing holomorphic function on the

closed half-plane {s ∈ C | ℜ(s) ≥ s0} except for the simple pole at s = s0.

(ii) Assume in addition that φ satisfies the α-strong non-integrability condition. Then
there exists a constant ǫ̃0 ∈ (0, s0) such that ζσA△

,−φ◦π△(s) extends to a non-
vanishing holomorphic function on the closed half-plane {s ∈ C | ℜ(s) ≥ s0 − ǫ̃0}
except for the simple pole at s = s0. Moreover, for each ǫ > 0, there exist constants

C̃ǫ > 0, ãǫ ∈ (0, s0), and b̃ǫ ≥ 2s0 + 1 such that

(1.7) exp
(
−C̃ǫ|ℑ(s)|2+ǫ

)
≤
∣∣ζσA△

,−φ◦π△(s)
∣∣ ≤ exp

(
C̃ǫ|ℑ(s)|2+ǫ

)

for all s ∈ C with |ℜ(s)− s0| < ãǫ and |ℑ(s)| ≥ b̃ǫ.

Theorem 1.3 leads to the following bound for the logarithmic derivative of the zeta
function ζF,−Φ.

Theorem 1.6. Let f : S2 → S2 be an expanding Thurston map, and d be a visual metric
on S2 for f . Let φ ∈ C0,α(S2, d) be an eventually positive real-valued Hölder continuous
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function with an exponent α ∈ (0, 1] that satisfies the α-strong non-integrability condition.
Denote by s0 the unique positive number with P (f,−s0φ) = 0.
Then there exists Nf ∈ N depending only on f such that for each n ∈ N with n ≥ Nf ,

the following statement holds for F := fn and Φ :=
∑n−1

i=0 φ ◦ f i:
There exist constants a ∈ (0, s0), b ≥ 2s0 + 1, and D > 0 such that

(1.8)

∣∣∣∣
ζ ′F,−Φ(s)

ζF,−Φ(s)

∣∣∣∣ ≤ D|ℑ(s)| 12

for all s ∈ C with |ℜ(s)− s0| < a and |ℑ(s)| ≥ b.

Given an expanding Thurston map f : S2 → S2 and a real-valued function ψ : S2 → R,
we define the weighted length lf,ψ(τ) (induced by f and ψ) of a primitive periodic orbit

τ := {x, f(x), · · · , fn−1(x)} ∈ P(f)

as

(1.9) lf,ψ(τ) := ψ(x) + ψ(f(x)) + · · ·+ ψ(fn−1(x)).

We denote by

(1.10) πf,ψ(T ) := card{τ ∈ P(f) | lf,ψ(τ) ≤ T}, for T > 0,

the number of primitive periodic orbits with weighted length upto T . See (2.3) for the
precise definition of P(f).
The corresponding Prime Orbit Theorems follow from Theorem 1.3 and Theorem 1.6.

Theorem 1.7 (Prime Orbit Theorems for expanding Thurston maps). Let f : S2 → S2 be
an expanding Thurston map, and d be a visual metric on S2 for f . Let φ ∈ C0,α(S2, d) be
an eventually positive real-valued Hölder continuous function with an exponent α ∈ (0, 1].
Denote by s0 the unique positive number with P (f,−s0φ) = 0.
Then there exists Nf ∈ N depending only on f such that for each n ∈ N with n ≥ Nf ,

the following statements hold for F := fn and Φ :=
∑n−1

i=0 φ ◦ f i:
(i) The asymptotic relation

πF,Φ(T ) ∼ Li
(
es0T

)
as T → +∞

holds if and only if φ is not co-homologous to a constant in C(S2), i.e., there are
no constant K ∈ R and function β ∈ C(S2) with φ = K + β ◦ f − β.

(ii) Assume that φ satisfies the α-strong non-integrability condition. Then there exists
a constant δ ∈ (0, s0) such that

πF,Φ(T ) = Li
(
es0T

)
+O

(
e(s0−δ)T

)
as T → +∞.

Here Li(·) is the Eulerian logarithmic integral function defined in (1.1).

Note that lim
y→+∞

Li(y)
y

log y
= 1, thus we also get πF,Φ(T ) ∼ exp(s0T )

s0T
as T → +∞.

Once Theorem 1.3 and Theorem 1.6 are established, Theorem 1.7 follows from standard
number-theoretic arguments. More precisely, a proof of the backward implication in
statement (i) in Theorem 1.7, relying on statement (i) in Theorem 1.3 and the Ikehara–
Wiener Tauberian Theorem (see [PP90, Appendix I]), is verbatim the same as that of
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[PP90, Theorem 6.9] on pages 106–109 of [PP90] (after defining h := s0, λ(τ) := lF,Φ(τ),
π := πF,Φ, and ζ := ζF,−s0Φ in the notation of [PP90]) with an additional observation

that lim
y→+∞

Li(y)
y

log y
= 1. The forward implication in statement (i) in Theorem 1.7 follows

immediately from Proposition 9.3 and Theorem 6.4. Similarly, a proof of statement (ii)
in Theorem 1.7, relying on Theorem 1.6 and statement (ii) in Theorem 1.3, is verbatim
the same as that of [PoSh98, Theorem 1] presented in [PoSh98, Section 3]. We omit the
these proofs here and direct the interested readers to the references cited above.

Remark 1.8. We remark that Theorems 1.3, 1.5, 1.6, and 1.7 apply to general expanding
Thurston maps including ones that are conjugate to rational maps and ones that are
obstructed (in the sense of W. P. Thurston’s characterization theorem). In particular,

these theorems apply to the special case when S2 is the Riemann sphere Ĉ and f : Ĉ → Ĉ
is a rational expanding Thurston map, i.e., f is a postcritically-finite rational map whose

Julia set is the whole sphere Ĉ (or equivalently, f is a postcritically-finite rational map
without periodic critical points).

The following Prime Orbit Theorem for rational expanding Thurston maps follows
immediately from Remark 3.16 and statement (i) in Theorem 1.7.

Corollary 1.9. Let f : Ĉ → Ĉ be a postcritically-finite rational map without periodic

critical points. Let σ be the chordal metric Riemann sphere Ĉ, and φ ∈ C0,α
(
Ĉ, σ

)
be an

eventually positive real-valued Hölder continuous function with an exponent α ∈ (0, 1].
Then there exists a unique positive number s0 > 0 with P (f,−s0φ) = 0 and there

exists Nf ∈ N depending only on f such that for each n ∈ N with n ≥ Nf , the following

statement holds for F := fn and Φ :=
∑n−1

i=0 φ ◦ f i:
The asymptotic relation

πF,Φ(T ) ∼ Li
(
es0T

)
as T → +∞.

holds if and only if φ is not co-homologous to a constant in C
(
Ĉ
)
.

The strong non-integrability condition on the potential φ essential in the theorems men-
tioned above is introduced in Subsection 9.1. The idea was first used by D. Dolgopyat
[Dol98]. In the contexts of classical smooth dynamical systems on Riemannian manifolds
with smooth potentials, the corresponding condition is often equivalent to a weaker con-
dition, called non-local integrability condition, introduced in our context in Section 6. We
can actually show that in the context of expanding Thurston maps, a potential is non-
locally integrable if and only if it is not co-homologous to a constant (see Theorem 6.4
for more details). However, as we are endeavoring out of Riemannian settings into more
general self-similar metric spaces in this paper, the equivalence between the strong non-
integrability condition and the non-local integrability condition for smooth potentials is
not expected except for Lattès maps, for reasons discussed in Subsection 10.1. Nevert-
heless, generic potentials always satisfy the strong non-integrability condition, as stated
more precisely in the following theorem.

Theorem 1.10 (Genericity). Let f : S2 → S2 be an expanding Thurston map, and d be
a visual metric on S2 for f . Given α ∈ (0, 1]. The space C0,α(S2, d) of real-valued Hölder



PRIME ORBIT THEOREMS FOR EXPANDING THURSTON MAPS 13

continuous functions with an exponent α is equipped with the Hölder norm ‖·‖C0,α(S2,d).

Let Sα be the subset of C0,α(S2, d) consisting of functions satisfies the α-strong non-
integrability condition.
Then Sα is open in C0,α(S2, d). Moreover, the following statements hold:

(i) Sα is an open dense subset of C0,α(S2, d) if α ∈ (0, 1).

(ii) S1 is an open dense subset of C0,1(S2, d) if the expansion factor Λ of d is not equal
to the combinatorial expansion factor Λ0(f) of f .

The Hölder norm ‖·‖C0,α(S2,d) is recalled in Section 2. The definition of the combinatorial

expansion factor Λ0(f) of f is given in (10.11). See [BM17, Chapter 16] for a more
detailed discussion on Λ0(f). In particular, the inequality Λ ≤ Λ0(f) always holds for the
expansion factor Λ of any visual metric d for an expanding Thurston map f .
We note here that for each α ∈ (0, 1], the set of real-valued Hölder continuous functions

φ ∈ C0,α(S2, d) that are eventually positive is an open subset of C0,α(S2, d) with respect
to either the uniform norm or the Hölder norm.
For Lattès maps f : Ĉ → Ĉ (see Definition 10.1) and continuously differentiable potenti-

als φ : Ĉ → R on the Riemann sphere, the equivalence between the strong non-integrability
condition and the condition that φ is not co-homologous to a constant is established in
Proposition 10.3, depending crucially on the properties of the canonical orbifold metric
(see Remark 10.2).

Remark 1.11. Let f : Ĉ → Ĉ be a Lattès map on the Riemann sphere Ĉ equipped with
the spherical metric. It follows immediately from Proposition 10.3 that we can replace
the conditions on φ (including the additional assumptions that φ satisfies the α-strong
non-integrability condition) in Theorems 1.3, 1.5, 1.6, and 1.7 by the following condition:

φ : Ĉ → R is an eventually positive, continuously differentiable, real-valued function

that is not co-homologous to a constant in C
(
Ĉ
)
,

and these theorems still hold.

In particular, we have the following characterization of the Prime Orbit Theorem in
the context of Lattès maps.

Theorem 1.12 (Prime Orbit Theorem for Lattès maps). Let f : Ĉ → Ĉ be a Lattès

map on the Riemann sphere Ĉ. Let φ : Ĉ → R be an eventually positive, continuously

differentiable real-valued function on Ĉ. Then there exists a unique positive number s0 > 0
with P (f,−s0φ) = 0 and there exists Nf ∈ N depending only on f such that the following
statements are equivalent:

(i) φ is not co-homologous to a constant in C
(
Ĉ
)
, i.e., there are no constant K ∈ R

and function β ∈ C
(
Ĉ
)
with φ = K + β ◦ f − β.

(ii) For each n ∈ N with n ≥ Nf , we have

πF,Φ(T ) ∼ Li
(
es0T

)
as T → +∞,

where F := fn and Φ :=
∑n−1

i=0 φ ◦ f i.
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(iii) For each n ∈ N with n ≥ Nf , there exists a constant δ ∈ (0, s0) such that

πF,Φ(T ) = Li
(
es0T

)
+O

(
e(s0−δ)T

)
as T → +∞,

where F := fn and Φ :=
∑n−1

i=0 φ ◦ f i.
Here Li(·) is the Eulerian logarithmic integral function defined in (1.1).

1.3. Plan of the paper. We adapt the general strategy of M. Pollicott and R. Sharp
[PoSh98] mentioned above combined with the machinery of D. Dolgopyat [Dol98] in our
context. Apart from our new metric-topological setting which differs from the more
classical smooth settings in the literature, there are other major obstacles to carrying out
this plan. We describe such difficulties and comment on our tactics in overcoming them
below before giving a summary of the contents of each section.

(i) One key ingredient shared both in the strategy of M. Pollicott and R. Sharp
[PoSh98] and in the original machinery of D. Dolgopyat [Dol98] is finite symbolic
codings of the dynamics2. There is no general finite symbolic coding for rational
maps outside of the hyperbolic case. However, thanks to the works of J. W. Can-
non, W. J. Floyd, and W. R. Parry [CFP07] and M. Bonk and D. Meyer [BM17],
we know that for each postcritically-finite rational map whose Julia set is the
whole Riemann sphere , or more generally, each expanding Thurston map f , there
exists N ∈ N such that for each n > N , the iteration F := fn has some forward
invariant Jordan curve C on the sphere S2 that induces finite Markov partitions
for F . We actually need a slightly stronger result (see Lemma 3.17) that was
first established in [Li18]. It is known that there exist expanding Thurston maps
without such forward invariant Jordan curves (see [BM17, Example 15.11]).

(ii) The symbolic coding induced by the finite Markov partitions mentioned above
is not finite-to-one for general expanding Thurston maps F , and A. Manning’s
argument that is used in the literature for symbolic codings that are finite-to-one
does not apply here to account for the periodic points on the boundaries of cylinder
sets in the symbolic space induced by the Markov partitions (that we call tiles).
To overcome this obstacle, we introduce the dynamical Dirichlet series DF,−ψ, degF
and study its holomorphic extension properties from the symbolic coding instead,
reducing the part of Theorem 1.3 on DF,−ψ, degF to Theorem 1.5. It seems to be
the first instance in the field where such general dynamical Dirichlet series other
than L-functions are crucially used.

(iii) D. Dolgopyat’s machinery builds upon the existence of a spectral gap of the Ruelle
operator acting on appropriate function spaces from the study of thermodynami-
cal formalism for the corresponding dynamical systems. However, for a general
rational map f with at least one critical point in the Julia set—so f is not a hy-
perbolic rational map—the set of α-Hölder continuous functions on the Riemann

2Many efforts have been made to remove the requirement of finite symbolic coding in D. Dolgopyat’s
machinery for applications in decay of correlations, notably the functional approaches of V. Baladi,
S. Gouëzel, C. Liverani, M. Tsujii, and others.
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sphere equipped with the spherical metric is not invariant under the Ruelle ope-
rator (see [DPU96, Remark 3.1]), even though it is known α-Hölder continuous
functions are mapped by all iterations of the Ruelle operator to α′-Hölder conti-
nuous functions for some α′ ∈ (0, α) sufficiently small (see [DPU96, Section 3]).
It is not clear how to incorporate this technical phenomenon with the intricate
machinery of D. Dolgopyat. Another related obstacle arises from the fact that the
temporal distance ψf, Cξ, η (see Definition 6.2) for an α-Hölder continuous potential ψ
may not be α-Hölder continuous due to the non-uniform hyperbolicity caused by
the critical points of f . Similar phenomenon of the lack of regularity appears in
the seminal work of D. Dolgopyat [Dol98] in the study of exponential mixing of
generic Anosov flows, in which jointly non-integrable C1 strong stable and strong
unstable foliations were assumed. More recently, C. Liverani [Liv04] established
exponential mixing for contact Anosov flows, for which stronger regulairty of the
temporal distance function is known, by constructing spaces of distributions on
which the Ruelle operator acts directly. Overcoming such obstacles lies in the core
of current research. See [Fi11, Section 1] for an insightful account of historical
developments. In the context of expanding Thurston maps in this paper, we use
a fruitful point of view introduced in the thesis of the first-named author (see
[Li18]) in developing the thermodynamical formalism. Namely, instead of spher-
ical metric (or chordal metric), we use the more dynamically natural metrics on
the sphere, i.e., the visual metrics. In this setting, the Ruelle operator (for an
α-Hölder continuous potential) preserves the set of α-Hölder continuous functi-
ons for α ∈ (0, 1], and moreover, most of the classical results similar to those in
the thermodynamical formalism for expansive systems with specification property
hold including the existence of spectral gap. See [Li18] for a detailed study of the
thermodynamical formalism in this setting.

(iv) One still cannot use the Ruelle operator for an expanding Thurston map and a
Hölder continuous potential introduced in [Li18] in the proof of Theorem 1.5 di-
rectly. One key problem is that in order to use D. Ruelle’s argument to bound the
dynamical Dirichlet series in terms of the operator norm of the Ruelle operator by
matching the preimage points in the Ruelle operator with periodic points in the
dynamical Dirichlet series, one needs to apply the Ruelle operator to characteristic
functions supported on the tiles. However, such characteristic functions are not
(Hölder) continuous. Our strategy here is to “split” the Ruelle operator Lψ into

“pieces” L(n)
ψ,c,E corresponding to each tile (see Definition 7.2) and to piece them

together to define a new operator Lψ on the product space C
(
X0

b ,C
)
×C

(
X0

w,C
)

that we call the split Ruelle operator for the map F and potential ψ (see De-
finition 7.5). Here X0

b and X0
w are the (closures) of the Jordan regions on the

sphere induced by the invariant Jordan curve C. We then deduce various pro-
perties including spectral gap of Lψ from, or in a similar way to, those of Lψ in
Section 7.

(v) We also need to relate the dynamical Dirichlet series DF,−ψ,degF and the dynamical
zeta function ζF,−ψ. As mentioned above, A. Manning’s argument used in the
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literature for other dynamical systems does not apply in our setting since our
symbolic coding is not finite-to-one in general. Instead, we establish the quotient of
DF,−ψ, degF and ζF,−ψ as a combination of a product and a quotient of the dynamical
zeta functions for three symbolic dynamical systems on the boundaries of the tiles
(see (5.25)) by a careful study of the combinatorics of tiles (see Subsection 5.2)
with ideas from [Li16].

(vi) In order to deduce the holomorphic extension properties of ζF,−ψ from those of
DF,−ψ, degF , we need to show that there are strictly less dynamics on the boundaries
of tiles than on the tiles themselves measured by the topological pressures of
corresponding symbolic dynamical systems, which is not a priori clear. A key
construction (see (5.15)) first introduced in [Li15] is used in Subsection 5.3 to
establish such relations in Theorem 5.8.

(vii) The existence of critical points in the Julia set, and more seriously of periodic
critical points for some expanding Thurston maps, also gives rise to obstacles in the
proof of the equivalence of the non-local integrability condition (see Definition 6.3)
and the cohomology conditions on the potentials (see Theorem 6.4). For example,
an inverse branch of an expanding Thurston map with a periodic critical point may
not have a fixed point. We nevertheless successfully establish such equivalence in
Theorem 6.4 by a careful study of the universal orbifold covers, introduced by
W. P. Thurston [Th80] in 1970s for geometry of 3-manifolds, in our context in
Section 6.

(viii) In the case of rational expanding Thurston maps f : Ĉ → Ĉ and continuously

differentiable potentials φ : Ĉ → R, one would hope to establish the Prime Orbit
Theorem under the weaker assumption that φ is not co-homologous to a constant,
or more precisely, to derive from this assumption the strong non-integrability con-
dition. This is often done in the literature in smooth dynamical systems. However,
the dynamically more nature metrics, i.e., the visual metrics, that we use to de-
velop the thermodynamical formalism are not quite compatible with the smooth

structure on Ĉ. In fact, the chordal metric σ (see Remark 3.16 for the definition)

is never a visual metric for f (see [BM17, Lemma 8.12]), and
(
Ĉ, σ

)
is snowflake

equivalent to (S2, d) for some visual metric d if and only if f is topologically con-
jugate to a Lattès map (see [BM17, Theorem 18.1 (iii)] and Definition 10.1 below).
Moreover, the canonical orbifold metric ωf (see Remark 10.2) is a visual metric
if and only if f is a Lattès map. Nevertheless, we provide a positive answer in
Theorem 1.12 for Lattès maps using properties of the canonical orbifold metric in
this setting. The case of all rational expanding Thurston maps is still open.

We will now give a brief description of the structure of this paper.
After fixing some notation in Section 2, we give a review of the dynamical and geometric

notions and basic facts needed in this paper in Section 3. We first discuss thermodynamical
formalism in Subsection 3.1 very briefly. General branched covering maps between surfaces
are reviewed in Subsection 3.2 even though we are only concerned with the special case
of Thurston maps on the topological 2-sphere in the whole paper except Section 6, .
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Subsection 3.3 focuses on the main objects of investigation of this paper, namely, ex-
panding Thurston maps f . Many notions and results from M. Bonk and D. Meyer [BM17]
and the previous works of the first-named author [Li16, Li15, Li18, Li17] that are cru-
cially used in this paper are recorded for the convenience of the reader. We recall the
notion of eventually positive potentials at the end of this subsection and show that for
such a potential φ, the topological pressure t 7→ P (f,−tφ) has unique zero t = s0 in
Corollary 3.34.
In Subsection 3.4, we first recall and set notation for the symbolic dynamical systems

known as subshifts of finite type. Some basic properties of the topological pressure and
its relations with periodic points and preimage points in this context are recalled in
Proposition 3.35, Lemma 3.36, and Lemma 3.37. We then construct a one-sided subshift
of finite type

(
Σ+
A△
, σA△

)
in Proposition 3.38 encoding the dynamics on the tiles induced

by an expanding Thurston map with some forward invariant Jordan curve C ⊆ S2, and
show that f is a factor of

(
Σ+
A△
, σA△

)
with the factor map π△ : Σ

+
A△

→ S2 given by (3.35).
In Subsection 3.5, we recall in (3.37) the notion of dynamical zeta function ζg,−ψ for

a continuous map g on a compact metric space (X, d) and a complex-valued continuous
function ψ on X . More generally, for an additional complex-valued function w on X ,
we introduce the dynamical Dirichlet series Dg,−ψ,w in Definition 3.40 as an analogue of
Dirichlet series in analytic number theory, where w corresponds to a strongly multipli-
cative arithmetic function. We establish the convergence of Dg,−ψ,w and an analogue of
the Euler product formula for Dg,−ψ,w in Lemma 3.42 under relevant assumptions in our
context on periodic points. The corresponding results for ζf,−φ, Df,−φ,w, and ζσA△

,−φ◦π△
are recorded in Proposition 3.44 for some expanding Thurston map f and an eventually
positive (see Definition 3.32) real-valued Hölder continuous function φ on S2.
In Section 4, we state the assumptions on some of the objects in this paper, which we

are going to repeatedly refer to later as the Assumptions. Note that not all assumptions
are assumed in all the statements in this paper. In fact, we have to gradually remove the
dependence on some of the assumptions before proving our main results. This makes the
paper more technically involved.
The goal of Section 5 is to establish a relation between the dynamical zeta functions

ζf,−φ and ζσA△
,−φ◦π△ for an expanding Thurston map f with some forward invariant Jordan

curve C ⊆ S2 and a Hölder continuous potential φ : S2 → R through a careful investigation
on the dynamics induced by f on the curve C. Consequently, we reduce Theorem 1.3 on f
to Theorem 1.5 on the corresponding one-sided subshift of finite type

(
Σ+
A△
, σA△

)
defined

from the tiles induced by C.
In Subsection 5.1, we construct two one-sided subshift of finite type

(
Σ+
Appp

, σAppp

)
and(

Σ+
Aqqq

, σAqqq

)
induced by f on C. We study the combinatorics induced by f and C in Sub-

section 5.2 and establish in Theorem 5.3 a counting formula (5.7) relating the “multi-
plicity” of an arbitrary point y ∈ S2 in the sets of periodic points for the four related
symbolic dynamical systems

(
Σ+
A△
, σA△

)
,
(
Σ+
Appp

, σAppp

)
,
(
Σ+
Aqqq

, σAqqq

)
, and (V0, f |V0) where the

set V0 coincides with the finite set post f of postcritical points of f (i.e., union of forward
orbits of critical values of f).
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Before deducing Theorem 1.3 from Theorem 1.5 in Subsection 5.4 using the counting
formula in Theorem 5.3, we need to show in Subsection 5.3 that topological pressures of
the dynamical systems induced by f and a real-valued Hölder continuous functions ψ on
C are strictly smaller than the topological pressure P (f, ψ) of f and ψ (see Theorem 5.8).
Such a calculation uses a characterization of topological pressure (3.30) in terms of refining
sequences of finite open covers, and relies on a fine quantitative control over the rate of
increase of the number of preimages of a point q ∈ S2 under iterations of f |C that stay close
along the orbit. In order to derive such a quantitative control in Proposition 5.7, we use a
key device Em(qn, qn−1, . . . , q1; q) (see (5.15)) to keep track of such quantities that were
first introduced and crucially used to establish some weak expansion property, namely,
the asymptotic h-expansiveness of expanding Thurston maps with no periodic critical
points in [Li15]. The method used here to bound Em(qn, qn−1, . . . , q1; q) is different
from that in [Li15]. In [Li15], the non-recurrence of critical points is the key. But here
we allow periodic critical points, and the bound relies crucially on the topology of the
(1-dimensional) Jordan curve instead.
Section 6 is devoted to characterizations of a necessary condition, called non-local in-

tegrability condition, on the potential φ : S2 → R for the Prime Orbit Theorems (Theo-
rem 1.7). We recall the notion of temporal distance in Definition 6.2, and define the non-
local integrability condition on a potential φ for an expanding Thurston map f : S2 → S2.
The characterizations are summarized in Theorem 6.4. In particular, a real-valued Hölder
continuous φ on S2 is non-locally integrable if and only if φ is co-homologous to a constant
in the set of real-valued continuous functions on S2. We recall that a precise counting
formula was obtained in [Li16, Theorem 1.1] in the case of potentials φ co-homologous to a
constant K ∈ R, i.e., φ = K+τ ◦f−τ for some continuous function τ : S2 → R. We show
that in this case the Prime Orbit Theorems do not hold in Corollary 6.5, establishing the
non-local integrability condition as a necessary condition for the Prime Orbit Theorems
for expanding Thurston maps.
In order to establish Theorem 6.4, we recall in Subsection 6.2 the notion of orbifolds

introduced in general by W. P. Thurston in 1970s in his study of geometry of 3-manifolds
(see [Th80, Chapter 13]). We follow the setup from [BM17] for expanding Thurston maps.
We recall the definitions of ramification functions, orbifolds, universal orbifold covering
maps, deck transformations, and inverse branches, before showing in Proposition 6.17
that, roughly speaking, each inverse branch on the universal orbifold cover has a unique
attracting fixed point (possibly at infinity).
In Subsection 6.3, we first deduce in Lemma 6.18 a consequence of the local-integrability

condition on f and φ to a condition on the inverse branches of f and the lifting of φ to
the universal orbifold cover of f . Then the proof of Theorem 6.4 is given.
In Section 7, we define appropriate variations of the Ruelle operator on the suita-

ble function spaces in our context and establish some important inequalities that will
be used later. More precisely, in Subsection 7.1, for an expanding Thurston map f
with a forward invariant Jordan curve C ⊆ S2 and a complex-valued Hölder continuous
function ψ, we “split” the Ruelle operator Lψ : C(S2,C) → C(S2,C) (see (3.20)) into pie-

ces L(n)
ψ,c,E : C(E,C) → C

(
X0

c ,C
)
in Definition 7.2, for c ∈ {b,w}, n ∈ N0, and a union E
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of n-tiles in the cell decomposition Dn(f, C) of S2 induced by f and C. Such construction
is crucial to the proof of Proposition 8.1 where the image of characteristic functions sup-

ported on n-tiles under L(n)
ψ,c,E are used to relate periodic points and preimage points of

f . We then define the split Ruelle operators Lψ in Definition 7.5 on the product space

C
(
X0

b ,C
)
× C

(
X0

w,C
)
by piecing together L(1)

ψ,c1,X0
c2

, c1, c2 ∈ {b,w}. The operator norm

of Lψ induced by the normalized Hölder norm (see (2.6)) on the space C0,α((X, d),C) of
complex-valued Hölder continuous functions is recorded in Definition 7.6 with a equivalent
characterization given in Lemma 7.7.
Subsection 7.2 is devoted to establishing various inequalities, among them the basic

inequalities in Lemma 7.13, that are indispensable in the arguments in Section 9, adapted
into our context from the machinery of D. Dolgopyat.
In Subsection 7.3, we verify the spectral gap for Lψ that are essential in the proof of

Theorem 8.3.
Section 8 contains arguments to bound the dynamical zeta function ζσA△

,−φ◦π△ with
the bounds of the operator norm of L−sφ, for an expanding Thurston map f with some
forward invariant Jordan curve C and an eventually positive real-valued Hölder continuous
potential φ.
Subsection 8.1 contains the proof of Proposition 8.1, which provides a bound of the

dynamical zeta function ζσA△
,−φ◦π△ for the symbolic system

(
Σ+
A△
, σA△

)
asscociated to f in

terms of the operator norms of Ln−sφ, n ∈ N and s ∈ C in some vertical strip with |ℑ(s)|
large enough. The idea of the proof originated from D. Ruelle [Rue90].
In Subsection 8.2, we establish in Theorem 8.3 an exponential decay bound on the

operator norm
∣∣∣∣∣∣
L

n
−sφ
∣∣∣∣∣∣
α
of Ln−sφ, n ∈ N, assuming the bound stated in Theorem 8.2.

Theorem 8.2 will be proved at the end of Subsection 9.3.
Combining the bounds in Proposition 8.1 and Theorem 8.3, we give a proof of Theo-

rem 1.5 in Subsection 8.3.
In Subsection 8.4, we deduce Theorem 1.6 from Theorem 1.3 following the ideas from

[PoSh98] using basic complex analysis.
In Section 9, we adapt the arguments of D. Dolgopyat [Dol98] in our metric-topological

setting aiming to prove Theorem 8.2 at the end of this section, consequently establishing
Theorem 1.3, Theorem 1.5, Theorem 1.6, and Theorem 1.7.
In Subsection 9.1, we first give a formulation of the α-strong non-integrability condition,

α ∈ (0, 1], for our setting (Definition 9.1) and then show its independence on the choice
of the Jordan curve C in Lemma 9.2.
In Subsection 9.2, a consequence of the α-strong non-integrability condition that we

will use in the remaining part of this section is formulated in Proposition 9.5. We remark
that it is crucial for the arguments in Subsection 9.3 to have the same exponent α ∈ (0, 1]
in both the lower bound and the upper bound in (9.25). The definition of the Dolgopyat
operator MJ,s,φ in our context is given in Definition 9.7 after important constants in the
construction are carefully chosen (see for example, (9.6) through (9.15)). The adjustment
of such constants is one key difficulty in the intricate mechaniery of D. Dolgopyat.
In Subsection 9.3, we adapt the cancellation arguments of D. Dolgopyat to establish

the l2-bound in Theorem 8.2.
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Section 10 is devoted to examples of potentials that satisfy the α-strong non-integrability
condition, and the investigation of the genericity of this condition.
Subsection 10.1 focuses on the Lattès maps (recalled in Definition 10.1). We show in

Proposition 10.3 that for a Lattès map f and a continuously differentiable real-valued

potential φ : Ĉ → R the weaker condition of non-local integrability implies a stronger
condition, namely, 1-strong non-integrability for some visual metric d for f . We include
the proof of Theorem 1.12 at the end of Subsection 10.1.
Similar results for continuously differentiable potentials seem to be too much to ex-

pect for general rational expanding Thurston maps, since the chordal metric σ (see Re-
mark 3.16 for definition) is never a visual metric for f (see [BM17, Lemma 8.12]), which
prevents us to get the same exponent in both the lower bound and upper bound in (9.25)
in Proposition 9.5. Nevertheless, we can still show that the α-strong non-integrability
condition is generic in the set C0,α(S2, d) of real-valued Hölder continuous functions with
an exponent α equipped with the Hölder norm, i.e., there exists an open dense subset
of functions satisfying such condition in C0,α(S2, d), provided α ∈ (0, 1) or Λα < Λ0(f)
as stated in Theorem 1.10. A constructive proof of Theorem 1.10 is given at the end of
Subsection 10.2, relying on Theorem 10.5 that gives a construction of a potential φ that
satisfies the α-strong non-integrability condition arbitrarily close to a given real-valued
Hölder continuous potential ψ ∈ C0,α(S2, d).
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2. Notation

Let C be the complex plane and Ĉ be the Riemann sphere. For each complex number
z ∈ C, we denote by ℜ(z) the real part of z, and by ℑ(z) the imaginary part of z. We
denote by D the open unit disk D := {z ∈ C | |z| < 1} on the complex plane C. For each
a ∈ R, we denote by Ha the open (right) half-plane Ha := {z ∈ C | ℜ(z) > a} on C, and
by Ha the closed (right) half-plane Ha := {z ∈ C | ℜ(z) ≥ a}.
We follow the convention that N := {1, 2, 3, . . .}, N0 := {0} ∪ N, and N̂ := N ∪ {+∞},

with the order relations <, ≤, >, ≥ defined in the obvious way. For x ∈ R, we define ⌊x⌋
as the greatest integer ≤ x, and ⌈x⌉ the smallest integer ≥ x. As usual, the symbol log
denotes the logarithm to the base e, and logc the logarithm to the base c for c > 0. The
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symbol i stands for the imaginary unit in the complex plane C. For each z ∈ C \ {0},
we denote by Arg(z) the principle argument of z, i.e., the unique real number in (−π, π]
with the property that |z|eiArg(z) = z. The cardinality of a set A is denoted by cardA.
Given real-valued functions u, v, and w on (0,+∞). We write u(T ) ∼ v(T ) as

T → +∞ if limT→+∞
u(T )
v(T )

= 1, and write u(T ) = v(T ) + O(w(T )) as T → +∞ if

lim supT→+∞

∣∣u(T )−v(T )
w(T )

∣∣ < +∞.

Let g : X → Y be a map between two sets X and Y . We denote the restriction of g to
a subset Z of X by g|Z .
Given a map f : X → X on a set X . The inverse map of f is denoted by f−1. We

write fn := f ◦ · · · ◦ f︸ ︷︷ ︸
n

for the n-th iterate of f , and f−n := (fn)−1, for n ∈ N. We set

f 0 := idX , where the identity map idX : X → X sends each x ∈ X to x itself. For each
n ∈ N, we denote by

(2.1) Pn,f :=
{
x ∈ X

∣∣ fn(x) = x, fk(x) 6= x, k ∈ {1, 2, . . . , n− 1}
}

the set of periodic points of f with periodic n, and by

(2.2) P(n, f) :=
{{
f i(x)

∣∣ i ∈ {0, 1, . . . , n− 1}
} ∣∣ x ∈ Pn,f

}

the set of primitive periodic orbits of f with period n. The set of all periodic orbits of f
is denoted by

(2.3) P(f) :=
+∞⋃

n=1

P(n, f).

Given a complex-valued function ϕ : X → C, we write

(2.4) Snϕ(x) = Sfnϕ(x) :=
n−1∑

j=0

ϕ(f j(x))

for x ∈ X and n ∈ N0. The superscript f is often omitted when the map f is clear from
the context. Note that when n = 0, by definition we always have S0ϕ = 0.
Let (X, d) be a metric space. For subsets A,B ⊆ X , we set d(A,B) := inf{d(x, y) | x ∈

A, y ∈ B}, and d(A, x) = d(x,A) := d(A, {x}) for x ∈ X . For each subset Y ⊆ X , we
denote the diameter of Y by diamd(Y ) := sup{d(x, y) | x, y ∈ Y }, the interior of Y by
int Y , and the characteristic function of Y by 1Y , which maps each x ∈ Y to 1 ∈ R and
vanishes otherwise. We use the convention that 1 = 1X when the space X is clear from
the context. For each r > 0 and each x ∈ X , we denote the open (resp. closed) ball of
radius r centered at x by Bd(x, r) (resp. Bd(x, r)).
We set C(X) (resp. B(X)) to be the space of continuous (resp. bounded Borel) functions

from X to R, M(X) the set of finite signed Borel measures, and P(X) the set of Borel
probability measures onX . We denote by C(X,C) (resp. B(X,C)) the space of continuous
(resp. bounded Borel) functions from X to C. Obviously C(X) ⊆ C(X,C) and B(X) ⊆
B(X,C). We will adopt the convention that unless specifically referring to C, we only
consider real-valued functions. If we do not specify otherwise, we equip C(X) and C(X,C)
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with the uniform norm ‖·‖C0(X). For g ∈ C(X) we set M(X, g) to be the set of g-invariant
Borel probability measures on X .
The space of real-valued (resp. complex-valued) Hölder continuous functions with an

exponent α ∈ (0, 1] on a compact metric space (X, d) is denoted by C0,α(X, d) (resp.
C0,α((X, d),C)). For each ψ ∈ C0,α((X, d),C), we denote

(2.5) |ψ|α, (X,d) := sup

{ |ψ(x)− ψ(y)|
d(x, y)α

∣∣∣∣ x, y ∈ X, x 6= y

}
,

and for b ∈ R \ {0}, the normalized Hölder norm of ψ is defined as

(2.6) ‖ψ‖[b]C0,α(X,d)
:=

1

|b| |ψ|α, (X,d) + ‖ψ‖C0(X) ,

and for each bounded linear operator L : C0,α((X, d),C) → C0,α((X, d),C), the normalized
operator norm of L is

(2.7) ‖L‖[b]C0,α(X,d)
:= sup

{
‖L(v)‖[b]C0,α(X,d)

‖v‖[b]C0,α(X,d)

∣∣∣∣∣ v ∈ C0,α((X, d),C) with v 6≡ 0

}
,

while the standard Hölder norm of ψ and operator norm of L are denoted by ‖ψ‖C0,α(X,d)

and ‖L‖C0,α(X,d), respectively, as usual, i.e.,

(2.8) ‖ψ‖C0,α(X,d) := ‖ψ‖[1]C0,α(X,d) = ‖ψ‖[−1]

C0,α(X,d) = |ψ|α, (X,d) + ‖ψ‖C0(X) ,

and respectively,

(2.9) ‖L‖C0,α(X,d) := ‖L‖[1]C0,α(X,d) = ‖L‖[−1]
C0,α(X,d) .

For a Lipschitz map g : (X, d) → (X, d) on a metric space (X, d), we denote the Lipschitz
constant by

(2.10) LIPd(g) := sup

{
d(g(x), g(y))

d(x, y)

∣∣∣∣ x, y ∈ X with x 6= y

}
.

3. Preliminaries

3.1. Thermodynamical formalism. We first review some basic concepts from dyna-
mical systems. We refer the readers to [PrU10, Chapter 3], [Wal82, Chapter 9] or [KH95,
Chapter 20] for more detailed studies of these concepts.
Let (X, d) be a compact metric space and g : X → X a continuous map. For n ∈ N

and x, y ∈ X ,

dng (x, y) := max
{
d
(
gk(x), gk(y)

)∣∣k ∈ {0, 1, . . . , n− 1}
}

defines a new metric on X . A set F ⊆ X is (n, ǫ)-separated, for some n ∈ N and ǫ > 0, if
for each pair of distinct points x, y ∈ F , we have dng (x, y) ≥ ǫ. For ǫ > 0 and n ∈ N, let
Fn(ǫ) be a maximal (in the sense of inclusion) (n, ǫ)-separated set in X .
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For each real-valued continuous function φ ∈ C(X), the following limits exist and are
equal, and we denote these limits by P (g, φ) (see for example, [PrU10, Theorem 3.3.2]):

P (g, φ) := lim
ǫ→0

lim sup
n→+∞

1

n
log

∑

x∈Fn(ǫ)

exp(Snφ(x))

= lim
ǫ→0

lim inf
n→+∞

1

n
log

∑

x∈Fn(ǫ)

exp(Snφ(x)),(3.1)

where Snφ(x) =
n−1∑
j=0

φ (gj(x)) is defined in (2.4). We call P (g, φ) the topological pressure of

g with respect to the potential φ. The quantity htop(g) := P (g, 0) is called the topological
entropy of g. Note that P (g, φ) is independent of d as long as the topology on X defined
by d remains the same (see [PrU10, Section 3.2]).
A cover of X is a collection ξ = {Aj | j ∈ J} of subsets of X with the property that⋃
ξ = X , where J is an index set. The cover ξ is an open cover if Aj is an open set for

each j ∈ J . The cover ξ is finite if the index set J is a finite set.
Let ξ = {Aj | j ∈ J} and η = {Bk | k ∈ K} be two covers of X , where J and K are the

corresponding index sets. We say ξ is a refinement of η if for each Aj ∈ ξ, there exists
Bk ∈ η such that Aj ⊆ Bk. The common refinement ξ ∨ η of ξ and η defined as

ξ ∨ η := {Aj ∩ Bk | j ∈ J, k ∈ K}
is also a cover. Note that if ξ and η are both open covers (resp., measurable partiti-
ons), then ξ ∨ η is also an open cover (resp., a measurable partition). Define g−1(ξ) :=
{g−1(Aj) | j ∈ J}, and denote for n ∈ N,

ξng :=
n−1∨

j=0

g−j(ξ) = ξ ∨ g−1(ξ) ∨ · · · ∨ g−(n−1)(ξ),

and let ξ∞g be the smallest σ-algebra containing
+∞⋃
n=1

ξng .

A measurable partition ξ of X is a cover ξ = {Aj | j ∈ J} of X consisting of countably
many mutually disjoint Borel sets Aj, j ∈ J , where J is a countable index set. The
entropy of a measurable partition ξ is

Hµ(ξ) := −
∑

j∈J

µ(Aj) log (µ(Aj)) ,

where 0 log 0 is defined to be 0. One can show (see [Wal82, Chapter 4]) that if Hµ(ξ) <
+∞, then the following limit exists:

hµ(g, ξ) := lim
n→+∞

1

n
Hµ(ξ

n
g ) ∈ [0,+∞).

The measure-theoretic entropy of g for µ is given by

(3.2) hµ(g) := sup{hµ(g, ξ) | ξ is a measurable partition of X with Hµ(ξ) < +∞}.



24 ZHIQIANG LI, TIANYI ZHENG

For each real-valued continuous function φ ∈ C(X), themeasure-theoretic pressure Pµ(g, φ)
of g for the measure µ and the potential φ is

(3.3) Pµ(g, φ) := hµ(g) +

∫
φ dµ.

By the Variational Principle (see for example, [PrU10, Theorem 3.4.1]), we have that
for each φ ∈ C(X),

(3.4) P (g, φ) = sup{Pµ(g, φ) |µ ∈ M(X, g)}.
In particular, when φ is the constant function 0,

(3.5) htop(g) = sup{hµ(g) |µ ∈ M(X, g)}.
A measure µ that attains the supremum in (3.4) is called an equilibrium state for the
map g and the potential φ. A measure µ that attains the supremum in (3.5) is called a
measure of maximal entropy of g.
Given a continuous map g : X → X on a compact metric space (X, d) and a real-valued

continuous potential ϕ ∈ C(X). By [PrU10, Theorem 3.3.2], our definition of the topologi-
cal pressure P (g, ϕ) in (3.1) coincides with the definition presented in [PrU10, Section 3.2].
More precisely, combining (3.2.3), Lemma 3.2.1, Definition 3.2.3, and Lemma 3.2.4 from
[PrU10], the topological pressure P (g, ϕ) of g with respect to ϕ is also given by
(3.6)

P (g, ϕ) = lim
m→+∞

lim
n→+∞

1

n
log inf

{∑

V ∈V

exp
(
sup
x∈V

Snϕ(x)
) ∣∣∣∣∣V ⊆

n∨

i=0

g−i(ξm),
⋃

V = X

}
,

where {ξm}m∈N0 is an arbitrary sequence of finite open covers ofX with lim
m→+∞

max{diamd(U) |U ∈
ξm} = 0.

One of the main tools in the study of the existence, uniqueness, and other properties of
equilibrium states is the Ruelle operator. We will postpone the discussion of the Ruelle
operators of expanding Thurston maps to Subsection 3.3.

3.2. Branched covering maps bewteen surfaces. This paper is devoted to the dis-
cussion of expanding Thurston maps, which are branched covering maps on S2 with
certain expansion properties. We will discuss such branched covering maps in detail in
Subsection 3.3. However, since we are going to use lifting properties of branched cove-
ring maps and universal orbifold covers in Section 6, we need to discuss briefly branched
covering maps between surfaces in general here. For more detailed discussions on the
concepts and results in this subsection, see [BM17, Appendix A.6] and references the-
rein. For a study of branched covering maps between more general topological spaces, see
P. Häıssinsky and K. M. Pilgrim [HP09].
This subsection is only used in Section 6. Relevant concepts and results adapted to the

special case of branched covering maps on S2 will be reiterated in Subsection 3.3. The
readers may safely skip this subsection in the first reading.
In this paper, a surface is a connected and oriented 2-dimensional topological manifold.
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Definition 3.1 (Branched covering maps between surfaces). Let X and Y be (connected
and oriented) surfaces, and f : X → Y be a continuous map. Then f is a branched
covering map (between X and Y ) if for each point q ∈ Y there exists an open set V ⊆ Y
with q ∈ V and there exists a collection {Ui}i∈I of open sets Ui ⊆ X for some index set
I 6= ∅ such that the following conditions are satisfied:

(i) f−1(V ) is a disjoint union f−1(V ) =
⋃
i∈I Ui,

(ii) Ui contains precisely one point pi ∈ f−1(q) for each i ∈ I, and

(iii) for each i ∈ I, there exists di ∈ N, and orientation-preserving homeomorphisms
ϕi : Ui → D and ψi : V → D with ϕi(pi) = 0 and ψi(q) = 0 such that

(3.7)
(
ψi ◦ f ◦ ϕ−1

i

)
(z) = zdi

for all z ∈ D.
The positive integer di is called the local degree of f at p := pi, denoted by degf(p).

Remark 3.2. We say that the set V ⊆ Y is evenly covered by f if conditions (i) and (ii)
above are both satisfied.

Note that in Definition 3.1, we do not require X and Y to be compact. In fact we will
need to use the incompact case in Section 6.
Note that the local degree degf(pi) = di in Definition 3.1 is uniquely determined by

p := pi. If q
′ ∈ V is a point close to, but distinct from, q = f(p), then degf (p) is equal to

the number of distinct preimages of q′ under f close to p. In particular, near p (but not
at p) the map f is d-to-1, where d = degf(p).
Every branched covering map f : X → Y is surjective, open (i.e., images of open sets

are open), and discrete (i.e., the preimage set f−1(q) of every point q ∈ Y has no limit
points in X). Every covering map is also a branched covering map.
A critical point of a branched covering map f : X → Y is a point p ∈ X with degf (p) ≥

2. We denote the set of critical points of f by crit f . A critical value is a point q ∈ Y such
that f−1(q) contains a critical point of f . The set of critical points of f is discrete in X
(i.e., it has no limit points in X), and the set of critical values of f is discrete in Y . The
map f is an orientation-preserving local homeomorphism near each point p ∈ X \ crit f .
Branched covering maps between surfaces behave well under compositions. We record

the facts from Lemma A.16 and Lemma A.17 in [BM17] in the following lemma.

Lemma 3.3 (Compositions of branched covering maps). Let X, Y , and Z be (connected
and oriented) surfaces, and f : X → Z, g : Y → Z, and h : X → Y be continuous maps
such that f = g ◦ h.

(i) If g and h are branched covering maps, and Y and Z are compact, then f is also
a branched covering map, and moreover, for each x ∈ X, we have

degf(x) = degg(h(x)) · degh(x).

(ii) If f and g are branched covering maps, then h is a branched covering map. Si-
milarly, if f and h are branched covering maps, then g is a branched covering
map.
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If, in addition, X, Y , and Z are Riemann surfaces and the two branched covering maps
in the hypotheses of (i) or (ii) are holomorphic, then the third map is also holomorphic.

Let π : X → Y be a branched covering map, Z a topological space, and f : Z → Y be
a continuous map. A continuous map g : Z → X is called a lift of f (by π) if π ◦ g = f ,
i.e., the following diagram commutes:

X

π
��

Z

g
>>
⑦
⑦
⑦
⑦
⑦
⑦
⑦
⑦

f
// Y.

We record Lemma A.18 in [BM17] below.

Lemma 3.4 (Lifting paths by branched covering maps). Let X and Y be (connected and
oriented) surfaces, π : X → Y be a branched covering map, γ : [0, 1] → Y be a path in Y ,
and x0 ∈ π−1(γ(0)). Then there exists a path λ : [0, 1] → X with λ(0) = x0 and π ◦λ = γ.

Branched covering maps are closely related to covering maps. The following lemma
recorded from [BM17, Lemma A11] makes such a connection explicit.

Lemma 3.5. Let X and Y be (connected and oriented) surfaces, and f : X → Y be a
branched covering map. Suppose P ⊆ Y is a set with f(crit f) ⊆ P that is discrete in Y .
Then f : X \ f−1(P ) → Y \ P is a covering map.

We will use the lifting properties of covering maps in Section 6. The proof and the
terminology of the following lemma formulated as Lemma A.6 in [BM17] can be found
in [Ha02, Section 1.3, Proposition 1.34, and Proposition 1.33] (see also [Fo81, Section 1.4
and Theorem 4.17]).

Lemma 3.6 (Lifting by covering maps). Let X and Y be (connected and oriented) surfa-
ces, π : X → Y be a covering map, and Z be a path-connected and locally path-connected
topological space.

(i) Suppose g1, g2 : Z → X are two continuous maps such that π ◦ g1 = π ◦ g2. If there
exists z0 ∈ Z with g1(z0) = g2(z0), then g1 = g2.

(ii) Suppose Z is simply connected, f : Z → Y is a continuous map, and z0 ∈ Z and
x0 ∈ X are points such that f(z0) = π(x0). Then there exists a continuous map
g : Z → X such that g(z0) = x0 and f = π ◦ g.

3.3. Thurston maps. In this subsection, we go over some key concepts and results
on Thurston maps, and expanding Thurston maps in particular. For a more thorough
treatment of the subject, we refer to [BM17].
Let S2 denote an oriented topological 2-sphere. A continuous map f : S2 → S2 is called

a branched covering map on S2 if for each point x ∈ S2, there exists a positive integer
d ∈ N, open neighborhoods U of x and V of y = f(x), open neighborhoods U ′ and V ′

of 0 in Ĉ, and orientation-preserving homeomorphisms ϕ : U → U ′ and η : V → V ′ such
that ϕ(x) = 0, η(y) = 0, and

(η ◦ f ◦ ϕ−1)(z) = zd
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for each z ∈ U ′. The positive integer d above is called the local degree of f at x and is
denoted by degf (x).
Note that the definition of branched covering maps on S2 mentioned above is compatible

with Definition 3.1, see the discussion succeeding Lemma A.10 in [BM17] for more details.
The degree of f is

(3.8) deg f =
∑

x∈f−1(y)

degf (x)

for y ∈ S2 and is independent of y. If f : S2 → S2 and g : S2 → S2 are two branched
covering maps on S2, then so is f ◦ g, and
(3.9) degf◦g(x) = degg(x) degf (g(x)), for each x ∈ S2,

and moreover,

(3.10) deg(f ◦ g) = (deg f)(deg g).

A point x ∈ S2 is a critical point of f if degf(x) ≥ 2. The set of critical points of f
is denoted by crit f . A point y ∈ S2 is a postcritical point of f if y = fn(x) for some
x ∈ crit f and n ∈ N. The set of postcritical points of f is denoted by post f . Note that
post f = post fn for all n ∈ N.

Definition 3.7 (Thurston maps). A Thurston map is a branched covering map f : S2 →
S2 on S2 with deg f ≥ 2 and card(post f) < +∞.

We now recall the notation for cell decompositions of S2 used in [BM17] and [Li17]. A
cell of dimension n in S2, n ∈ {1, 2}, is a subset c ⊆ S2 that is homeomorphic to the closed
unit ball Bn in Rn. We define the boundary of c, denoted by ∂c, to be the set of points
corresponding to ∂Bn under such a homeomorphism between c and Bn. The interior of c
is defined to be inte(c) = c \ ∂c. For each point x ∈ S2, the set {x} is considered as a cell
of dimension 0 in S2. For a cell c of dimension 0, we adopt the convention that ∂c = ∅
and inte(c) = c.
We record the following three definitions from [BM17].

Definition 3.8 (Cell decompositions). Let D be a collection of cells in S2. We say that
D is a cell decomposition of S2 if the following conditions are satisfied:

(i) the union of all cells in D is equal to S2,

(ii) if c ∈ D, then ∂c is a union of cells in D,

(iii) for c1, c2 ∈ D with c1 6= c2, we have inte(c1) ∩ inte(c2) = ∅,
(iv) every point in S2 has a neighborhood that meets only finitely many cells in D.

Definition 3.9 (Refinements). Let D′ and D be two cell decompositions of S2. We say
that D′ is a refinement of D if the following conditions are satisfied:

(i) every cell c ∈ D is the union of all cells c′ ∈ D′ with c′ ⊆ c.

(ii) for every cell c′ ∈ D′ there exits a cell c ∈ D with c′ ⊆ c,
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Definition 3.10 (Cellular maps and cellular Markov partitions). Let D′ and D be two
cell decompositions of S2. We say that a continuous map f : S2 → S2 is cellular for
(D′,D) if for every cell c ∈ D′, the restriction f |c of f to c is a homeomorphism of c onto
a cell in D. We say that (D′,D) is a cellular Markov partition for f if f is cellular for
(D′,D) and D′ is a refinement of D.

Let f : S2 → S2 be a Thurston map, and C ⊆ S2 be a Jordan curve containing post f .
Then the pair f and C induces natural cell decompositions Dn(f, C) of S2, for n ∈ N0, in
the following way:
By the Jordan curve theorem, the set S2 \ C has two connected components. We call

the closure of one of them the white 0-tile for (f, C), denoted by X0
w, and the closure of the

other the black 0-tile for (f, C), denoted by X0
b . The set of 0-tiles isX

0(f, C) :=
{
X0

b , X
0
w

}
.

The set of 0-vertices is V0(f, C) := post f . We set V
0
(f, C) := {{x} | x ∈ V0(f, C)}. The

set of 0-edges E0(f, C) is the set of the closures of the connected components of C \post f .
Then we get a cell decomposition

D0(f, C) := X0(f, C) ∪ E0(f, C) ∪V
0
(f, C)

of S2 consisting of cells of level 0, or 0-cells.
We can recursively define unique cell decompositions Dn(f, C), n ∈ N, consisting of

n-cells such that f is cellular for (Dn+1(f, C),Dn(f, C)). We refer to [BM17, Lemma 5.12]
for more details. We denote by Xn(f, C) the set of n-cells of dimension 2, called n-tiles ;
by En(f, C) the set of n-cells of dimension 1, called n-edges ; by V

n
(f, C) the set of n-cells

of dimension 0; and by Vn(f, C) the set
{
x
∣∣ {x} ∈ V

n
(f, C)

}
, called the set of n-vertices.

The k-skeleton, for k ∈ {0, 1, 2}, of Dn(f, C) is the union of all n-cells of dimension k in
this cell decomposition.
We record Proposition 5.16 of [BM17] here in order to summarize properties of the cell

decompositions Dn(f, C) defined above.

Proposition 3.11 (M. Bonk & D. Meyer [BM17]). Let k, n ∈ N0, let f : S
2 → S2 be a

Thurston map, C ⊆ S2 be a Jordan curve with post f ⊆ C, and m = card(post f).

(i) The map fk is cellular for
(
Dn+k(f, C),Dn(f, C)

)
. In particular, if c is any (n+k)-

cell, then fk(c) is an n-cell, and fk|c is a homeomorphism of c onto fk(c).

(ii) Let c be an n-cell. Then f−k(c) is equal to the union of all (n + k)-cells c′ with
fk(c′) = c.

(iii) The 1-skeleton of Dn(f, C) is equal to f−n(C). The 0-skeleton of Dn(f, C) is the
set Vn(f, C) = f−n(post f), and we have Vn(f, C) ⊆ Vn+k(f, C).

(iv) card(Xn(f, C)) = 2(deg f)n, card(En(f, C)) = m(deg f)n, and card(Vn(f, C)) ≤
m(deg f)n.

(v) The n-edges are precisely the closures of the connected components of f−n(C) \
f−n(post f). The n-tiles are precisely the closures of the connected components of
S2 \ f−n(C).

(vi) Every n-tile is an m-gon, i.e., the number of n-edges and the number of n-vertices
contained in its boundary are equal to m.
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(vii) Let F := fk be an iterate of f with k ∈ N. Then Dn(F, C) = Dnk(f, C).
We also note that for each n-edge e ∈ En(f, C), n ∈ N0, there exist exactly two n-tiles

X, X ′ ∈ Xn(f, C) such that X ∩X ′ = e.
For n ∈ N0, we define the set of black n-tiles as

Xn
b (f, C) :=

{
X ∈ Xn(f, C)

∣∣ fn(X) = X0
b

}
,

and the set of white n-tiles as

Xn
w(f, C) :=

{
X ∈ Xn(f, C)

∣∣ fn(X) = X0
w

}
.

It follows immediately from Proposition 3.11 that

(3.11) card(Xn
b (f, C)) = card(Xn

w(f, C)) = (deg f)n

for each n ∈ N0.
From now on, if the map f and the Jordan curve C are clear from the context, we will

sometimes omit (f, C) in the notation above.
If we fix the cell decomposition Dn(f, C), n ∈ N0, we can define for each v ∈ Vn the

n-flower of v as

(3.12) W n(v) :=
⋃

{inte(c) | c ∈ Dn, v ∈ c}.

Note that flowers are open (in the standard topology on S2). Let W
n
(v) be the closure

of W n(v). We define the set of all n-flowers by

(3.13) Wn := {W n(v) | v ∈ Vn}.
Remark 3.12. For n ∈ N0 and v ∈ Vn, we have

W
n
(v) = X1 ∪X2 ∪ · · · ∪Xm,

wherem := 2 degfn(v), and X1, X2, . . .Xm are all the n-tiles that contain v as a vertex (see
[BM17, Lemma 5.28]). Moreover, each flower is mapped under f to another flower in such
a way that is similar to the map z 7→ zk on the complex plane. More precisely, for n ∈ N0

and v ∈ Vn+1, there exist orientation preserving homeomorphisms ϕ : W n+1(v) → D and
η : W n(f(v)) → D such that D is the unit disk on C, ϕ(v) = 0, η(f(v)) = 0, and

(η ◦ f ◦ ϕ−1)(z) = zk

for all z ∈ D, where k := degf(v). Let W
n+1

(v) = X1 ∪X2 ∪ · · · ∪ Xm and W
n
(f(v)) =

X ′
1 ∪ X ′

2 ∪ · · · ∪ X ′
m′ , where X1, X2, . . .Xm are all the (n + 1)-tiles that contain v as a

vertex, listed counterclockwise, and X ′
1, X

′
2, . . .X

′
m′ are all the n-tiles that contain f(v)

as a vertex, listed counterclockwise, and f(X1) = X ′
1. Then m = m′k, and f(Xi) = X ′

j

if i ≡ j (mod k), where k = degf(v). (See also Case 3 of the proof of Lemma 5.24 in

[BM17] for more details.) If particular, both W n(v) and W
n
(v) are simply connected.

We denote, for each x ∈ S2 and n ∈ Z,

(3.14) Un(x) :=
⋃

{Y n ∈ Xn | there exists Xn ∈ Xn with x ∈ Xn, Xn ∩ Y n 6= ∅}
if n ≥ 0, and set Un(x) := S2 otherwise.
We can now give a definition of expanding Thurston maps.
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Definition 3.13 (Expansion). A Thurston map f : S2 → S2 is called expanding if there
exists a metric d on S2 that induces the standard topology on S2 and a Jordan curve
C ⊆ S2 containing post f such that

lim
n→+∞

max{diamd(X) |X ∈ Xn(f, C)} = 0.

Remarks 3.14. It is clear from Proposition 3.11 (vii) and Definition 3.13 that if f is an
expanding Thurston map, so is fn for each n ∈ N. We observe that being expanding is a
topological property of a Thurston map and independent of the choice of the metric d that
generates the standard topology on S2. By Lemma 6.2 in [BM17], it is also independent
of the choice of the Jordan curve C containing post f . More precisely, if f is an expanding
Thurston map, then

lim
n→+∞

max
{
diamd̃(X)

∣∣X ∈ Xn
(
f, C̃

)}
= 0,

for each metric d̃ that generates the standard topology on S2 and each Jordan curve

C̃ ⊆ S2 that contains post f .

P. Häıssinsky and K. M. Pilgrim developed a notion of expansion in a more general con-
text for finite branched coverings between topological spaces (see [HP09, Section 2.1 and
Section 2.2]). This applies to Thurston maps and their notion of expansion is equivalent to
our notion defined above in the context of Thurston maps (see [BM17, Proposition 6.4]).
Such concepts of expansion are natural analogues, in the contexts of finite branched
coverings and Thurston maps, to some of the more classical versions, such as expansive
homeomorphisms and forward-expansive continuous maps between compact metric spaces
(see for example, [KH95, Definition 3.2.11]), and distance-expanding maps between com-
pact metric spaces (see for example, [PrU10, Chapter 4]). Our notion of expansion is not
equivalent to any such classical notion in the context of Thurston maps. One topological
obstruction comes from the presence of critical points for (non-homeomorphic) branched
covering maps on S2. In fact, as mentioned in the introduction, there are subtle connecti-
ons between our notion of expansion and some classical notions of weak expansion. More
precisely, one can prove that an expanding Thurston map is asymptotically h-expansive
if and only if it has no periodic points. Moreover, such a map is never h-expansive. See
[Li15] for details.
For an expanding Thurston map f , we can fix a particular metric d on S2 called a visual

metric for f . For the existence and properties of such metrics, see [BM17, Chapter 8].
For a visual metric d for f , there exists a unique constant Λ > 1 called the expansion
factor of d (see [BM17, Chapter 8] for more details). One major advantage of a visual
metric d is that in (S2, d) we have good quantitative control over the sizes of the cells
in the cell decompositions discussed above. We summarize several results of this type
([BM17, Proposition 8.4, Lemma 8.10, Lemma 8.11]) in the lemma below.

Lemma 3.15 (M. Bonk & D. Meyer [BM17]). Let f : S2 → S2 be an expanding Thurston
map, and C ⊆ S2 be a Jordan curve containing post f . Let d be a visual metric on S2 for
f with expansion factor Λ > 1. Then there exist constants C ≥ 1, C ′ ≥ 1, K ≥ 1, and
n0 ∈ N0 with the following properties:
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(i) d(σ, τ) ≥ C−1Λ−n whenever σ and τ are disjoint n-cells for n ∈ N0.

(ii) C−1Λ−n ≤ diamd(τ) ≤ CΛ−n for all n-edges and all n-tiles τ for n ∈ N0.

(iii) Bd(x,K
−1Λ−n) ⊆ Un(x) ⊆ Bd(x,KΛ−n) for x ∈ S2 and n ∈ N0.

(iv) Un+n0(x) ⊆ Bd(x, r) ⊆ Un−n0(x) where n = ⌈− log r/ log Λ⌉ for r > 0 and x ∈ S2.

(v) For every n-tile Xn ∈ Xn(f, C), n ∈ N0, there exists a point p ∈ Xn such that
Bd(p, C

−1Λ−n) ⊆ Xn ⊆ Bd(p, CΛ
−n).

Conversely, if d̃ is a metric on S2 satisfying conditions (i) and (ii) for some constant

C ≥ 1, then d̃ is a visual metric with expansion factor Λ > 1.

Recall that Un(x) is defined in (3.14).
In addition, we will need the fact that a visual metric d induces the standard topology

on S2 ([BM17, Proposition 8.3]) and the fact that the metric space (S2, d) is linearly
locally connected ([BM17, Proposition 18.5]). A metric space (X, d) is linearly locally
connected if there exists a constant L ≥ 1 such that the following conditions are satisfied:

(1) For all z ∈ X , r > 0, and x, y ∈ Bd(z, r) with x 6= y, there exists a continuum
E ⊆ X with x, y ∈ E and E ⊆ Bd(z, rL).

(2) For all z ∈ X , r > 0, and x, y ∈ X \Bd(z, r) with x 6= y, there exists a continuum
E ⊆ X with x, y ∈ E and E ⊆ X \Bd(z, r/L).

We call such a constant L ≥ 1 a linear local connectivity constant of d.

Remark 3.16. If f : Ĉ → Ĉ is a rational expanding Thurston map, then a visual metric

is quasisymmetrically equivalent to the chordal metric on the Riemann sphere Ĉ (see

Theorem 1.2). Here the chordal metric σ on Ĉ is given by σ(z, w) = 2|z−w|√
1+|z|2

√
1+|w|2

for

z, w ∈ C, and σ(∞, z) = σ(z,∞) = 2√
1+|z|2

for z ∈ C. We also note that quasisymme-

tric embeddings of bounded connected metric spaces are Hölder continuous (see [He01,
Section 11.1 and Corollary 11.5]). Accordingly, the class of Hölder continuous functions

on Ĉ equipped with the chordal metric and that on S2 = Ĉ equipped with any visual
metric for f are the same (upto a change of the Hölder exponent).

A Jordan curve C ⊆ S2 is f -invariant if f(C) ⊆ C. We are interested in f -invariant
Jordan curves that contain post f , since for such a Jordan curve C, we get a cellular
Markov partition (D1(f, C),D0(f, C)) for f . According to Example 15.11 in [BM17],
such f -invariant Jordan curves containing post f need not exist. However, M. Bonk and
D. Meyer [BM17, Theorem 15.1] proved that there exists an fn-invariant Jordan curve C
containing post f for each sufficiently large n depending on f . A slightly stronger version
of this result was proved in [Li16, Lemma 3.11] and we record it below.

Lemma 3.17 (M. Bonk & D. Meyer [BM17], Z. Li [Li16]). Let f : S2 → S2 be an

expanding Thurston map, and C̃ ⊆ S2 be a Jordan curve with post f ⊆ C̃. Then there

exists an integer N(f, C̃) ∈ N such that for each n ≥ N(f, C̃) there exists an fn-invariant

Jordan curve C isotopic to C̃ rel. post f such that no n-tile in Xn(f, C) joins opposite sides
of C.
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The phrase “joining opposite sides” has a specific meaning in our context.

Definition 3.18 (Joining opposite sides). Fix a Thurston map f with card(post f) ≥ 3
and an f -invariant Jordan curve C containing post f . A set K ⊆ S2 joins opposite sides
of C if K meets two disjoint 0-edges when card(post f) ≥ 4, or K meets all three 0-edges
when card(post f) = 3.

Note that card(post f) ≥ 3 for each expanding Thurston map f [BM17, Lemma 6.1].
We now summarize some basic properties of expanding Thurston maps in the following

theorem.

Theorem 3.19 (Z. Li [Li18], [Li16]). Let f : S2 → S2 be an expanding Thurston map,
and d be a visual metric on S2 for f with expansion factor Λ > 1. Then the following
statements are satisfied:

(i) The map f is Lipschitz with respect to d.

(ii) The map f has 1+deg f fixed points, counted with weight given by the local degree
of the map at each fixed point. In particular, card

∑
x∈P1,fn

degfn(x) = 1 + deg fn.

Theorem 3.19 (i) was shown in [Li18, Lemma 3.12]. Theorem 3.19 (ii) follows from
[Li16, Theorem 1.1] and Remark 3.14.
We record the following two lemmas from [Li16] (see [Li16, Lemma 4.1 and Lemma 4.2])

which give us almost precise information on the locations of the periodic points of an
expanding Thurston map.

Lemma 3.20 (Z. Li [Li16]). Let f be an expanding Thurston map with an f -invariant
Jordan curve C containing post f . If X ∈ X1

ww(f, C)∪X1
bb(f, C) is a white 1-tile contained

in the while 0-tile X0
w or a black 1-tile contained in the black 0-tile X0

b , then X contains at
least one fixed point of f . If X ∈ X1

wb(f, C) ∪X1
bw(f, C) is a white 1-tile contained in the

black 0-tile X0
b or a black 1-tile contained in the white 0-tile X0

w, then inte(X) contains
no fixed points of f .

Recall that cells in the cell decompositions are by definition closed sets, and the set of
0-tiles X0(f, C) consists of the white 0-tile X0

w and the black 0-tile X0
b .

Lemma 3.21 (Z. Li [Li16]). Let f be an expanding Thurston map with an f -invariant
Jordan curve C containing post f such that no 1-tile in X1(f, C) joins opposite sides of C.
Then for every n ∈ N, each n-tile Xn ∈ Xn(f, C) contains at most one fixed point of fn.

The following lemma proved in [Li18, Lemma 3.13] generalizes [BM17, Lemma 15.25].

Lemma 3.22 (M. Bonk & D. Meyer [BM17], Z. Li [Li18]). Let f : S2 → S2 be an
expanding Thurston map, and C ⊆ S2 be a Jordan curve that satisfies post f ⊆ C and
fnC(C) ⊆ C for some nC ∈ N. Let d be a visual metric on S2 for f with expansion factor
Λ > 1. Then there exists a constant C0 > 1, depending only on f , d, C, and nC, with the
following property:
If k, n ∈ N0, X

n+k ∈ Xn+k(f, C), and x, y ∈ Xn+k, then

(3.15)
1

C0
d(x, y) ≤ d(fn(x), fn(y))

Λn
≤ C0d(x, y).
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We summarize the existence, uniqueness, and some basic properties of equilibrium
states for expanding Thurston maps in the following theorem.

Theorem 3.23 (Z. Li [Li18]). Let f : S2 → S2 be an expanding Thurston map and d
a visual metric on S2 for f . Let φ, γ ∈ C0,α(S2, d) be real-valued Hölder continuous
functions with an exponent α ∈ (0, 1]. Then the following statements are satisfied:

(i) There exists a unique equilibrium state µφ for the map f and the potential φ.

(ii) For each t ∈ R, we have d
dt
P (f, φ+ tγ) =

∫
γ dµφ+tγ .

(iii) If C ⊆ S2 is a Jordan curve containing post f with the property that fnC(C) ⊆ C
for some nC ∈ N, then

µφ

( +∞⋃

i=0

f−i(C)
)

= 0.

Theorem 3.23 (i) is part of [Li18, Theorem 1.1]. Theorem 3.23 (ii) follows immediately
from [Li18, Theorem 6.13] and the uniqueness of equilibrium states in Theorem 3.23 (i).
Theorem 3.23 (iii) was established in [Li18, Proposition 7.1].
The following two distortion lemmas serve as cornerstones in the developement of ther-

modynamical formalism for expanding Thurston maps in [Li18] (see [Li18, Lemma 5.1
and Lemma 5.2]).

Lemma 3.24 (Z. Li [Li18]). Let f : S2 → S2 be an expanding Thurston map and C ⊆ S2

be a Jordan curve containing post f with the property that fnC(C) ⊆ C for some nC ∈ N.
Let d be a visual metric on S2 for f with expansion factor Λ > 1. Let φ ∈ C0,α(S2, d) be
a real-valued Hölder continuous function with an exponent α ∈ (0, 1]. Then there exists a
constant C1 = C1(f, C, d, φ, α) depending only on f , C, d, φ, and α such that

(3.16) |Snφ(x)− Snφ(y)| ≤ C1d(f
n(x), fn(y))α,

for n,m ∈ N0 with n ≤ m, Xm ∈ Xm(f, C), and x, y ∈ Xm. Quantitatively, we choose

(3.17) C1 :=
|φ|α, (S2,d)C0

1− Λ−α
,

where C0 > 1 is a constant depending only on f , C, and d from Lemma 3.22.

Lemma 3.25 (Z. Li [Li18]). Let f : S2 → S2 be an expanding Thurston map and C ⊆ S2 be
a Jordan curve containing post f with the property that fnC(C) ⊆ C for some nC ∈ N. Let
d be a visual metric on S2 for f with expansion factor Λ > 1 and a linear local connectivity
constant L ≥ 1. Let φ ∈ C0,α(S2, d) be a real-valued Hölder continuous function with an
exponent α ∈ (0, 1]. Then there exists C2 = C2(f, C, d, φ, α) ≥ 1 depending only on f , C,
d, φ, and α such that for each x, y ∈ S2, and each n ∈ N0, we have

(3.18)

∑
x′∈f−n(x)

degfn(x
′) exp(Snφ(x

′))

∑
y′∈f−n(y)

degfn(y
′) exp(Snφ(y′))

≤ exp (4C1Ld(x, y)
α) ≤ C2,
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where C1 is the constant from Lemma 3.24. Quantitatively, we choose

(3.19) C2 := exp
(
4C1L

(
diamd(S

2)
)α)

= exp

(
4
|φ|α, (S2,d)C0

1− Λ−α
L
(
diamd(S

2)
)α
)
,

where C0 > 1 is a constant depending only on f , C, and d from Lemma 3.22.

Recall that the main tool used in [Li18] to develop the thermodynamical formalism for
expanding Thurston maps is the Ruelle operator. We will need a complex version of the
Ruelle operator in this paper discussed in [Li17]. We summarize relevant definitions and
facts about the Ruelle operator below and refer the readers to [Li17, Chapter 3.3] for a
detailed discussion.
Let f : S2 → S2 be an expanding Thurston map and φ ∈ C(S2,C) be a complex-valued

continuous function. The Ruelle operator Lφ (associated to f and φ) acting on C(S2,C)
is defined as the following

(3.20) Lφ(u)(x) =
∑

y∈f−1(x)

degf (y)u(y) exp(φ(y)),

for each u ∈ C(S2,C). Note that Lφ is a well-defined and continuous operator on C(S2,C).
The Ruelle operator Lφ : C(S2,C) → C(S2,C) has an extension to the space of complex-
valued bounded Borel functions B(S2,C) (equipped with the uniform norm) given by
(3.20) for each u ∈ B(S2,C).
We observe that if φ ∈ C(S2) is real-valued, then Lφ(C(S2)) ⊆ C(S2) and Lφ(B(S2)) ⊆

B(S2). The adjoint operator L∗
φ : C

∗(S2) → C∗(S2) of Lφ acts on the dual space C∗(S2)

of the Banach space C(S2). We identify C∗(S2) with the space M(S2) of finite signed
Borel measures on S2 by the Riesz representation theorem.
When φ ∈ C(S2) is real-valued, we denote

(3.21) φ := φ− P (f, φ).

We record the following three technical results on the Ruelle operators in our context.

Lemma 3.26 (Z. Li [Li18]). Let f : S2 → S2 be an expanding Thurston map and C ⊆ S2

be a Jordan curve containing post f with the property that fnC(C) ⊆ C for some nC ∈ N.
Let d be a visual metric on S2 for f with expansion factor Λ > 1. Let φ ∈ C0,α(S2, d) be
a real-valued Hölder continuous function with an exponent α ∈ (0, 1]. Then there exists
a constant C3 = C3(f, C, d, φ, α) depending only on f , C, d, φ, and α such that for each
x, y ∈ S2 and each n ∈ N0 the following equations are satisfied

(3.22)
Ln
φ
(1)(x)

Ln
φ
(1)(y)

≤ exp (4C1Ld(x, y)
α) ≤ C2,

(3.23)
1

C2

≤ Ln
φ
(1)(x) ≤ C2,

(3.24)
∣∣∣Lnφ(1)(x)−Ln

φ
(1)(y)

∣∣∣ ≤ C2 (exp (4C1Ld(x, y)
α)− 1) ≤ C3d(x, y)

α,
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where C1, C2 are constants in Lemma 3.24 and Lemma 3.25 depending only on f , C, d,
φ, and α.

Lemma 3.26 was proved in [Li18, Lemma 5.15]. The next theorem is part of [Li18,
Theorem 5.16].

Theorem 3.27 (Z. Li [Li18]). Let f : S2 → S2 be an expanding Thurston map and C ⊆ S2

be a Jordan curve containing post f with the property that fnC(C) ⊆ C for some nC ∈ N.
Let d be a visual metric on S2 for f with expansion factor Λ > 1. Let φ ∈ C0,α(S2, d) be
a real-valued Hölder continuous function with an exponent α ∈ (0, 1]. Then the sequence{

1
n

n−1∑
j=0

Lj
φ
(1)
}
n∈N

converges uniformly to a function uφ ∈ C0,α(S2, d), which satisfies

(3.25) Lφ(uφ) = uφ,

and

(3.26)
1

C2
≤ uφ(x) ≤ C2, for each x ∈ S2,

where C2 ≥ 1 is a constant from Lemma 3.25.

Let f : S2 → S2 be an expanding Thurston map and d be a visual metric on S2 for
f with expansion factor Λ > 1. Let φ ∈ C0,α(S2, d) be a real-valued Hölder continuous
function with an exponent α ∈ (0, 1]. Then we denote

(3.27) φ̃ := φ− P (f, φ) + log uφ − log(uφ ◦ f),
where uφ is the continuous function given by Theorem 3.27.
The next theorem follows immediately from [Li18, Theorem 6.8 and Corollary 6.10].

Theorem 3.28 (Z. Li [Li18]). Let f : S2 → S2 be an expanding Thurston map. Let d be a
visual metric on S2 for f with expansion factor Λ > 1. Let b ∈ (0,+∞) be a constant and
h : [0,+∞) → [0,+∞) be an abstract modulus of continuity. Let H be a bounded subset
of C0,α(S2, d) for some α ∈ (0, 1]. Then for each v ∈ Cb

h(S
2, d) and each φ ∈ H, we have

(3.28) lim
n→+∞

∥∥∥∥Lnφ(v)− uφ

∫
v dmφ

∥∥∥∥
C0(S2)

= 0.

Moreover, the convergence in (3.28) is uniform in v ∈ Cb
h(S

2, d) and φ ∈ H. Here we
denote by mφ the unique eigenmeasure of L∗

φ, the function uφ as defined in Theorem 3.27,

and φ = φ− P (f, φ).

A measure µ ∈ P(S2) is an eigenmeasure of L∗
φ if L∗

φµ = cµ for some c ∈ R. See [Li18,
Corollary 6.10] for the uniqueness of the measure mφ.
We only need the following two corollaries of Theorem 3.28 in this paper.

Corollary 3.29. Let f : S2 → S2 be an expanding Thurston map and d be a visual metric
on S2 for f with expansion factor Λ > 1. Let φ ∈ C0,α(S2, d) be a real-valued Hölder
continuous function with an exponent α ∈ (0, 1]. We define a map τ : R → C0,α(S2, d) by
setting τ(t) = utφ. Then τ is continuous with respect to the uniform norm ‖ · ‖C0(S2) on
C0,α(S2, d).
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Proof. Fix an arbitrary bounded open interval I ⊆ R. For each n ∈ N, define Tn : I →
C(S2, d) by Tn(t) := Ln

tφ
(1S2) for t ∈ I. Since tφ = tφ − P (f, tφ), by (3.20) and the

continuity of the topological pressure (see for example, [PrU10, Theorem 3.6.1]), we know
that Tn is a continuous function with respect to the uniform norm ‖ · ‖C0(S2) on C(S

2, d).
Applying Theorem 3.28 with v := 1S2 and H := {tφ | t ∈ I}, we get that Tn(t) converges
to τ |I(t) in the uniform norm on C(S2, d) uniformly in t ∈ I as n → +∞. Hence τ(t) is
continuous on I. Recall utφ ∈ C0,α(S2, d) (see Theorem 3.27). Therefore τ(t) is continuous
in t ∈ R with respect to the uniform norm on C0,α(S2, d). �

Corollary 3.30. Let f : S2 → S2 be an expanding Thurston map. Let d be a visual metric
on S2 for f with expansion factor Λ > 1. Let H be a bounded subset of C0,α(S2, d) for
some α ∈ (0, 1]. Then for each φ ∈ H and x ∈ S2, we have

(3.29) P (f, φ) = lim
n→+∞

1

n
logLnφ(1)(x) = lim

n→+∞

1

n
log

∑

y∈f−n(x)

degfn(y) exp(Snφ(y)).

Moreover, the convergence in (3.29) is uniform in φ ∈ H and x ∈ S2.

Proof. The second equality in (3.29) follows from (3.20) and (3.9). Substitute u := 1 into
Theorem 3.28, we get that Ln

φ
(1)(x) = e−nP (f,φ)Lnφ(1)(x) converges to uφ(x) uniformly

in φ ∈ H and x ∈ S2 as n → +∞. By Theorem 3.27, the function uφ is continuous
and 1

C2
≤ uφ(x) ≤ C2 for the same constant C2 > 1 from Lemma 3.25. Note that

C2 depends only on f , C, d, φ, and α, but it is bounded on H by (3.19). Therefore
1
n
logLn

φ
(1)(x) = −P (f, φ)+ 1

n
logLnφ(1)(x) converges to 0 uniformly in φ ∈ H and x ∈ S2

as n→ +∞. �

Another characterization of the topological pressure in our context analogous to (3.29)
but in terms of periodic points was obtained in [Li15, Proposition 6.8]. We record it
below.

Proposition 3.31 (Z. Li [Li15]). Let f : S2 → S2 be an expanding Thurston map and
d be a visual metric on S2 for f with expansion factor Λ > 1. Let φ ∈ C0,α(S2, d) be
a real-valued Hölder continuous function with an exponent α ∈ (0, 1]. Fix an arbitrary
sequence of functions {wn : S2 → R}n∈N satisfying wn(y) ∈ [1, degfn(y)] for each n ∈ N
and each y ∈ S2. Then

(3.30) P (f, φ) = lim
n→+∞

1

n
log

∑

y∈P1,fn

wn(y) exp(Snφ(y)).

The potentials that satisfy the following property are of special interest in the conside-
rations of Prime Orbit Theorems and in the analytic study of dynamical zeta functions.

Definition 3.32 (Eventually positive functions). Let g : X → X be a map on a set X ,
and ϕ : X → C be a complex-valued functions on X . Then ϕ is eventually positive if
there exists N ∈ N such that Snϕ(x) > 0 for each x ∈ X and each n ∈ N with n ≥ N .

Lemma 3.33. Let f : S2 → S2 be an expanding Thurston map and d be a visual metric
on S2 for f . If ψ ∈ C0,α((S2, d),C) is a complex-valued Hölder continuous function with
an exponent α ∈ (0, 1], then Snψ also satisfies Snψ ∈ C0,α((S2, d),C) for each n ∈ N.
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Proof. Since f is Lipschitz with respect to d by Theorem 3.19 (i), so is f i for each i ∈ N.
Then ψ ◦ f i ∈ C0,α((S2, d),C) for each i ∈ N. Thus by (2.4), Snψ ∈ C0,α((S2, d),C). �

Theorem 3.23 (ii) leads to the following corollary that we frequently use, often implicitly,
throughout this paper.

Corollary 3.34. Let f : S2 → S2 be an expanding Thurston map, and d be a visual metric
on S2 for f . Let φ ∈ C0,α(S2, d) be an eventually positive real-valued Hölder continuous
function with an exponent α ∈ (0, 1]. Then the function t 7→ P (f,−tφ), t ∈ R, is strictly
decreasing and there exists a unique number s0 ∈ R such that P (f,−s0φ) = 0. Moreover,
s0 > 0.

Proof. By Definition 3.32, we can choose m ∈ N such that Φ := Smφ is strictly posi-
tive. Denote A := inf{Φ(x) | x ∈ S2} > 0. Then by Theorem 3.23 (ii) and the fact
that the equilibrium state µ−tφ for f and −tφ is an f -invariant probability measure (see
Theorem 3.23 (i) and Subsection 3.1), we have that for each t ∈ R,

(3.31)
d

dt
P (f,−tφ) = −

∫
φ dµ−tφ = − 1

m

∫
Smφ dµ−tφ < 0.

By Corollary 3.30, (3.8), and (3.9), for each t ∈ R sufficiently large, we have

P (f,−tφ) = lim
n→+∞

1

mn
log

∑

y∈f−mn(x)

degfmn(y) exp

(
−t

n−1∑

i=0

(
Φ ◦ fmi

)
(y)

)

≤ lim
n→+∞

1

mn
log((deg f)mn exp(−tnA)) = 1

m
log((deg f)m exp(−tA)) < 0.

Since the topological entropy htop(f) = P (f, 0) = log(deg f) > 0 (see [BM17, Corol-
lary 17.2]), the corollary follows immediately from (3.31) and the fact that P (f, ·) : C(S2) →
R is continuous (see for example, [PrU10, Theorem 3.6.1]). �

3.4. Subshifts of finite type. We give a brief review on the dynamics of one-sided
subshifts of finite type in this subsection. We refer the readers to [Ki98] for a beautiful
introduction to symbolic dynamics. For a discussion on results on subshifts of finite type
in our context, see [PP90, Bal00].
Let S be a finite nonempty set, and A : S × S → {0, 1} be a matrix whose entries are

either 0 or 1. For n ∈ N0, we denote by An the usual matrix product of n copies of A.
We denote the set of admissible sequences defined by A by

Σ+
A = {{xi}i∈N0 | xi ∈ S, A(xi, xi+1) = 1, for each i ∈ N0}.

Given θ ∈ (0, 1), we equip the set Σ+
A with a metric dθ given by dθ({xi}i∈N0, {yi}i∈N0) = θN

for {xi}i∈N0 6= {yi}i∈N0 , where N is the smallest integer with xN 6= yN . The topology on
the metric space

(
Σ+
A, dθ

)
coincides with that induced from the product topology, and is

therefore compact.
The left-shift operator σA : Σ

+
A → Σ+

A (defined by A) is given by

σA({xi}i∈N0) = {xi+1}i∈N0 for {xi}i∈N0 ∈ Σ+
A.
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The pair
(
Σ+
A, σA

)
is called the one-sided subshift of finite type defined by A. The set

S is called the set of states and the matrix A : S × S → {0, 1} is called the transition
matrix.
We say that a one-sided subshift of finite type

(
Σ+
A, σA

)
is topologically mixing if there

exists N ∈ N such that An(x, y) > 0 for each n ≥ N and each pair of x, y ∈ S.
Let X and Y be topological spaces, and f : X → X and g : Y → Y be continuous

maps. We say that the topological dynamical system (X, f) is a factor of the topological
dynamical system (Y, g) if there is a surjective continuous map π : Y → X such that
π◦g = f ◦π. We call the map π : Y → X a factor map. We get the following commutative
diagram:

Y

π
��

g
// Y

π
��

X
f

// X.

It follows immediately that π ◦ gn = fn ◦ π for each n ∈ N.
We collect some basic facts about subshifts of finite type.

Proposition 3.35. Given a finite set of states S and a transition matrix A : S × S →
{0, 1}. Let

(
Σ+
A, σA

)
be the one-sided subshift of finite type defined by A, and φ ∈

C0,1
(
Σ+
A, dθ

)
be a real-valued Lipschitz continuous function with θ ∈ (0, 1). Then the

following statements are satisfied:

(i) cardP1,σnA
≤ (cardS)n for all n ∈ N.

(ii) P (σA, φ) ≥ lim sup
n→+∞

1
n
log

∑
x∈P1,σn

A

exp(Snφ(x)).

(iii) P (σA, φ) = lim
n→+∞

sup
x∈Σ+

A

1
n
log

∑
y∈σ−nA (x)

exp(Snφ(y)).

If, in addition, (Σ+
A, σA) is topologically mixing, then

(iv) P (σA, φ) = lim
n→+∞

1
n
log

∑
y∈σ−nA (x)

exp(Snφ(y)) for each x ∈ Σ+
A.

Proof. (i) Fix n ∈ N. The inequality follows trivially from the observation that each
{xi}i∈N0 ∈ P1,σnA

is uniquely determined by the first n entries in the sequence {xi}i∈N0 .

(ii) Fix n ∈ N. Since each {xi}i∈N0 ∈ P1,σnA
is uniquely determined by the first n entries

in the sequence {xi}i∈N0 , it is clear that each pair of distinct {xi}i∈N0 , {x′i}i∈N0 ∈ P1,σnA
are (n, 1)-separated (see Subsection 3.1). The inequality now follows from (3.1) and the
observation that an (n, 1)-separated set is also (n, ǫ)-separated for all ǫ ∈ (0, 1).

(iii) As remarked in [Bal00, Remark 1.3], the proof of statement (iii) follows from
[Rue89, Lemma 4.5] and the beginning of the proof of Theorem 3.1 in [Rue89].

(iv) One can find a proof of this well-known fact in [PrU10, Proposition 4.4.3] (see the
first page of Chapter 4 in [PrU10] for relevant definitions). �

Lemma 3.36. For each i ∈ {1, 2}, given a finite set of states Si and a transition matrix
Ai : Si × Si → {0, 1}, we denote by

(
Σ+
Ai
, σAi

)
the one-sided subshift of finite type defined
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by Ai. Let φ ∈ C0,1
(
Σ+
A2
, dθ
)
be a real-valued Lipschitz continuous function on Σ+

A2
with

θ ∈ (0, 1). Suppose that there exists a uniformly bounded-to-one Hölder continuous factor
map π : Σ+

A1
→ Σ+

A2
, i.e., π is a Hölder continuous surjective map with σA2 ◦ π = π ◦ σA1

and sup
{
card

(
π−1(x)

) ∣∣x ∈ Σ+
A2

}
< +∞. Then

P (σA1 , φ ◦ π) = P (σA2 , φ).

Proof. We observe that since
(
Σ+
A2
, σA2

)
is a factor of

(
Σ+
A1
, σA1

)
with the factor map π,

it follows from [PrU10, Lemma 3.2.8] that P (σA1, φ ◦ π) ≥ P (σA2, φ). It remains to show
P (σA1, φ ◦ π) ≤ P (σA2 , φ).
Denote M := sup

{
card

(
π−1(x)

) ∣∣ x ∈ Σ+
A2

}
.

Note that φ ◦ π ∈ C0,1
(
Σ+
A1
, dθ′
)
for some θ′ ∈ (0, 1). By Proposition 3.35 (iii), for each

ǫ > 0, we can choose a sequence {xn}n∈N0 in Σ+
A1

such that

(3.32) lim inf
n→+∞

1

n
log

∑

y∈σ−nA1
(xn)

exp

(n−1∑

i=0

(
φ ◦ π ◦ σiA1

)
(y)

)
≥ P (σA1, φ ◦ π)− ǫ.

Observe that for all x, y ∈ Σ+
A1
, and n ∈ N0, if σ

n
A1
(y) = x, then π(x) =

(
π ◦ σnA1

)
(y) =(

σnA2
◦ π
)
(y). Thus by (3.32) and Proposition 3.35 (iii),

P (σA1, φ ◦ π)− ǫ ≤ lim inf
n→+∞

1

n
log

∑

y∈σ−nA1
(xn)

exp

(n−1∑

i=0

(
φ ◦ σiA2

)
(π(y))

)

≤ lim inf
n→+∞

1

n
log

∑

y∈π−1
(
σ−nA2

(π(xn))
) exp

(n−1∑

i=0

(
φ ◦ σiA2

)
(π(y))

)

≤ lim sup
n→+∞

1

n
log

(
M

∑

z∈σ−nA2
(π(xn))

exp

(n−1∑

i=0

(
φ ◦ σiA2

)
(z)

))

≤P (σA2, φ).

Since ǫ > 0 is arbitrary, we get P (σA1, φ ◦ π) ≤ P (σA2, φ). The proof is complete. �

We will now consider a one-sided subshift of finite type associated to an expanding
Thurston map and an invariant Jordan curve on S2 containing post f . The construction
of other related symbolic systems will be postponed to Section 5. We will need the
following technical lemma in the construction of these symbolic systems.

Lemma 3.37. Let f : S2 → S2 be an expanding Thurston map with a Jordan curve
C ⊆ S2 satisfying f(C) ⊆ C and post f ⊆ C. Let {Xi}i∈N0 be a sequence of 1-tiles in
X1(f, C) satisfying f(Xi) ⊇ Xi+1 for all i ∈ N0. Let {ej}j∈N0 be a sequence of 1-edges in
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E1(f, C) satisfying f(ej) ⊇ ej+1 for all j ∈ N0. Then for each n ∈ N, we have

(
(f |X0)

−1 ◦ (f |X1)
−1 ◦ · · · ◦ (f |Xn−2)

−1
)
(Xn−1) =

n−1⋂

i=0

f−i(Xi) ∈ Xn(f, C),(3.33)

(
(f |e0)−1 ◦ (f |e1)−1 ◦ · · · ◦ (f |en−2)

−1
)
(en−1) =

n−1⋂

j=0

f−j(ej) ∈ En(f, C).(3.34)

Moreover, both
⋂
i∈N0

f−i(Xi) and
⋂
j∈N0

f−j(ej) are singleton sets.

Proof. Let d be a visual metric on S2 for f .
We call a sequence {ci}i∈N0 of subsets of S2 admissible if f(ci) ⊇ ci+1 for all i ∈ N0.
We are going to prove (3.33) by induction. The proof of the case of edges in (3.34) is

verbatim the same.
For n = 1, (3.33) holds trivially for each admissible sequence of 1-tiles {Xi}i∈N0 in X1.
Assume that (3.33) holds for each admissible sequence of 1-tiles {Xi}i∈N0 in X1 and

for n = m for some m ∈ N. We fix such a sequence {Xi}i∈N0. Then {Xi+1}i∈N0 is also
admissible. By the induction hypothesis, we denote

Xm :=
(
(f |X1)

−1 ◦ (f |X2)
−1 ◦ · · · ◦ (f |Xm−1)

−1
)
(Xm) =

m−1⋂

i=0

f−i(Xi+1) ∈ Xm.

Since f(X0) ⊇ X1 and Xm ⊆ X1, we get from Proposition 3.11 (i) and (ii) that f is

injective on X1, and thus
m⋂
i=0

f−i(Xi) = X0 ∩ f−1(Xm) ∈ Xm+1, and (f |X0)
−1(Xm) =

X0 ∩ f−1(Xm) ∈ Xm+1.
The induction is complete. We have established (3.33).

Note that
n−1⋂
i=0

f−i(Xi) ⊇
n⋂
i=0

f−i(Xi) ∈ Xn+1 for each n ∈ N. By Lemma 3.15 (ii),
⋂
i∈N0

f−i(Xi) is the intersection of a nested sequence of closed sets with radii convergent

to zero, thus it contains exactly one point in S2. Similarly, card
⋂
j∈N0

f−i(ej) = 1. �

Proposition 3.38. Let f : S2 → S2 be an expanding Thurston map with a Jordan curve
C ⊆ S2 satisfying f(C) ⊆ C and post f ⊆ C. Let d be a visual metric on S2 for f with
expansion factor Λ > 1. Fix θ ∈ (0, 1). We set S△ := X1(f, C), and define a transition
matrix A△ : S△ × S△ → {0, 1} by

A△(X,X
′) =

{
1 if f(X) ⊇ X ′,

0 otherwise
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for X,X ′ ∈ X1(f, C). Then f is a factor of the one-sided subshift of finite type
(
Σ+
A△
, σA△

)

defined by the transition matrix A△. More precisely, the following diagram commutes

Σ+
A△

π△
��

σA△ // Σ+
A△

π△
��

S2

f
// S2,

where the factor map π△ : Σ
+
A△

→ S2 is a surjective Hölder continuous map defined by

(3.35) π△ ({Xi}i∈N0) = x, where {x} =
⋂

i∈N0

f−i(Xi).

Here Σ+
A△

is equipped with the metric dθ defined in Subsection 3.4, and S2 is equipped with
the visual metric d.
Moreover,

(
Σ+
A△
, σA△

)
is topologically mixing and π△ is injective on π−1

△

(
S2\ ⋃

i∈N0

f−i(C)
)
.

Remark 3.39. We can show that if f has no periodic critical points, then π is uniformly
bounded-to-one (i.e., there exists N ∈ N0 depending only on f such that card (π−1

△ (x)) ≤
N for each x ∈ S2); if f has at least one periodic critical point, then π△ is uncountable-
to-one on a dense set. We will not use this fact in this paper.

Proof. We denote by {Xi}i∈N0 ∈ Σ+
A△

an arbitrary admissible sequence.
Since f(Xi) ⊇ Xi+1 for each i ∈ N0, by Lemma 3.37, the map π△ is well-defined.
Note that for each m ∈ N0 and each {X ′

i}i∈N0 ∈ Σ+
A△

with Xm+1 6= X ′
m+1 and Xj = X ′

j

for each integer j ∈ [0, m], we have {π△({Xi}i∈N0), π△({X ′
i}i∈N0)} ⊆

m⋂
i=0

f−i(Xi) ∈ Xm+1

by Lemma 3.37. Thus it follows from Lemma 3.15 (ii) that π△ is Hölder continuous.
To see that π△ is surjective, we observe that for each x ∈ S2, we can find a sequence{
Xj(x)

}
j∈N of tiles such that Xj(x) ∈ Xj, x ∈ Xj(x), and Xj(x) ⊇ Xj+1(x) for each

j ∈ N. Then it is clear that
{
f i
(
X i+1(x)

)}
i∈N0

∈ Σ+
A△

and π△

({
f i
(
X i+1(x)

)}
i∈N0

)
= x.

To check that π△ ◦ σA△
= f ◦ π△, it suffices to observe that

{(f ◦ π△)({Xi}i∈N0)} =f

(⋂

j∈N0

f−j(Xj)

)
⊆
⋂

j∈N

f−(j−1)(Xj)

=
⋂

i∈N0

f−i(Xi+1) = {(π△ ◦ σA△
)({Xi}i∈N0)}.

To show that π△ is injective on π−1
△ (S2 \ E), where we denote E :=

⋃
i∈N0

f−i(C), we

fix another arbitrary {Yi}i∈N0 ∈ Σ+
A△

with {Xi}i∈N0 6= {Yi}i∈N0. Suppose that x =
π△({Xi}i∈N0) = π△({Yi}i∈N0) /∈ E. Choose n ∈ N0 with Xn 6= Yn. Then by Lemma 3.37,

x ∈
n⋂
i=0

f−i(Xi) ∈ Xn+1 and x ∈
n⋂
i=0

f−i(Yi) ∈ Xn+1. Thus fn(x) ∈ Xn ∩ Yn ⊆ f−1(C) by
Proposition 3.11 (v). This is a contradiction to the assumption that x /∈ E.
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We finally demonstrate that
(
Σ+
A△
, σA△

)
is topologically mixing. By Lemma 3.15 (iii),

there exists a number M ∈ N such that for each m ≥ M , there exist white m-tiles
Xm

w , Y
m
w ∈ Xm

w and blackm-tilesXm
b , Y

m
b ∈ Xm

b satisfying Xm
w ∪Xm

b ⊆ X0
b and Y

m
w ∪Y m

b ⊆
X0

w, where X
0
b and X0

w are the black 0-tile and the white 0-tile, respectively. Thus for all
X,X ′ ∈ X1, and all n ≥M+1, we have fn(X) = fn−1(f(X)) ⊇ X0

b ∪X0
w = S2 ⊇ X ′. �

3.5. Dynamical zeta functions and Dirichlet series. Let g : X → X be a map on a
topological space X . Let ψ : X → C be a complex-valued function on X . We write

(3.36) Z
(n)
g,−ψ(s) :=

∑

x∈P1,gn

e−sSnψ(x), n ∈ N and s ∈ C.

Recall that P1,gn defined in (2.1) is the set of fixed points of gn, and Snψ is defined in
(2.4). We denote by the formal infinite product

(3.37) ζg,−ψ(s) := exp

(
+∞∑

n=1

Z
(n)
g,−ψ(s)

n

)
= exp

(
+∞∑

n=1

1

n

∑

x∈P1,gn

e−sSnψ(x)

)
, s ∈ C

the dynamical zeta function for the map g and the potential ψ.
More generally, we can define dynamical Dirichlet series as analogues of Dirichlet series

in analytic number theory.

Definition 3.40. Let g : X → X be a map on a topological space X . Let ψ : X → C and
w : X → C be complex-valued functions on X . We denote by the formal infinite product

(3.38) Dg,−ψ,w(s) := exp

(
+∞∑

n=1

1

n

∑

x∈P1,gn

e−sSnψ(x)
n−1∏

i=0

w
(
gi(x)

)
)
, s ∈ C

the dynamical Dirichlet series with coefficient w for the map g and the potential ψ.

Remark 3.41. Dynamical zeta functions are special cases of dynamical Dirichlet series,
more precisely, ζg,−ψ = Dg,−ψ,1X . Dynamical Dirichlet series defined above can be consi-
dered as analogues of Dirichlet series equipped with a strongly multiplicative arithmetic
function in analytic number theory. We can define more general dynamical Dirichlet se-
ries by replacing w by wn, where wn : X → C is a complex-valued function on X for each
n ∈ N. We will not need such generality in this paper.

Lemma 3.42. Let g : X → X be a map on a topological space X. Let ϕ : X → R and
w : X → C be functions on X. Given a ∈ R. Suppose that the following conditions are
satisfied:

(i) cardP1,gn < +∞ for all n ∈ N.

(ii) lim sup
n→+∞

1
n
log

∑
x∈P1,gn

exp(−aSnϕ(x))
n−1∏
i=0

∣∣w
(
gi(x)

)∣∣ < 0.

Then for each s ∈ C with ℜ(s) = a, the dynamical Dirichlet series Dg,−ϕ,w(s) as an
infinite product converges uniformly and absolutely, and

(3.39) Dg,−ϕ,w(s) =
∏

τ∈P(g)

(
1− e−slϕ(τ)

∏

x∈τ

w(x)

)−1

,
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where lϕ(τ) :=
∑
x∈τ

ϕ(x).

If, in addition, we assume that ϕ is eventually positive, then Dg,−ϕ,w(s) converges

uniformly and absolutely to a non-vanishing continuous function on Ha = {s ∈ C | ℜ(s) ≥
a} that is holomorphic on Ha = {s ∈ C | ℜ(s) > a}, and (3.39) holds on Ha.

RecallP(g) denotes the set of all primitive periodic orbits of g (see (2.3)). We recall that
an infinite product of the form exp

∑
ai, ai ∈ C, converges uniformly (resp. absolutely)

if
∑
ai converges uniformly (resp. absolutely).

Remark 3.43. It is often possible to verify condition (ii) by showing P (g,−aϕ) < 0

and P (g,−aϕ) ≥ lim sup
n→+∞

1
n
log

∑
x∈P1,gn

exp(−aSnϕ(x))
n−1∏
i=0

∣∣w
(
gi(x)

)∣∣ (when the topological

pressure P (g,−aϕ) makes sense). This is how we are going to use Lemma 3.42 in this
paper. In particular, if cardX < +∞, then it follows immediately from (3.1) that

P (g,−aϕ) = lim
n→+∞

1

n
log
∑

x∈X

exp(−aSnϕ(x)) ≥ lim sup
n→+∞

1

n
log

∑

x∈P1,gn

exp(−aSnϕ(x)).

Proof. Fix s ∈ C with ℜ(s) = a.
By condition (ii), we can choose constants N ∈ N and β ∈ (0, 1) such that

∑

x∈P1,gn

exp(−aSnϕ(x))
n−1∏

i=0

∣∣w
(
gi(x)

)∣∣ ≤ βn

for each integer n ≥ N . Thus
+∞∑

n=N

1

n

∑

x∈P1,gn

∣∣∣∣exp(−sSnϕ(x))
n−1∏

i=0

w
(
gi(x)

)∣∣∣∣

=
+∞∑

n=N

1

n

∑

x∈P1,gn

exp(−aSnϕ(x))
n−1∏

i=0

∣∣w
(
gi(x)

)∣∣ ≤
+∞∑

n=N

βn.

Combining the above inequalities with condition (i), we can conclude that Dg,−ϕ,w(s)
converges absolutely. Moreover,

Dg,−ϕ,w(s) = exp

(
+∞∑

n=1

1

n

∑

x∈P1,gn

e−sSnϕ(x)
n−1∏

i=0

w
(
gi(x)

)
)

=exp

(
+∞∑

m=1

1

m

∑

x∈Pm,g

+∞∑

k=1

1

k
e−skSmϕ(x)

kn−1∏

i=0

w
(
gi(x)

)
)

=exp

( ∑

τ∈P(g)

+∞∑

k=1

1

k
e−sklϕ(τ)

∏

y∈τ

wk(y)

)

=exp

(
−
∑

τ∈P(g)

log

(
1− e−slϕ(τ)

∏

y∈τ

w(y)

))
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=
∏

τ∈P(g)

(
1− e−slϕ(τ)

∏

y∈τ

w(y)

)−1

.

Now we assume, in addition, that ϕ is eventually positive. Then it is clear from the
definition that Snϕ(x) > 0 for all n ∈ N and x ∈ P1,gn . For each z ∈ Ha and each m ∈ N,

+∞∑

n=m

1

n

∑

x∈P1,gn

∣∣∣∣exp(−zSnϕ(x))
n−1∏

i=0

w
(
gi(x)

)∣∣∣∣ ≤
+∞∑

n=m

1

n

∑

x∈P1,gn

exp(−aSnϕ(x))
n−1∏

i=0

∣∣w
(
gi(x)

)∣∣.

HenceDg,−ϕ,w(z) converges uniformly and absolutely to a non-vanishing continuous function
on Ha that is holomorphic on Ha.
Finally, to verify (3.39) for z ∈ Ha when ϕ is eventually positive, it suffices to apply

(3.39) to a := ℜ(z) with the observation that

lim sup
n→+∞

1

n
log

∑

x∈P1,gn

exp(−ℜ(z)Snϕ(x))
n−1∏

i=0

∣∣w
(
gi(x)

)∣∣

≤ lim sup
n→+∞

1

n
log

∑

x∈P1,gn

exp(−aSnϕ(x))
n−1∏

i=0

∣∣w
(
gi(x)

)∣∣ < 0,

i.e., condition (ii) holds with a = ℜ(z). �

We now consider dynamical zeta functions and Dirichlet series associated to expanding
Thurston maps.

Proposition 3.44. Let f : S2 → S2 be an expanding Thurston map with a Jordan curve
C ⊆ S2 satisfying f(C) ⊆ C and post f ⊆ C. Let d be a visual metric on S2 for f with
expansion factor Λ > 1. Let φ ∈ C0,α(S2, d) be an eventually positive real-valued Hölder
continuous function with an exponent α ∈ (0, 1]. Denote by s0 the unique positive number
with P (f,−s0φ) = 0. Let

(
Σ+
A△
, σA△

)
be the one-sided subshift of finite type associated

to f and C defined in Proposition 3.38, and let π△ : Σ
+
A△

→ S2 be the factor map defined
in (3.35). Denote by degf(·) the local degree of f . Then the following statements are
satisfied:

(i) P (σA△
, ϕ ◦ π△) = P (f, ϕ) for each ϕ ∈ C0,α(S2, d) . In particular, for an arbitrary

number t ∈ R, we have P (σA△
,−tφ ◦ π△) = 0 if and only if t = s0.

(ii) All three infinite products ζf,−φ, ζσA△
,−φ◦π△, and Df,−φ, degf converge uniformly

and absolutely to respective non-vanishing continuous functions on Ha = {s ∈
C | ℜ(s) ≥ a} that is holomorphic on Ha = {s ∈ C | ℜ(s) > a}, for each a ∈ R
satisfies a > s0.



PRIME ORBIT THEOREMS FOR EXPANDING THURSTON MAPS 45

(iii) For all s ∈ C with ℜ(s) > s0, we have

ζf,−φ(s) =
∏

τ∈P(f)

(
1− exp

(
−s
∑

y∈τ

φ(y)

))−1

,(3.40)

Df,−φ, degf (s) =
∏

τ∈P(f)

(
1− exp

(
−s
∑

y∈τ

φ(y)

)∏

z∈τ

degf(z)

)−1

,(3.41)

ζσA△
,−φ◦π△(s) =

∏

τ∈P(σA△
)

(
1− exp

(
−s
∑

y∈τ

φ ◦ π△(y)
))−1

.(3.42)

Proof. We first claim that for each ϕ ∈ C0,α(S2, d), P (σA△
, ϕ◦π△) = P (f, ϕ). Statement (i)

follows from this claim and Corollary 3.34 immediately.
Indeed, by Theorem 3.23 (iii), we can choose x ∈ S2 \ ⋃

i∈N0

f−i(C). By Proposition 3.38,

the map π△ is Hölder continuous on Σ+
A△

and injective on π−1
△
(B), where B = {x} ∪⋃

i∈N
f−i(x). So we can consider π−1

△
as a function fromB to π−1

△
(B) in the calculation below.

By Corollary 3.30, Proposition 3.35 (iv), and the fact that
(
Σ+
A△
, σA△

)
is topologically

mixing (see Proposition 3.38),

P (σA△
, ϕ ◦ π△) = lim

n→+∞

1

n
log

∑

y∈σ−nA△
(π−1

△
(x))

exp
(
S
σA△

n (ϕ ◦ π△)(y)
)

= lim
n→+∞

1

n
log

∑

y∈π−1
△

(f−n(x))

exp
(
S
σA△

n (ϕ ◦ π△)(y)
)

= lim
n→+∞

1

n
log

∑

z∈f−n(x)

exp
(
Sfnϕ(z)

)
= P (f, ϕ).

The claim is now established.

Next, we observe that by Corollary 3.34, for each a > s0,

(3.43) P (σA△
,−aφ ◦ π△) = P (f,−aφ) < 0.

By Theorem 3.19 (ii), Proposition 3.31, and Proposition 3.35 (i) and (ii), we can apply
Lemma 3.42 and Remark 3.43 to establish statements (ii) and (iii). �

4. The Assumptions

We state below the hypotheses under which we will develop our theory in most parts
of this paper. We will repeatedly refer to such assumptions in the later sections. We
emphasize again that not all assumptions are assumed in all the statements in this paper.

The Assumptions.

(1) f : S2 → S2 is an expanding Thurston map.
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(2) C ⊆ S2 is a Jordan curve containing post f with the property that there exists
nC ∈ N such that fnC(C) ⊆ C and fm(C) * C for each m ∈ {1, 2, . . . , nC − 1}.

(3) d is a visual metric on S2 for f with expansion factor Λ > 1 and a linear local
connectivity constant L ≥ 1.

(4) α ∈ (0, 1].

(5) ψ ∈ C0,α((S2, d),C) is a complex-valued Hölder continuous function with an ex-
ponent α.

(6) φ ∈ C0,α(S2, d) is an eventually positive real-valued Hölder continuous function
with an exponent α, and s0 ∈ R is the unique positive real number satisfying
P (f,−s0φ) = 0.

(7) µφ is the unique equilibrium state for the map f and the potential φ.

Note that the uniqueness of s0 in (6) is guaranteed by Corollary 3.34. For a pair of f
in (1) and φ in (6), we will say that a quantity depends on f and φ if it depends on s0.
Observe that by Lemma 3.17, for each f in (1), there exists at least one Jordan curve

C that satisfies (2). Since for a fixed f , the number nC is uniquely determined by C in
(2), in the remaining part of the paper we will say that a quantity depends on C even if
it also depends on nC .
Recall that the expansion factor Λ of a visual metric d on S2 for f is uniquely determined

by d and f . We will say that a quantity depends on f and d if it depends on Λ.
Note that even though the value of L is not uniquely determined by the metric d, in the

remainder of this paper, for each visual metric d on S2 for f , we will fix a choice of linear
local connectivity constant L. We will say that a quantity depends on the visual metric
d without mentioning the dependence on L, even though if we had not fixed a choice of
L, it would have depended on L as well.
In the discussion below, depending on the conditions we will need, we will sometimes

say “Let f , C, d, ψ, α satisfy the Assumptions.”, and sometimes say “Let f and d satisfy
the Assumptions.”, etc.

5. Dynamics on the invariant Jordan curve

The main goal in Sections 7 through 9 is to establish Theorem 1.5, namely, a holomor-
phic extention of the dynamical zeta function with quantitative bounds for the one-sided
subshift of finite type σA△

: Σ+
A△

→ Σ+
A△

associated to some expanding Thurston map f
with some invariant Jordan curve C ⊆ S2. One hopes to derive from Theorem 1.5 similar
results for the dynamical zeta function for f itself (stated in Theorem 1.3). However,
there is no one-to-one correspondence between the periodic points of σA△

and those of f
through the factor map π△ : Σ

+
A△

→ S2. A relation between the two dynamical zeta functi-
ons ζf,−φ and ζσA△

,−φ◦π△ can nevertheless be established through a careful investigation on
the dynamics induced by f on the Jordan curve C.
5.1. Constructions. Let f : S2 → S2 be an expanding Thurston map with a Jordan
curve C ⊆ S2 satisfying f(C) ⊆ C and post f ⊆ C.
Let

(
Σ+
A△
, σA△

)
be the one-sided subshift of finite type associated to f and C defined in

Proposition 3.38, and let π△ : Σ
+
A△

→ S2 be the factor map defined in (3.35).
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We first construct two more one-sided subshifts of finite type that are related to the
dynamics induced by f on C.
Define the set of states Sppp :=

{
e ∈ E1(f, C)

∣∣ e ⊆ C
}
, and the transition matrix Appp : Sppp ×

Sppp → {0, 1} by

(5.1) Appp (e1, e2) =

{
1 if f (e1) ⊇ e2,

0 otherwise

for e1, e2 ∈ Sppp.
Define the set of states Sqqq :=

{
(e, c) ∈ E1(f, C)× {b,w}

∣∣ e ⊆ C
}
. For each (e, c) ∈ Sqqq,

we denote by X1(e, c) ∈ X1(f, C) the unique 1-tile satisfying

(5.2) e ⊆ X1(e, c) ⊆ X0
c .

The existence and uniqueness of X1(f, c) defined by (5.2) follows immediately from Pro-
position 3.11 (iii), (v), and (vi) and the assumptions that f(C) ⊆ C and e ⊆ C. We define
the transition matrix Aqqq : Sqqq × Sqqq → {0, 1} by

(5.3) Aqqq ((e1, c1) , (e2, c2)) =

{
1 if f (e1) ⊇ e2 and f (X1 (e1, c1)) ⊇ X1(e2, c2),

0 otherwise

for (e1, c1) , (e2, c2) ∈ Sqqq.
We will consider the one-sided subshift of finite type

(
Σ+
Appp

, σAppp

)
defined by the transition

matrix Appp and
(
Σ+
Aqqq

, σAqqq

)
defined by the transition matrix Aqqq, where

Σ+
Appp

= {{ei}i∈N0 | ei ∈ Sppp, Appp(ei, ei+1) = 1, for each i ∈ N0},
Σ+
Aqqq

= {{(ei, ci)}i∈N0 | (ei, ci) ∈ Sqqq, Aqqq((ei, ci), (ei+1, ci+1)) = 1, for each i ∈ N0},

σAppp
and σAqqq

are the left-shift operators on Σ+
Appp

and Σ+
Aqqq

, respectively (see Subsection 3.4).
See Figure 5.2 for the sets of states Sqqq and Sppp associated to an expanding Thurston map

f and an invariant Jordan curve C whose cell decomposition D1(f, C) of S2 is sketched in
Figure 5.1. Note that S△ = X1(f, C). In this example, f has three postcritical points A,
B, and C.

Proposition 5.1. Let f , C, d satisfy the Assumptions. We assume in addition that
f(C) ⊆ C. Let

(
Σ+
A△
, σA△

)
be the one-sided subshift of finite type associated to f and C

defined in Proposition 3.38, and let π△ : Σ
+
A△

→ S2 be the factor map defined in (3.35).

Fix θ ∈ (0, 1). Recall the one-sided subshifts of finite type
(
Σ+
Appp

, σAppp

)
and

(
Σ+
Aqqq

, σAqqq

)
,

with the spaces Σ+
Appp

and Σ+
Aqqq

equipped with the corresponding metrics dθ constructed in

Subsection 3.4. We write V(f, C) := ⋃
i∈N0

Vi(f, C).
Then the following statements are satisfied:

(i)
(
Σ+
Appp

, σAppp

)
is a factor of

(
Σ+
Aqqq

, σAqqq

)
with a Lipschitz continuous factor map πqqq : Σ

+
Aqqq

→
Σ+
Appp

defined by

(5.4) πqqq({(ei, ci)}i∈N0) = {ei}i∈N0



48 ZHIQIANG LI, TIANYI ZHENG

A

B C

C

e11 e12

e13

e14e15

e16

Figure 5.1. The cell decomposition D1(f, C). S△ = X1(f, C).

(e11, b)

(e11,w)

(e12, b)

(e12,w)

(e13, b)(e13,w)

(e14, b)(e15, b)

(e16, b)

e11 e12

e13

e14e15

e16

Figure 5.2. Elements in Sqqq (left) and elements in Sppp (right).

for {(ei, ci)}i∈N0 ∈ Σ+
Aqqq

. Moreover, for each {ei}i∈N0 ∈ Σ+
Appp

, we have

card
(
π−1
qqq ({ei}i∈N0)

)
= 2.

(ii) (C, f |C) is a factor of
(
Σ+
Appp

, σAppp

)
with a Hölder continuous factor map πppp : Σ

+
Appp

→ C
defined by

(5.5) πppp({ei}i∈N0) = x, where {x} =
⋂

i∈N0

f−i(ei)

for {ei}i∈N0 ∈ Σ+
Appp

. Moreover, for each x ∈ C, we have

(5.6) card
(
π−1
ppp (x)

)
=

{
1 if x ∈ C \V(f, C),
2 if x ∈ C ∩V(f, C).

Thus we have the following commutative diagram:

Σ+
Aqqq

σA
qqq

��

πqqq
// Σ+

Appp

σA
ppp

��

πppp
// C
f |C

��
Σ+
Aqqq πqqq

// Σ+
Appp πppp

// C.

Proof. (i) It follows immediately from (5.4), (5.3), (5.1), and the definitions of Σ+
Aqqq

and

Σ+
Appp

that πqqq
(
Σ+
Aqqq

)
⊆ Σ+

Appp

. By (5.4), it is clear that πqqq is Lipschitz continuous.
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Next, we show that card
(
π−1
qqq ({ei}i∈N0)

)
= 2 for each {ei}i∈N0 ∈ Σ+

Appp

. The fact that πqqq
is surjective then follows for free.
Fix arbitrary c ∈ {b,w} and {ei}i∈N0 ∈ Σ+

Appp

.

We recursively construct ci ∈ {b,w} for each i ∈ N0 such that c0 = c and {(ei, ci)}i∈N0 ∈
Σ+
Aqqq

, and prove that such a sequence {ci}i∈N0 is unique. Let c0 := c. Assume that for some
k ∈ N0, cj is determined and is unique for all integer j ∈ N0 with j ≤ k, in the sense
that any other choice of cj for any j ∈ N0 with j ≤ k would result in {(ei, ci)}i∈N0 /∈ Σ+

Aqqq

regardless of choices of cj for j > k. Recall X1(ek, ck) defined in (5.2). Since f(ek) ⊇ ek+1

and f
(
X1(ek, ck)

)
is the black 0-tile X0

b or the white 0-tile X0
w by Proposition 3.11 (i),

we will have to choose ck+1 := b in the former case and ck+1 := w in the latter case
due to (5.3). Hence {(ei, ci)}i∈N0 ∈ π−1

qqq ({ei}i∈N0) is uniquely determined by {ei}i∈N0 and
c ∈ {b,w}. This proves card

(
π−1
qqq ({ei}i∈N0)

)
= 2 for each {ei}i∈N0 ∈ Σ+

Appp

.

Finally, it follows immediately from (5.4) that πqqq ◦ σAqqq
= σAppp

◦ πqqq.
(ii) Fix an arbitrary {ei}i∈N0 ∈ Σ+

Appp

.

Since f(ei) ⊇ ei+1 for each i ∈ N0, by Lemma 3.37, the map πppp is well-defined.
Note that for each m ∈ N0 and each {e′i}i∈N0 ∈ Σ+

Appp

with em+1 6= e′m+1 and ej = e′j

for each integer j ∈ [0, m], we have {πppp({ei}i∈N0), πppp({e′i}i∈N0)} ⊆
m⋂
i=0

f−i(ei) ∈ Em+1 by

Lemma 3.37. Thus it follows from Lemma 3.15 (ii) that πppp is Hölder continuous.
To see that πppp is surjective, we observe that for each x ∈ C, we can find a sequence{
ej(x)

}
j∈N of edges such that ej(x) ∈ Ej, ej(x) ⊆ C, x ∈ ej(x), and ej(x) ⊇ ej+1(x) for

each j ∈ N. Then it is clear from Proposition 3.11 (i) that
{
f i
(
ei+1(x)

)}
i∈N0

∈ Σ+
Appp

and

πppp

({
f i
(
ei+1(x)

)}
i∈N0

)
= x.

Next, to check that πppp ◦ σAppp
= f ◦ πppp, it suffices to observe that

{(f ◦ πppp)({ei}i∈N0)} =f

(⋂

j∈N0

f−j(ej)

)
⊆
⋂

j∈N

f−(j−1)(ej)

=
⋂

i∈N0

f−i(ei+1) = {(πppp ◦ σAppp
)({ei}i∈N0)}.

Finally, we are going to establish (5.6). Fix an arbitrary point x ∈ C.
Case 1. x ∈ C \V(f, C).
We argue by contradiction and assume that there exist distinct {ei}i∈N0, {e′i}i∈N0 ∈

π−1
ppp (x). Choose m ∈ N0 to be the smallest non-negative integer with em 6= e′m. Then

by Lemma 3.37, x ∈
m⋂
i=0

f−i(ei) ∈ Em+1 and x ∈
m⋂
i=0

f−i(e′i) ∈ Em+1. Thus fm(x) ∈
em ∩ e′m ⊆ V1 by Proposition 3.11 (v). This is a contradiction to the assumption that
x ∈ C \V(f, C). Hence card

(
π−1
ppp (x)

)
= 1.

Case 2. x ∈ C ∩V(f, C).
Denote n := min

{
i ∈ N

∣∣x ∈ Vi
}
∈ N.
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For each j ∈ N with j < n, we define ej1, e
j
2 ∈ Ej to be the unique j-edge with

x ∈ ej1 = ej2 ⊆ C. For each i ∈ N with i ≥ n, we choose the unique pair eii, e
i
2 ∈ Ei of

i-edges satisfying (1) ei1 ∪ ei2 ⊆ C, (2) ei1 ∩ ei2 = {x}, and (3) if i ≥ 2, then ei1 ⊆ ei−1
1

and ei2 ⊆ ei−1
2 . Then it is clear from Proposition 3.11 (i) that for each k ∈ {1, 2},{

f i
(
ei+1
k

)}
i∈N0

∈ Σ+
Appp

and πppp

({
f i
(
ei+1
k

)}
i∈N0

)
= x.

Note that if n = 1, then e11 6= e12. If n ≥ 2, then f i(x) /∈ V1 and thus f i(x) /∈ crit f |C, for
each i ∈ {0, 1, . . . , n− 2}. So fn−1 is injective on a neighborhood of x and consequently
by Proposition 3.11 (i), fn−1

(
en1
)
6= fn−1

(
en2
)
. Hence card

(
π−1
ppp (x)

)
≥ 2.

On the other hand, for each {ei}i∈N0 ∈ π−1
ppp (x) and each j ∈ N0, (1) if j < n − 1,

then ej = f j
(
ej+1
1

)
= f j

(
ej+1
2

)
(since ej+1

1 = ej+1
2 ) and f j(x) ∈ inte

(
f j
(
ej+1
1

))
(by the

definition of n); (2) if j = n− 1, then either ej = f j
(
ej+1
1

)
or ej = f j

(
ej+1
2

)
since f j(x) ∈

f j
(
ej+1
1

)
∩f j

(
ej+1
2

)
; (3) if j ≥ n, then f j(x) ∈ V0 and consequently by Proposition 3.11 (i)

and (v), there exists exactly one 1-edge ej ∈ E1 such that f j(x) ∈ ej and f(ej−1) ⊇ ej .
Hence card

(
π−1
ppp (x)

)
≤ 2.

The identity (5.6) is now established. �

5.2. Combinatorics.

Lemma 5.2. Let f and C satisfy the Assumptions. We assume in addition that f(C) ⊆ C.
For each n ∈ N and each x ∈ S2 with fn(x) = x, exactly one of the following statements
holds:

(i) x ∈ inte(Xn) for some n-tile Xn ∈ Xn(f, C), where Xn is either a black n-tile
contained in the black 0-tile X0

b or a white n-tile contained in the white 0-tile X0
w.

Moreover, x /∈ ⋃
i∈N0

(
⋃

Ei(f, C)).

(ii) x ∈ inte(en) for some n-edge en ∈ En(f, C) satisfying en ⊆ C. Moreover, x /∈⋃
i∈N0

Vi(f, C).

(iii) x ∈ post f .

Proof. Fix x ∈ S2 and n ∈ N with fn(x) = x. It is easy to see that at most one of
Cases (i), (ii) and (iii) holds. By Proposition 3.11 (iii) and (v), it is clear that exactly one
of the following cases holds:

(1) x ∈ inte(Xn) for some n-tile Xn ∈ Xn.

(2) x ∈ inte(en) for some n-edge en ∈ En.

(3) x ∈ Vn.

Assume that case (1) holds. We argue by contradiction and assume that there exist
j ∈ N0 and e ∈ Ej such that x ∈ e. Then for k :=

⌈
j+1
n

⌉
∈ N, x = fkn(x) ∈ fkn(e) ⊆ C,

contradicting with x ∈ inte(Xn). So x /∈ ⋃
i∈N0

(
⋃

Ei). By Lemma 3.20, the rest of

statement (i) holds. Hence statement (i) holds in case (1).
Assume that case (2) holds. By Proposition 3.11 (i), x = fn(x) ∈ inte(e0) ⊆ C where

e0 = fn(en) ∈ E0. Since f(C) ⊆ C, Dn is a refinement of D0 (see Definition 3.9). So we
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can choose an arbitrary n-edge en∗ ∈ En contained in e0 with x ∈ en∗ . Since x /∈ Vn, we
have x ∈ inte(en∗ ). By Definition 3.8, en = en∗ ⊆ e0 ⊆ C. To verify that x /∈ ⋃

i∈N0

Vi, we

argue by contradiction and assume that there exists j ∈ N0 such that x ∈ Vj. Then for
k :=

⌈
j+1
n

⌉
∈ N, x = fkn(x) ∈ V0, contradicting with x ∈ inte(en). Thus x /∈ ⋃

i∈N0

Vi.

Hence statement (ii) holds in case (2).
Assume that case (3) holds. By Proposition 3.11 (i), x = fn(x) ⊆ V0 = post f . Hence

statement (iii) holds in case (3). �

Let f be an expanding Thurston map with an f -invariant Jordan curve C containing
post f . We orient C in such a way that the white 0-tile lies on the left of C. Let p ∈ C
be a fixed point of f . We say that f |C preserves the orientation at p (resp. reverses
the orientation at p) if there exists an open arc l ⊆ C with p ∈ l such that f maps l
homeomorphically to f(l) and f |C preserves (resp. reverses) the orientation on l. Note
that it may happen that f |C neither preserves nor reverses the orientation at p, because
f |C need not be a local homeomorphism near p, where it may behave like a “folding map”.

Theorem 5.3. Let f and C satisfy the Assumptions. We assume in addition that f(C) ⊆
C. Let

(
Σ+
A△
, σA△

)
be the one-sided subshift of finite type associated to f and C defined in

Proposition 3.38, and let π△ : Σ
+
A△

→ S2 be the factor map defined in (3.35). Recall the

one-sided subshifts of finite type
(
Σ+
Appp

, σAppp

)
and

(
Σ+
Aqqq

, σAqqq

)
constructed in Subsection 5.1,

and the factor maps πppp : Σ
+
Appp

→ S2, πqqq : Σ
+
Aqqq

→ Σ+
Appp

defined in Proposition 5.1. We denote

by (V0, f |V0) the dynamical system on V0 = V0(f, C) = post f induced by f |V0 : V0 →
V0.
For each y ∈ S2 and each i ∈ N, we write

M•(y, i) := card
(
P1,(f |

V0 )i ∩ {y}
)
,

Mppp(y, i) := card
(
P1,σiA

ppp

∩ π−1
ppp (y)

)
,

Mqqq(y, i) := card
(
P1,σiA

qqq

∩ (πppp ◦ πqqq)−1(y)
)
,

M△(y, i) := card
(
P1,σiA△

∩ π−1
△
(y)
)
.

Then for each n ∈ N and each x ∈ P1,fn, we have

(5.7) M△(x, n)−Mqqq(x, n) +Mppp(x, n) +M•(x, n) = degfn(x).

Proof. Fix an arbitrary integer n ∈ N and an arbitrary fixed point x ∈ P1,fn of fn.
We establish (5.7) by verifying it in each of the three cases of Lemma 5.2 depending on

the location of x.

Case (i) of Lemma 5.2: x ∈ inte(Xn) for some n-tile Xn ∈ Xn, where Xn is either a
black n-tile contained in the black 0-tile X0

b or a white n-tile contained in the white 0-tile
X0

w. Moreover, x /∈ ⋃
i∈N0

(⋃
Ei
)
=
⋃
i∈N0

f−i(C) (see Proposition 3.11 (iii)).

Thus by Proposition 3.38, card
(
π−1
△ (x)

)
= 1. For each i ∈ N0, we denote by X

i(x) ∈ Xi

the unique i-tile containing x. Fix an arbitrary integer j ∈ N0. Then f j
(
Xj+1(x)

)
∈ X1
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(see Propostion 3.11 (i)) and Xj+1(x) ⊆ Xj(x). Thus f
(
f j
(
Xj+1(x)

))
⊇ f j+1

(
Xj+2(x)

)
.

It follows from Lemma 3.37 and (3.35) that π−1
△ (x) =

{{
f i
(
X i+1(x)

)}
i∈N0

}
⊆ Σ+

A△
. Ob-

serve that f j
(
Xj+1(x)

)
is the unique 1-tile containing f j(x), and that f j+n

(
Xj+n+1(x)

)

is the unique 1-tile containing f j+n(x). Since fn(x) = x, we can conclude from Defini-
tion 3.8 that f j+n

(
Xj+n+1(x)

)
= f j

(
Xj+1(x)

)
. Hence

{
f i
(
X i+1(x)

)}
i∈N0

∈ P1,σnA△

and

M△ = 1. On the other hand, since x /∈ C, we have Mqqq(x, n) =Mppp(x, n) =M•(x, n) = 0 by
Proposition 5.1. Since x ∈ inte(Xn), we have degfn(x) = 1. This establishes the identity
(5.7) in Case (i) of Lemma 5.2.

Case (ii) of Lemma 5.2: x ∈ inte(en) for some n-edge en ∈ En with en ⊆ C. Moreover,
x /∈ ⋃

i∈N0

Vi. So degfn(x) = 1 and M•(x, n) = 0.

We will establish (5.7) in this case by proving the following two claims.

Claim 1. Mppp(x, n) = 1.

Since card
(
π−1
ppp (x)

)
= 1 by Proposition 5.1 (ii), it suffices to show that σnAppp

(
π−1
ppp (x)

)
=

π−1
ppp (x). For each y ∈ C \ ⋃

i∈N0

Vi and i ∈ N0, we denote by ei(y) ∈ Ei to be the unique

i-edge containing y. Fix an arbitrary integer j ∈ N0. Then f j
(
ej+1(x)

)
∈ E1 (see

Proposition 3.11 (i)) and ej+1(x) ⊆ ej(x). Thus f
(
f j
(
ej+1(x)

))
⊇ f j+1

(
ej+2(x)

)
. It

follows from Lemma 3.37 and (5.5) that π−1
ppp (x) =

{{
f i
(
ei+1(x)

)}
i∈N0

}
⊆ Σ+

Appp

. Observe

that f j
(
ej+1(x)

)
is the unique 1-edge containing f j(x), and that f j+n

(
ej+n+1(x)

)
is the

unique 1-edge containing f j+n(x). Since fn(x) = x, we can conclude from Definition 3.8
that f j+n

(
ej+n+1(x)

)
= f j

(
ej+1(x)

)
. Hence

{
f i
(
ei+1(x)

)}
i∈N0

∈ P1,σnA
ppp

and Mppp(x, n) = 1,

proving Claim 1.

Claim 2. Mqqq(x, n) =M△(x, n).

We prove this claim by constructing a bijection h : π−1
△
(x) → (πppp ◦ πqqq)−1(x) explicitly

and show that h(z) ∈ P1,σnA
qqq

if and only if z ∈ P1,σnA△

.

For each y ∈ C \ ⋃
i∈N0

Vi, each c ∈ {b,w}, and each i ∈ N0, we denote by X c,i(y) ∈ Xi

the unique i-tile satisfying y ∈ X c,i(y) and X c,i(y) ⊆ X0
c . Here X0

b (resp. X0
w) is the

unique black (resp. white) 0-tile. Recall that as defined above, ei(x) ∈ Ei is the unique
i-edge containing x, for i ∈ N0. Then for each c ∈ {b,w} and each i ∈ N0, we have
ei(x) ⊆ X c,i(x) (see Definition 3.8), f i

(
X c,i+1(x)

)
∈ X1 (see Proposition 3.11 (i)), and

X c,i+1(x) ⊆ X c,i(x). Thus

(5.8) f
(
f i
(
X c,i+1(x)

))
⊇ f i+1

(
X c,i+2(x)

)
.

It follows from Lemma 3.37 and (3.35) that
{
f i
(
X c,i+1(x)

)}
i∈N0

∈ Σ+
A△

and

π△

({
f i
(
X c,i+1(x)

)}
i∈N0

)
= x.

Next, we show that card
(
π−1
△
(x)
)
= 2. We argue by contradiction and assume that

card
(
π−1
△
(x)
)
≥ 3. We choose {Xi}i∈N0 ∈ π−1

△
(x) different from

{
f i
(
Xb,i+1(x)

)}
i∈N0

and
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{
f i
(
Xw,i+1(x)

)}
i∈N0

. Since x ∈ C \ ⋃
i∈N0

Vi, for each j ∈ N0, there exist exactly two 1-tiles

containing f j(x), namely, Xb,1
(
f j(x)

)
and Xw,1

(
f j(x)

)
. Since f j(x) ∈ Xj for each j ∈ N0

(see (3.35)), we get that there exists an integer k ∈ N0 and distinct c1, c2 ∈ {b,w} such
that Xk = fk

(
X c1,k+1(x)

)
and Xk+1 = fk+1

(
X c2,k+2(x)

)
. Since X c2,k+2(x) ⊆ X c2,k+1(x),

X c2,k+2(x) * X c1,k+1(x), and fk+1 is injective on inte
(
X c1,k+1(x)

)
∪ inte

(
X c2,k+1(x)

)
, we

get
f(Xk) = fk+1

(
X c1,k+1(x)

)
+ fk+1

(
X c2,k+2(x)

)
= Xk+1.

This is a contradiction. Hence card
(
π−1
△
(x)
)
= 2.

We define h : π−1
△
(x) → (πppp ◦ πqqq)−1(x) by

(5.9) h
({
f i
(
X c,i+1(x)

)}
i∈N0

)
=
{(
f i
(
ei+1(x)

)
, ci(c)

)}
i∈N0

, c ∈ {b,w},

where ci(c) ∈ {b,w} is the unique element in {b,w} with the property that

(5.10) f i
(
X c,i+1(x)

)
⊆ X0

ci(c)

for i ∈ N0.
We first verify that

{(
f i
(
ei+1(x)

)
, ci(c)

)}
i∈N0

∈ Σ+
Aqqq

for each c ∈ {b,w}. Fix arbitrary

c ∈ {b,w} and j ∈ N0. Since e
j+2(x) ⊆ ej+1(x) ⊆ C, we get f j

(
ej+1(x)

)
⊆ C and

(5.11) f
(
f j
(
ej+1(x)

))
⊇ f j+1

(
ej+2(x)

)
.

Recall that X1
(
f j
(
ej+1(x)

)
, cj(c)

)
∈ X1 denotes the unique 1-tile satisfying

f j
(
ej+1(x)

)
⊆ X1

(
f j
(
ej+1(x)

)
, cj(c)

)
⊆ X0

cj(c)

(see Proposition 3.11 (iii), (v), and (vi) for its existence and uniqueness). Then by (5.10)
and the fact that ej+1(x) ⊆ X c,j+1(x) (see Definition 3.8), we get

(5.12) X1
(
f j
(
ej+1(x)

)
, cj(c)

)
= f j

(
X c,j+1(x)

)
.

Then by (5.3), (5.12), (5.8), and (5.11),
{(
f i
(
ei+1(x)

)
, ci(c)

)}
i∈N0

∈ Σ+
Aqqq

.

Note that since X c,1(x) ⊆ X0
c , we get c1(c) = c for c ∈ {b,w} from (5.10). Thus

{(
f i
(
ei+1(x)

)
, ci(b)

)}
i∈N0

6=
{(
f i
(
ei+1(x)

)
, ci(w)

)}
i∈N0

,

i.e., h is injective. By Proposition 5.1 (i) and (ii), card
(
(πppp ◦ πqqq)−1(x)

)
= 2. Thus h is a

bijection.
It suffices now to show that for each z ∈ π−1

△ (x), h(z) ∈ P1,σnA
qqq

if and only if z ∈ P1,σnA△

.

Note that ei(x) ⊆ C for all i ∈ N0. Fix arbitrary c ∈ {b,w} and i ∈ N. Note that since
f i(x) ∈ f i

(
ei+1(x)

)
, f i(x) = f i+n(x) ∈ f i+n

(
ei+n+1(x)

)
, and f i(x) /∈ ⋃

i∈N0

Vi, we have

(5.13)
(
f i
(
ei+1(x)

)
, ci(c)

)
=
(
f i+n

(
ei+n+1(x)

)
, ci+n(c)

)

if and only if X1
(
f i
(
ei+1(x)

)
, ci(c)

)
= X1

(
f i+n

(
ei+n+1(x)

)
, ci+n(c)

)
. Thus by (5.12), we

get that (5.13) holds if and only if f i
(
X c,i+1(x)

)
= f i+n

(
X c,i+n+1(x)

)
. Hence by (5.9),

h(z) ∈ P1,σnA
qqq

if and only if z ∈ P1,σnA△

, for each z ∈ π−1
△
(x).

Claim 2 is now established. Therefore (5.7) holds in Case (ii) of Lemma 5.2.
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Case (iii) of Lemma 5.2: x ∈ post f .
We will establish (5.7) in this case by verifying it in each of the following subcases.

(1) If x /∈ crit fn, then (fn)|C either preserves or reverses the orientation at x and the
point x is contained in exactly one white n-tile Xn

w and one black n-tile Xn
b .

(a) If (fn)|C preserves the orientation at x, then Xn
w ⊆ X0

w and Xn
b ⊆ X0

b .
In this subcase, M△ = 2, Mqqq = 4, Mppp = 2, M• = 1, and degfn(x) = 1.

(b) If (fn)|C reverses the orientation at x, then Xn
w ⊆ X0

b and Xn
b ⊆ X0

w.
In this subcase, M△ = 0, Mqqq = 0, Mppp = 0, M• = 1, and degfn(x) = 1.

(2) If x ∈ crit fn, then x = fn(x) ∈ post f and so there are two distinct n-edges
e1, e2 ⊆ C such that {x} = e1 ∩ e2. We refer to Figures 5.3 to 5.6.

(a) If e1 ⊆ fn(e1) and e2 ⊆ fn(e2), then x is contained in exactly k white and
k− 1 black n-tiles that are contained in the white 0-tile, as well as in exactly
l− 1 white and l black n-tiles that are contained in the black 0-tile, for some
k, l ∈ N with k+ l− 1 = degfn(x). Note that in this case (fn)|C preserves the
orientation at x.
In this subcase,M△ = k+l,Mqqq = 4,Mppp = 2,M• = 1, and degfn(x) = k+l−1.

(b) If e2 ⊆ fn(e1) and e1 ⊆ fn(e2), then x is contained in exactly k−1 white and
k black n-tiles that are contained in the white 0-tile, as well as in exactly l
white and l − 1 black n-tiles that are contained in the black 0-tile, for some
k, l ∈ N with k + l − 1 = degfn(x). Note that in this case (fn)|C reverses the
orientation at x.
In this subcase, M△ = k + l − 2, Mqqq = 0, Mppp = 0, M• = 1, and degfn(x) =
k + l − 1.

(c) If e1 ⊆ fn(e1) = fn(e2), then x is contained in exactly k white and k black
n-tiles that are contained in the white 0-tile, as well as in exactly l white and
l black n-tiles that are contained in the black 0-tile, for some k, l ∈ N with
k + l = degfn(x). Note that in this case (fn)|C neither preserves nor reverses
the orientation at x.
In this subcase, M△ = k + l, Mqqq = 2, Mppp = 1, M• = 1, and degfn(x) = k + l.

(d) If e2 ⊆ fn(e1) = fn(e2), then x is contained in exactly k white and k black
n-tiles that are contained in the white 0-tile, as well as in exactly l white and
l black n-tiles that are contained in the black 0-tile, for some k, l ∈ N with
k + l = degfn(x). Note that in this case (fn)|C neither preserves nor reverses
the orientation at x.
In this subcase, M△ = k + l, Mqqq = 2, Mppp = 1, M• = 1, and degfn(x) = k + l.

This finishes the verification of (5.7) in Case (iii) of Lemma 5.2.

The proof of the theorem is now complete. �

Since all periodic points of
(
Σ+
Appp

, σAppp

)
and

(
Σ+
Aqqq

, σAqqq

)
are mapped to periodic points of f

by the corresponding factor maps, we can write the dynamical Dirichlet seriesDf,−φ,degf (s)
formally as a combination of products and quotient of the dynamical zeta functions for(
Σ+
A△
, σA△

)
,
(
Σ+
Aqqq

, σAqqq

)
,
(
Σ+
Appp

, σAppp

)
, and (V0, f |V0). In order to deduce Theorem 1.3 from
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Figure 5.3. Subcase (2)(a) where fn(e1) ⊇ e1 and fn(e2) ⊇ e2. k = 2, l = 3.
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Figure 5.4. Subcase (2)(b) where fn(e1) ⊇ e2 and fn(e2) ⊇ e1. k = 2, l = 3.
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Figure 5.5. Subcase (2)(c) where fn(e1) = fn(e2) ⊇ e1. k = 2, l = 1.
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Figure 5.6. Subcase (2)(d) where fn(e1) = fn(e2) ⊇ e2. k = 2, l = 1.
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Theorem 1.5, we will need to verify that the zeta functions for the last three systems
converge on an open half-plane on C containing {s ∈ C | ℜ(s) ≥ s0}.

5.3. Calculation of topological pressure. Let f : S2 → S2 be an expanding Thurston
map with a Jordan curve C ⊆ S2 satisfying f(C) ⊆ C and post f ⊆ C. We define for
m ∈ N0 and p ∈ C ∩Vm(f, C),
(5.14) æm(p) := inte(e1) ∪ {p} ∪ inte(e2) and æm(p) := e1 ∪ e2,
where e1, e2 ∈ Em(f, C) are the unique pair of m-edges with e1∪ e2 ⊆ C and e1∩ e2 = {p}.
We denote for m ∈ N0, n ∈ N, q ∈ C, and qj ∈ C ∩Vm(f, C) for j ∈ {1, 2, . . . , n},

Em(qn, qn−1, . . . , q1; q)

=
{
x ∈ (f |C)−n(q)

∣∣ (f |C)i(x) ∈ æm(qn−i), i ∈ {0, 1, . . . , n− 1}
}

(5.15)

= (f |C)−n(q) ∩
(n−1⋂

i=0

(f |C)−i(æm(qn−i))
)

⊆ C ∩Vm+n(f, C).
Lemma 5.4. Let f and C satisfy the Assumptions. We assume in addition that f(C) ⊆ C.
Then ⋃

x∈Em(pn, pn−1, ..., p1; p0)

Em(pn+1; x) = Em(pn+1, pn, . . . , p1; p0).

for m ∈ N0, n ∈ N, and pi ∈ C ∩Vm(f, C) for i ∈ {1, 2, . . . , n + 1}. Here Em is defined
in (5.15).

Proof. By (5.15), we get
⋃

x∈Em(pn, pn−1, ..., p1; p0)

Em(pn+1; x)

=

{
y ∈ (f |C)−1(x)

∣∣∣∣ y ∈ æm(pn+1), x ∈ (f |C)−n(p0) ∩
(n−1⋂

i=0

(f |C)−i(æm(pn−i))
)}

=

{
y ∈ (f |C)−n−1(p0)

∣∣∣∣ y ∈ æm(pn+1), f(y) ∈
n−1⋂

i=0

(f |C)−i(æm(pn−i))
}

= Em(pn+1, pn, . . . , p1; p0).

The lemma is now established. �

Lemma 5.5. Let f and C satisfy the Assumptions. Fix m,n ∈ N0 with m ≤ n. If
f(C) ⊆ C, then the following statements hold:

(i) For each n-edge en ∈ En(f, C) and each m-edge em ∈ Em(f, C), if em∩inte(en) 6= ∅,
then en ⊆ em.

(ii) For each n-vertex v ∈ C ∩ Vn(f, C) and each m-vertex w ∈ C ∩Vm(f, C) on the
curve C, if v /∈ æm(w), then æm(w) ∩ æn(v) = ∅.
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(iii) Assume that m ≥ 1 and no 1-tile in X1(f, C) joins opposite sides of C. For each
pair v0, v1 ∈ C ∩Vm(f, C) of m-vertices on C, we denote by e1i , e

2
i ∈ Em(f, C) the

unique pair of m-edges with e1i ∪e2i = æm(vi) and e
1
i ∩e2i = {vi}, for each i ∈ {0, 1}.

Then f is injective on ej1 for each j ∈ {1, 2}, and exactly one of the following cases
is satisfied:

(1) f(æm(v1))∩æm(v0) = ∅. In this case, card{x ∈ æm(v1) | f(x) ∈ æm(v0)} ≤ 2.

(2) There exist j, k ∈ {1, 2} such that

• f
(
ej1
)
⊇ ek0,

• f
(
ej1
)
∩ ek′0 \ {v0} = ∅ for k′ ∈ {1, 2} \ {k},

• f
(
ej

′

1

)
∩ æm(v0) = ∅ for j′ ∈ {1, 2} \ {j}, and

• v1 /∈ crit f |C.
(3) There exists j ∈ {1, 2} such that

• f
(
ej1
)
⊇ æm(v0) = e10 ∪ e20,

• f
(
ej

′

1 \ {v1}
)
∩ æm(v0) = ∅ for j′ ∈ {1, 2} \ {j},

• v1 /∈ crit f |C, and f(v1) 6= v0.

(4) There exists k ∈ {1, 2} such that

• f
(
e11
)
⊇ ek0, f

(
e21
)
⊇ ek

′

0 ,

• f
(
e11 \ {v1}

)
∩ ek′0 = ∅, f

(
e21 \ {v1}

)
∩ ek0 = ∅,

• v1 /∈ crit f |C, and f(v1) = v0,

where k′ ∈ {1, 2} \ {k}.
(5) There exists k ∈ {1, 2} such that

• f
(
e11
)
∩ f
(
e21
)
⊇ ek0,

• f
(
e11
)
∩ ek′0 \ {v0} = ∅ for k′ ∈ {1, 2} \ {k},

• f(e11) = f(e21), and v1 ∈ crit f |C.
(6) For each j ∈ {1, 2}, f

(
ej1
)
⊇ æm(v0). In this case, we have f(e11) = f(e21) and

v1 ∈ crit f |C.
We say that a point x ∈ C is a critical point of f |C, denoted by x ∈ crit f |C, if there is

no neighborhood U ⊆ C of x on which f is injective. Clearly, crit f |C ⊆ crit f . Our proof
below relies crucially on the fact that C is a Jordan curve.

Proof. (i) Fix arbitrary en ∈ En and em ∈ Em. Since f(C) ⊆ C, em =
⋃{e ∈ En | e ⊆ em}.

If em ∩ inte(en) 6= ∅, then there exists e ∈ En with e ⊆ em and inte(e) ∩ inte(en) 6= ∅.
Then e = en (see Definition 3.8). Hence en ⊆ em.

(ii) Fix v ∈ C ∩ Vn and w ∈ C ∩Vm with v /∈ æm(w). Suppose æm(w) ∩ æn(v) 6= ∅.
Then there exist en ∈ En and em ∈ Em such that en ⊆ æn(v), em ⊆ æm(w), and
inte(en) ∩ em 6= ∅. Then by Lemma 5.5 (i), en ⊆ em. Hence v ∈ en ⊆ æm(w), a
contradiction.

(iii) Fix arbitrary v0, v1 ∈ C ∩Vm. Recall m ≥ 1.
By Proposition 3.11 (i), the map f is injective on ej1 for each j ∈ {1, 2}.
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Recall that card(post f) ≥ 3 (see [BM17, Lemma 6.1]).
We denote I :=

{
(j, k) ∈ {1, 2} × {1, 2}

∣∣ f
(
ej1
)
⊇ ek0

}
. Then card I ∈ {0, 1, 2, 3, 4}.

We will establish Lemma 5.5 (iii) by proving the following statements:

(a) card I 6= 3.

(b) Case (1), (2), or (6) holds if and only if card I = 0, 1, or 4, respectively.

(c) Case (3) holds if and only if card I = 2, v1 /∈ crit f |C, and f(v1) 6= v0.

(d) Case (4) holds if and only if card I = 2, v1 /∈ crit f |C, and f(v1) = v0.

(e) Case (5) holds if and only if card I = 2, v1 ∈ crit f |C.
(a) Suppose card I = 3. Without loss of generality, we assume that f

(
e11
)
⊇ e10 ∪ e20,

f
(
e21
)
⊇ e10, and f

(
e21
)
* e20. Since f

(
e11
)
, f
(
e21
)
∈ Em−1 (see Proposition 3.11 (i)),

f
(
e11
)
∩f
(
e21
)
⊇ e10, we get f

(
e11
)
∩ inte

(
f
(
e21
))

6= ∅, thus by Lemma 5.5 (i), f
(
e11
)
= f

(
e21
)
.

Hence card I = 4. This is a contradiction.

(b) If Case (1) holds, then clearly card I = 0. Conversely, we assume that card I = 0.
Fix arbitrary j, k ∈ {1, 2}. Since f

(
ej1
)
∈ Em−1 and f is injective on ej1 (see Proposi-

tion 3.11 (i)), by Lemma 5.5 (i), f
(
inte

(
ej1
))

∩ ek0 = f
(
ej1
)
∩ inte

(
ek0
)
= ∅. Observe that it

follows from card I = 0 and Lemma 5.5 (i) that f(v1) 6= v0. Thus f(æ
m(v1))∩æm(v0) = ∅.

In order to show card{x ∈ æm(v1) | f(x) ∈ æm(v0)} ≤ 2, it suffices to prove card
{
x ∈

ej1 \ inte
(
ej1
) ∣∣ f(x) ∈ æm(v0)

}
≤ 1. Suppose not, then since f

(
inte

(
ej1
))

∩ æm(v0) = ∅, f
is injective on ej1, and C is a Jordan curve, we get f

(
ej1
)
∪ æm(v0) = C. This contradicts

the fact that card(post f) ≥ 3 and the condition that no 1-tile in X1 joins opposite sides
of C. Therefore, Case (1) holds.

If Case (2) holds, then clearly card I = 1. Conversely, we assume that card I = 1.
Without loss of generality, we assume that f

(
e11
)
⊇ e10. We observe that v1 /∈ crit f |C. For

otherwise, f
(
e11
)
= f

(
e21
)
∈ Em−1 (see Proposition 3.11 (i)), thus card I 6= 1, which is a

contradiction.
To show f

(
e11
)
∩ e20 \ {v0} = ∅, we argue by contradiction and assume that f

(
e11
)
∩

e20 \ {v0} 6= ∅. Since e20 * f
(
e11
)
∈ Em−1 (see Proposition 3.11 (i)), by Lemma 5.5 (i),

f
(
e11
)
∩ inte

(
e20
)
= ∅. Note that v0 ∈ e10 ⊆ f

(
e11
)
. Since f

(
e11
)
is connected and C is a

Jordan curve, we get f
(
e11
)
∪ e20 = C. This contradicts the fact that card(post f) ≥ 3.

Next, we verify that f(v1) /∈ e10 as follows. We argue by contradiction and assume that
f(v1) ∈ e10. Since f(v1) ∈ Vm−1 (see Proposition 3.11 (i)), we get f(v1) ∈ e10 \ inte

(
e10
)
.

Since card I = 1, it is clear that f(v1) 6= v0. Thus f(v1) ∈ e10 \
(
inte

(
e10
)
∪ {v0}

)
. Since

v1 /∈ crit f |C and no 1-tile in X1 joins opposite sides of C, we get from Proposition 3.11 (i)
that either f

(
e11
)
⊇ e10 ∪ e20 or f

(
e21
)
⊇ e10 ∪ e20. This contradicts the assumption that

card I = 1. Hence f(v1) /∈ e10.
Finally we show that f

(
e21
)
∩ æm(v0) = ∅. To see this, we argue by contradiction and

assume that f
(
e21
)
∩ æm(v0) 6= ∅. Since C is a Jordan curve, v1 /∈ crit f |C, f(v1) /∈ e10,

f
(
e11
)
⊇ e10, and f

(
e11
)
+ e20, we get that f

(
e11
)
∪ f
(
e21
)
∪ e20 = C. This contradicts the fact

that card(post f) ≥ 3 and the condition that no 1-tile in X1 joins opposite sides of C.
Therefore, Case (2) holds.
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If Case (6) holds, then clearly card I = 4. Conversely, we assume that card = 4. Then
f
(
ej1
)
⊇ e10 ∪ e20 = æm(v0) for each j ∈ {1, 2}. We show that v1 ∈ crit f |C as follows.

We argue by contradiction and assume that v1 /∈ crit f |C. Then Since C is a Jordan
curve and f

(
e11
)
∩ f
(
e21
)
⊇ e10, we get that f

(
e11
)
∪ f
(
e21
)
= C. This contradicts the fact

that card(post f) ≥ 3. Hence v1 ∈ crit f |C, and consequently f
(
e11
)
= f

(
e21
)
∈ Em−1 by

Proposition 3.11 (i). Therefore, Case (6) holds.

(c) If Case (3) holds, then clearly card I = 2, v1 /∈ crit f |C, and f(v1) 6= v0. Conversely,
we assume that card I = 2, v1 /∈ crit f |C, and f(v1) 6= v0. Suppose that f

(
e11
)
⊇ ek0 and

f
(
e21
)
⊇ ek

′

0 for some k, k′ ∈ {1, 2} with k 6= k′, then since v1 /∈ crit f |C and f(v1) 6= v0,

we get from Proposition 3.11 (i) that f
(
e11
)
∪ f
(
e21
)
= C. This contradicts the fact that

card(post f) ≥ 3. Thus, without loss of generality, we can assume that f
(
e11
)
⊇ e10∪e20. In

order to show that Case (3) holds, it suffices now to verify that f
(
e21 \{v1}

)
∩æm(v0) = ∅.

We argue by contradiction and assume that f
(
e21\{v1}

)
∩æm(v0) 6= ∅. Then f

(
e21\{v1}

)
∩

f
(
e11
)
6= ∅. Since C is a Jordan curve and v1 /∈ crit f |C, we get from Proposition 3.11 (i)

that f
(
e21
)
∪ f
(
e11
)
= C. This contradicts the fact that card(post f) ≥ 3. Therefore,

Case (3) holds.

(d) If Case (4) holds, then clearly card I = 2, v1 /∈ crit f |C, and f(v1) = v0. Conversely,
we assume that card I = 2, v1 /∈ crit f |C, and f(v1) = v0. Without loss of generality,
we assume that f

(
e11
)
⊇ e10 and f

(
e21
)
⊇ e20. In order to show that Case (4) holds, by

symmetry, it suffices to show that f
(
e11 \ {v1}

)
∩ e20 = ∅. We argue by contradiction and

assume that f
(
e11 \ {v1}

)
∩ e20 6= ∅. Then f

(
e11 \ {v1}

)
∩ f
(
e21
)
6= ∅. Since C is a Jordan

curve and v1 /∈ crit f |C, we get from Proposition 3.11 (i) that f
(
e21
)
∪ f
(
e11
)
= C. This

contradicts the fact that card(post f) ≥ 3. Therefore, Case (4) holds.

(e) If Case (5) holds, then clearly card I = 2 and v1 ∈ crit f |C. Conversely, we assume
that card I = 2 and v1 ∈ crit f |C. Since v1 ∈ crit f |C, f

(
e11
)
= f

(
e21
)
∈ Em−1 by Proposi-

tion 3.11 (i). Without loss of generality, we assume that f
(
e11
)
∩ f
(
e21
)
⊇ e10. In order to

show that Case (5) holds, it suffices now to show that f
(
e11
)
∩ e20 \ {v0} = ∅. We argue

by contradiction and assume that f
(
e11
)
∩ e20 \ {v0} 6= ∅. Since e20 * f

(
e11
)
∈ Em−1 (see

Proposition 3.11 (i)), by Lemma 5.5 (i), f
(
e11
)
∩ inte

(
e20
)
= ∅. Thus e20 \ inte

(
e20
)
⊆ f

(
e11
)

as we already know v0 ∈ e10 ⊆ f
(
e11
)
. Since f

(
e11
)
is connected and C is a Jordan curve, we

get f
(
e11
)
∪ e20 = C. This contradicts the fact that card(post f) ≥ 3. Therefore, Case (5)

holds. �

Lemma 5.6. Let f and C satisfy the Assumptions. We assume in addition that f(C) ⊆ C.
Then

n⋂

i=0

(f |C)−i(æm(pn−i)) ⊆
⋃

x∈Em(pn, pn−1, ..., p1; p0)

æm+n(x),

for all m ∈ N0, n ∈ N, and pi ∈ C ∩ Vm(f, C) for each i ∈ {0, 1, . . . , n}. Here æm is
defined in (5.14) and Em in (5.15).

Proof. We fix m ∈ N0 and an arbitrary sequence {pi}i∈N0 in C ∩Vm. We prove the lemma
by induction on n ∈ N.
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For n = 1, we get

æm(p1) ∩ (f |C)−1(æm(p0)) ⊆
⋃{

æm+1(x)
∣∣ x ∈ (f |C)−1(p0), x ∈ æm(p1)

}

=
⋃

x∈Em(p1; p0)

æm+1(x)

by (5.15), Proposition 3.11 (ii), and the fact that æm+1(x) ∩ æm(p1) = ∅ if both x ∈
C ∩Vm+1 and x /∈ æm(p1) are satisfied (see Lemma 5.5 (ii)).
We now assume that the lemma holds for n = l for some integer l ∈ N. Then by the

induction hypothesis, we have

l+1⋂

i=0

(f |C)−i(æm(pl+1−i))

= æm(pl+1) ∩ (f |C)−1

(l+1⋂

i=1

(f |C)−(i−1)(æm(pl+1−i))

)

⊆ æm(pl+1) ∩ (f |C)−1

( ⋃

x∈Em(pl, pl−1, ..., p1; p0)

æm+l(x)

)

=
⋃

x∈Em(pl, pl−1, ..., p1; p0)

(
æm(pl+1) ∩ (f |C)−1

(
æm+l(x)

))

⊆
⋃

x∈Em(pl, pl−1, ..., p1; p0)

(⋃{
æm+l+1(y)

∣∣ y ∈ (f |C)−1(x), y ∈ æm(pl+1)
})

=
⋃

x∈Em(pl, pl−1, ..., p1; p0)

⋃

y∈Em(pl+1; x)

æm+l+1(y),

where the last two lines are due to (5.15), Proposition 3.11 (ii), and the fact that
æm+l+1(y) ∩ æm(pl+1) = ∅ if both y ∈ C ∩ Vm+l+1 and y /∈ æm(pl+1) are satisfied (see
Lemma 5.5 (ii)).
By Lemma 5.4, we get

l+1⋂

i=0

(f |C)−i(æm(pl+1−i)) ⊆
⋃

x∈Em(pl+1, pl, ..., p1; p0)

æm+l+1(x).

The induction step is now complete. �

Proposition 5.7. Let f and C satisfy the Assumptions. We assume in addition that
f(C) ⊆ C and no 1-tile in X1(f, C) joins opposite sides of C. Then

(5.16) card(Em(pn, pn−1, . . . , p1; p0)) ≤ m2
n
m

for all m,n ∈ N with m ≥ 14, and pi ∈ C ∩Vm(f, C) for each i ∈ {0, 1, . . . , n}. Here Em
is defined in (5.15).

Proof. We fix m ∈ N with m ≥ 14, and fix an arbitrary sequence {pi}i∈N0 of m-vertices
in C ∩Vm.
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For each n ∈ N, we write Em,n := Em(pn, pn−1, . . . , p1; p0). Note that for each n ∈ N,
by (5.15),

(5.17) Em,n = Em(pn, pn−1, . . . , p1; p0) ⊆ æm(pn),

where æm is defined in (5.14). We denote by en,1, en,2 ∈ Em the unique pair of m-edges
with en,1 ∪ en,2 = æm(pn) and en,1 ∩ en,2 = {pn}. For each i ∈ {1, 2}, we define

(5.18) Ln,i :=

{
card(Em,n ∩ en,i) if Em,n ∩ en,i \ {pn} 6= ∅,
0 otherwise.

We first observe that by (5.15), (5.17), Lemma 5.4, and the fact that f is injective on
each m-edge (see Proposition 3.11 (i)), we get that

(5.19) cardEm,1 ≤ 2 and cardEm,n+1 ≤ 2 cardEm,n,

for each n ∈ N.
Next, we need to establish two claims.

Claim 1. For each n ∈ N, if Ln,1Ln,2 6= 0 then Ln,1 = Ln,2.

We will establish Claim 1 by induction on n ∈ N.
For n = 1, we apply Lemma 5.5 (iii) with v0 = p0 and v1 = p1. By (5.15), it is easy to

verify that in Cases (1) through (4) discussed in Lemma 5.5 (iii), we have L1,1L1,2 = 0,
and in Cases (5) and (6), we have L1,1 = L1,2.
We now assume that Claim 1 holds for n = l for some integer l ∈ N. We apply

Lemma 5.5 (iii) with v0 = pl and v1 = pl+1. Then by (5.17) and Lemma 5.4 with n = l, it is
easy to verify that in Case (1) discussed in Lemma 5.5 (iii), we have either Ll+1,1Ll+1,2 = 0
or Ll+1,1 = Ll+1,2 = 1; in Cases (2) and (3), we have Ll+1,1Ll+1,2 = 0; in Case (4), we have
Ll+1,1 = Ll,k and Ll+1,2 = Ll,k′, where k, k

′ ∈ {1, 2} satisfy f(el+1,1) ⊇ el,k, f(el+1,2) ⊇ el,k′,
and k 6= k′; and in Cases (5) and (6), we have Ll+1,1 = Ll+1,2.
The induction step is now complete. Claim 1 follows.

Claim 2. For each n ∈ N with cardEm,n ≥ 4, the following statements hold:

(i) If cardEm,n+1 < cardEm,n, then

cardEm,n+1 ≤
⌈1
2
cardEm,n

⌉
.

(ii) If cardEm,n+1 = cardEm,n and pn+1 ∈ crit f |C, then
card(en+1,1 ∩ Em,n+1) = card(en+1,2 ∩ Em,n+1).

(iii) If cardEm,n+1 > cardEm,n, then

(a) card(en+1,1 ∩ Em,n+1) = card(en+1,2 ∩ Em,n+1),

(b) pn+1 ∈ crit f |C, and
(c) Em,n ⊆ em−1 ∈ Em−1, where em−1 := f(en+1,1) = f(en+1,2).
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To prove Claim 2, we first note that by (5.19), cardEm,1 ≤ 2, so it suffices to consider
n ≥ 2. We fix an integer n ≥ 2 with cardEm,n ≥ 4. If such n does not exist, then Claim 2
holds trivially.
We will verify statements (i) through (iii) according to the cases discussed in Lemma 5.5 (iii)

with v0 = pn, v1 = pn+1, e
i
0 = en,i, and e

i
1 = en+1,i for each i ∈ {1, 2}.

Case (1). It is easy to see that cardEm,n+1 ≤ 2 ≤
⌈
1
2
cardEm,n

⌉
.

Case (2). We have pn+1 /∈ crit f |C. Without loss of generality, we assume that
f(en+1,1) ⊇ en,1, f(en+1,1) ∩ en,2 \ {pn} = ∅, and f(en+1,2) ∩ æm(pn) = ∅. Since f is
injective on each m-edge (see Proposition 3.11 (i)), Em,n ⊆ æm(pn) (see (5.15)), and
either Ln,1Ln,2 = 0 or Ln,1 = Ln,2 by Claim 1, it is easy to verify from Lemma 5.4 that
either cardEm,n+1 = cardEm,n or cardEm,n+1 ≤

⌈
1
2
cardEm,n

⌉
.

Case (3). We have pn+1 /∈ crit f |C. Without loss of generality, we assume that
f(en+1,1) ⊇ æm(pn) and f(en+1,2 \ {pn+1}) ∩ æm(pn) = ∅. Since f is injective on each
m-edge (see Proposition 3.11 (i)), Em,n ⊆ æm(pn) (see (5.15)), and either Ln,1Ln,2 = 0 or
Ln,1 = Ln,2 by Claim 1, it is easy to verify from Lemma 5.4 that cardEm,n+1 = cardEm,n.

Case (4). We have pn+1 /∈ crit f |C. By Proposition 3.11 (i), f maps æm(pn+1) bijectively
onto f(æm(pn+1)). Since f(æ

m(pn+1)) ⊇ æm(pn) and Em,n ⊆ æm(pn) (see (5.15)), we get
cardEm,n+1 = cardEm,n by Lemma 5.4.

Case (5). We have pn+1 ∈ crit f |C ⊆ crit f . Without loss of generality, we assume that
f(en+1,j) ⊇ en,1 and f(en+1,j) ∩ en,2 \ {pn} = ∅ for each j ∈ {1, 2}. Since Em,n ⊆ æm(pn)
(see (5.15)) and either Ln,1Ln,2 = 0 or Ln,1 = Ln,2 by Claim 1, it is easy to verify from
Lemma 5.4 that either cardEm,n+1 ≤ 2 ≤

⌈
1
2
cardEm,n

⌉
or cardEm,n+1 ≥ cardEm,n. Note

that in either case, we have card(en+1,1 ∩ Em,n+1) = card(en+1,2 ∩ Em,n+1). Moreover, if
cardEm,n+1 > cardEm,n, then it follows that Ln,2 = 0, and thus Em,n ⊆ en,1 ⊆ f(en+1,1) =
f(en+1,2) ∈ Em−1 (see Proposition 3.11 (i)).

Case (6). We have pn+1 ∈ crit f |C ⊆ crit f . Since f is injective on each m-edge
(see Proposition 3.11 (i)) and Em,n ⊆ æm(pn) (see (5.15)), it is easy to verify that
cardEm,n+1 > cardEm,n and Em,n ⊆ æm(pn) ⊆ f(en+1,1) = f(en+1,2) ∈ Em−1 (see Propo-
sition 3.11 (i)).

Claim 2 now follows.

Finally, we will establish (5.16) by induction on n ∈ N. Recall that we assume m ≥ 14.
For n = 1, by (5.19), cardEm,1 ≤ 2 < m2

n
m .

We now assume that (5.16) holds for all n ≤ l for some integer l ∈ N. If cardEm,l < 8,
then (5.16) holds for n = l + 1 by (5.19) and the assumption that m ≥ 14. So we
can assume that cardEm,l ≥ 8. Moreover, if cardEm,l+1 ≤ cardEm,l, then (5.16) holds
for n = l + 1 trivially from the induction hypothesis. Thus we can also assume that
cardEm,l+1 > cardEm,l.
Since cardEm,1 ≤ 2 (see (5.19)) and cardEm,l ≥ 8, we can define a number

(5.20) k := max{i ∈ N | i < l, cardEm,i 6= cardEm,l} ≤ l − 1.

Note that l ≥ 3 and cardEm,k ≥ 1
2
cardEm,k+1 =

1
2
cardEm,l ≥ 4 by (5.19).

We will establish (5.16) for n = l + 1 by considering the following two cases:
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Case I. cardEm,k > cardEm,l = cardEm,k+1. Then by (5.19) and Claim 2(i), we have

cardEm,l+1 ≤ 2 cardEm,l = 2 cardEm,k+1 ≤ 2
⌈1
2
cardEm,k

⌉

≤ 1 + cardEm,k ≤ 1 +m2
k
m ≤ m2

k+2
m ≤ m2

l+1
m ,

where the second-to-last inequality follows from the fact that the function h(x) := x
(
2

2
x −

1
)
, x > 1, satisfies lim

x→+∞
h(x) = log 4 > 1, lim

x→+∞

d
dx
h(x) = 0, and d2

dx2
h(x) > 0 for x > 1.

Case II. cardEm,k < cardEm,l = cardEm,k+1. Then by Claim 2(iii), we have pk+1 ∈
crit f |C. We define

(5.21) k′ := max{i ∈ N | i ≤ l, pi ∈ crit f |C} ∈ [k + 1, l].

Note that by (5.20), (5.21), and (5.19), we get cardEm,k′−1 ≥ 1
2
cardEm,l ≥ 4. By

Claim 2(ii) and (iii), regardless of whether k′ = k + 1 or not, we have

(5.22) card(ek′,1 ∩ Em,k′) = card(ek′,2 ∩ Em,k′) ≥ 2.

By Claim 2(iii), we have pl+1 ∈ crit f |C ⊆ V1, Em,l ⊆ em−1 ∈ Em−1 where em−1 :=
f(el+1,1) = f(el+1,2). Note that f(pl+1) ∈ V0∩ em−1. We now show that k′ < l. We argue
by contradiction and assume that k′ ≥ l. By (5.21), k′ = l. Then pl = pk′ ∈ crit f |C ⊆ V1

and pl = pk′ ∈ inte
(
em−1

)
(see (5.22)). This contradicts the fact that no (m−1)-edge can

contain a 1-vertex in its interior. Thus k′ < l.
We now show that

(5.23) l − k′ ≥ m− 1.

Fix an arbitrary integer i ∈ [k′+1, l]. Since cardEm,i = cardEm,i−1 ∈ [8,+∞) (see (5.21)
and (5.20)), f(Em,i) ⊆ Em,i−1 (see (5.15)), and f l−k

′
is injective on em−1 ⊇ Em,l (see

Proposition 3.11 (i)), we get f(Em,i) = Em,i−1. By Proposition 3.11 (i), f l−k
′(
em−1

)
∈

Em−1−l+k′. Since f l−k
′(
em−1

)
⊇ f l−k

′
(Em,l) = Em,k′ and f

l−k′ is injective and continuous

on em−1 (see Proposition 3.11 (i)), it follows from (5.22) that pk′ ∈ inte
(
f l−k

′(
em−1

))
.

Since pk′ ∈ crit f |C ⊆ V1, we get m− 1− l + k′ ≤ 0, proving (5.23).
Hence by (5.19), (5.20), (5.21), (5.23), and the induction hypothesis, we get

cardEm,l+1 ≤ 2 cardEm,l = 2 cardEm,k+1 ≤ 2m2
k+1
m ≤ 2m2

k′

m ≤ m2
l+1
m .

The induction step is now complete, establishing Proposition 5.7. �

Theorem 5.8. Let f , C, d, α satisfy the Assumptions. We assume in addition that f(C) ⊆
C. Let ϕ ∈ C0,α(S2, d) be a real-valued Hölder continuous function with an exponent
α. Recall the one-sided subshifts of finite type

(
Σ+
Appp

, σAppp

)
and

(
Σ+
Aqqq

, σAqqq

)
constructed in

Subsection 5.1. We denote by (V0, f |V0) the dynamical system on V0 = V0(f, C) = post f
induced by f |V0 : V0 → V0. Then the following relations between the topological pressure
of these systems hold:

P (σAqqq
, ϕ ◦ πppp ◦ πqqq) = P (σAppp

, ϕ ◦ πppp) = P (f |C, ϕ|C) < P (f, ϕ) > P (f |V0, ϕ|V0).
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Proof. The identity P (σAqqq
, ϕ ◦ πppp ◦ πqqq) = P (σAppp

, ϕ ◦ πppp) follows directly from Lemma 3.36
and Hölder continuity of πppp and πqqq (see Proposition 5.1).
The strict inequalities P (f |C, ϕ|C) < P (f, ϕ) and P (f |V0), ϕ|V0) < P (f, ϕ) follow from

the uniqueness of the equilibrium state µφ for the map f and the potential ϕ (see The-
orem 3.23 (i)), the fact that µφ(C) = 0 (see Theorem 3.23 (iii)), and the Variational
Principle (3.4) (see for example, [PrU10, Theorem 3.4.1]).
We observe that since (C, f |C) is a factor of

(
Σ+
Appp

, σAppp

)
with a factor map πppp : Σ

+
Appp

→
C (Proposition 5.1 (ii)), it follows from [PrU10, Lemma 3.2.8] that P (σAppp

, ϕ ◦ πppp) ≥
P (f |C, ϕ|C). It remains to show P (σAppp

, ϕ ◦ πppp) ≤ P (f |C, ϕ|C).
By Lemma 3.15 (ii) and Proposition 3.11 (vii), no 1-tile in X1(fn, C) joins opposite

sides of C for all sufficiently large n ∈ N. Note that for all m ∈ N, P
(
fm|C, Sfmϕ|C

)
=

mP (f |C, ϕ|C) and P
(
σmAppp

, S
σA

ppp

m (ϕ ◦ πppp)
)
= mP (σAppp

, ϕ ◦ πppp) (see for example, [Wal82, The-
orem 9.8]). It is clear that, without loss of generality, we can assume that no 1-tile in
X1(f, C) joins opposite sides of C.
We define a sequence of finite open covers {ηi}i∈N0 of C by

ηi :=
{
æi(v)

∣∣ v ∈ C ∩Vi
}

for i ∈ N0. We note that since we are considering the metric space (C, d), æi(v) is indeed
an open set for each i ∈ N0 and each v ∈ C ∩Vi. By Lemma 3.15 (ii),

lim
i→+∞

max{diamd(V ) | V ∈ ηi} = 0.

Fix arbitrary integers l, m, n ∈ N with l ≥ m ≥ 14. Choose U ∈
n∨
i=0

(f |C)−i(ηm)
arbitrarily, say

U =
n⋂

i=0

(f |C)−i(æm(pn−i)),

where p0, p1, . . . , pn ∈ C ∩Vm. By Lemma 5.6,

U ⊆
⋃

x∈Em(pn, pn−1, ..., p1; p0)

æm+n(x),

where Em is defined in (5.15). It follows immediately from (3.8) and Proposition 3.11 (i)
and (v) that

card
{
el+n ∈ El+n

∣∣ el+n ⊆ e
}
≤ (deg f)l−m card(post f)

for each (m + n)-edge e ∈ Em+n. Thus we can construct a collection E l+n(U) ⊆ El+n of
(l + n)-edges such that U ⊆ ⋃ E l+n(U) by setting

E l+n(U) :=
⋃

x∈Em(pn, pn−1, ..., p1; p0)

{
el+n ∈ El+n

∣∣ el+n ⊆ æm+n(x)
}

Then

card
(
E l+n(U)

)
≤ 2(deg f)l−m card(post f) card(Em(pn, pn−1, . . . , p1; p0))

≤ 2m2
n
m (deg f)l−m card(post f),(5.24)

where the last inequality follows from Proposition 5.7.
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Hence by (3.6), Lemma 3.24, and (5.24), we get

P (f |C, ϕ|C) = lim
m→+∞

lim
l→+∞

lim
n→+∞

1

n
log inf

ξ

{∑

U∈ξ

exp
(
sup
{
Sfnϕ(x)

∣∣ x ∈ U
})
}

≥ lim
m→+∞

lim
l→+∞

lim
n→+∞

1

n
log inf

ξ

{∑

U∈ξ

∑

e∈El+n(U)

exp
(
sup
{
Sfnϕ(x)

∣∣x ∈ e ∩ U
})

card(E l+n(U))

}

≥ lim
m→+∞

lim
l→+∞

lim
n→+∞

1

n
log inf

ξ

{∑

U∈ξ

∑

e∈El+n(U)

exp
(
sup
{
Sfnϕ(x)

∣∣x ∈ e
})

2m2
n
m (deg f)l−mD

}

≥ lim
m→+∞

lim
l→+∞

lim
n→+∞

1

n
log

∑

e∈El+n
e⊆C

exp
(
sup
{
Sfnϕ(x)

∣∣ x ∈ e
})

2m2
n
m (deg f)l−mD

= lim
m→+∞

lim
l→+∞

lim
n→+∞

1

n

(
log

∑

e∈El+n
e⊆C

exp
(
sup
x∈e

Sfnϕ(x)
)
− log

(
2m2

n
m (deg f)l−mD

)
)

= lim
l→+∞

lim
n→+∞

1

n
log

∑

e∈El+n
e⊆C

exp
(
sup
{
Sfnϕ(x)

∣∣x ∈ e
})
,

where the constant D > 1 is defined to be D := card(post f) exp(C1(diamd(S
2))α) with

C1 = C1(f, C, d, ϕ, α) > 0 depending only on f , C, d, ϕ, and α defined in (3.17), and

the infima are taken over all finite open subcovers ξ of
n∨
i=0

(f |C)−i(ηm), i.e., ξ ∈
{
ς
∣∣∣ ς ⊆

n∨
i=0

(f |C)−i(ηm),
⋃
ς = C

}
. The second inequality follows from Lemma 3.24, and the last

inequality follows from the fact that

C ⊇
⋃(⋃

U∈ξ

E l+n(U)
)
=
⋃

U∈ξ

(⋃
E l+n(U)

)
⊇
⋃

ξ = C

and thus
⋃
U∈ξ

E l+n(U) =
{
e ∈ El+n

∣∣ e ⊆ C}.
Finally, we will show that

P (σAppp
, ϕ ◦ πppp) = lim

l→+∞
lim

n→+∞

1

n
log

∑

e∈El+n
e⊆C

exp
(
sup
{
Sfnϕ(x)

∣∣ x ∈ e
})
.

We denote by Cn(e0, e1, . . . , en) the n-cylinder set

Cn(e0, e1, . . . , en) :=
{
{e′i}i∈N0 ∈ Σ+

Appp

∣∣ e′i = ei for all i ∈ N0 with i ≤ n
}

in Σ+
Appp

containing {ei}i∈N0 , for each n ∈ N0 and each {ei}i∈N0 ∈ Σ+
Appp

. For each n ∈ N0, we

denote by Cn the set all n-cylinder sets in Σ+
Appp

, i.e., Cn =
{
Cn(e0, e1, . . . , en)

∣∣ {ei}i∈N0 ∈
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Σ+
Appp

}
. Then it is easy to verify that for all n, l ∈ N0, Cn is a finite open cover of Σ+

Appp

, and
n∨
i=0

σ−i
Appp

(Cl) = Cl+n. Hence by (3.6), Lemma 3.37, and Proposition 5.1 (i), we have

P (σAppp
, ϕ ◦ πppp)

= lim
l→+∞

lim
n→+∞

1

n
log inf

{∑

V ∈V

exp

(
sup
z∈V

S
σA

ppp

n (ϕ ◦ πppp)(z)
) ∣∣∣∣∣V ⊆

n∨

i=0

σ−i
Appp

(Cl),
⋃

V = Σ+
Appp

}

= lim
l→+∞

lim
n→+∞

1

n
log

∑

V ∈Cl+n

exp
(
sup
{
S
σA

ppp

n (ϕ ◦ πppp)(z)
∣∣∣ z ∈ V

})

= lim
l→+∞

lim
n→+∞

1

n
log

∑

e∈El+n+1

e⊆C

exp
(
sup
{
Sfnϕ(x)

∣∣ x ∈ e
})
.

Hence, P (f |C, ϕ|C) ≥ P (σAppp
, ϕ ◦ πppp). The proof is therefore complete. �

5.4. Deduction of Theorem 1.3 from Theorem 1.5. In this subsection, we give a
proof of Theorem 1.3 assuming Theorem 1.5.

Proof of Theorem 1.3. We choose Nf ∈ N as in Remark 1.4. Note that P
(
f i,−s0Sfi φ

)
=

iP (f,−s0φ) = 0 for each i ∈ N (see for example, [Wal82, Theorem 9.8]). We observe that
by Lemma 3.17, it suffices to prove the case n = Nf = 1. In this case, F = f , Φ = φ,
and there exists a Jordan curve C ⊆ S2 satisfying f(C) ⊆ C, post f ⊆ C, and no 1-tile in
X1(f, C) joins opposite sides of C.
In this proof, we write lφ(τ) :=

∑
y∈τ

φ(y) and degf(τ) :=
∏
y∈τ

degf(y) for each primitive

periodic orbit τ ∈ P(f) and each y ∈ τ .

Claim 1. The dynamical Dirichlet series Df,−φ,degf converges on the open half-plane
Hs0 = {s ∈ C | ℜ(s) > s0} and extends to a non-vanishing holomorphic function on the
closed half-plane Hs0 = {s ∈ C | ℜ(s) ≥ s0} except for the simple pole at s = s0.

We first observe that by the continuity of the topological pressure (see for example,
[PrU10, Theorem 3.6.1]) and Theorem 5.8, there exists a real number ǫ′0 ∈ (0,min{ǫ̃0, s0})
such that P (f |V0,−(s0 − ǫ′0)φ|V0) < 0 and

P (σAqqq
,−(s0 − ǫ′0)ϕ ◦ πppp ◦ πqqq) = P (σAppp

,−(s0 − ǫ′0)ϕ ◦ πppp) < 0.

Here ǫ̃0 > 0 is a constant from Theorem 1.5 depending only on f , C, d, and φ.
By Lemma 3.42, Remark 3.43, Proposition 3.35 (ii), and the fact that φ is eventually

positive, each of the zeta functions ζf |
V0 ,−φ|V0

, ζσA
ppp
,−φ◦πppp , and ζσA

qqq
,−φ◦πppp◦πqqq converges uni-

formly and absolutely to a non-vanishing bounded holomorphic function on the closed
half-plane Hs0−ǫ′0

= {s ∈ C | ℜ(s) ≥ s0 − ǫ′0}.
On the other hand, for each n ∈ N, we have P1,(f |

V0 )n ⊆ P1,fn , and by Proposition 5.1,

(πppp ◦ πqqq)
(
P1,σnA

qqq

)
⊆ πppp

(
P1,σnA

ppp

)
⊆ P1,(f |C)n ⊆ P1,fn.



PRIME ORBIT THEOREMS FOR EXPANDING THURSTON MAPS 67

Thus by (3.38), (3.37), and Theorem 5.3, we get that for each s ∈ Hs0 ,

(5.25) Df,−φ, degf (s) = ζσA△
,−φ◦π△(s)

ζσA
ppp
,−φ◦πppp(s)ζf |V0 ,−φ|V0

(s)

ζσA
qqq
,−φ◦πppp◦πqqq(s)

.

Claim 1 now follows from statement (i) in Theorem 1.5 and the discussion above.

Next, we observe that by (3.40) and (3.41) in Proposition 3.44,

(5.26) ζf,−φ(s)
∏

τ∈P>(f |
V0 )

(
1− e−slφ(τ)

)
= Df,−φ, degf (s)

∏

τ∈P>(f |
V0 )

(
1− degf (τ)e

−slφ(τ)
)

for all s ∈ C with ℜ(s) > s0, where

(5.27) P>(f |V0) :=
{
τ ∈ P(f |V0)

∣∣ degf (τ) > 1
}

is a finite set since V0 = post f is a finite set.
We denote, for each τ ∈ P>(f |V0),

βτ := degf(τ)e
−s0lφ(τ).

Fix an arbitrary τ ∈ P>(f |V0). We show now that 1 − βτ ≥ 0. We argue by con-
tradiction and assume that βτ > 1. Let k := card τ , and fix an arbitrary y ∈ τ . Then
y ∈ P1,fkm for each m ∈ N. Thus by Proposition 3.31,

0 = P (f,−s0φ) ≥ lim
m→+∞

1

km
log
(
degfkm(y) exp

(
−s0Sfkmφ(y)

))

= lim
m→+∞

1

km
log
(
βmτ
)
=

log βτ
k

> 0.

This is a contradiction, proving 1− βτ ≥ 0 for each τ ∈ P>(f |V0).

Claim 2. We have 1− βτ > 0 for each τ ∈ P>(f |V0).

We argue by contradiction and assume that there exists η ∈ P>(f |V0) with 1−βη = 0.
We define a function w : S2 → C by

w(x) :=

{
degf(x) if x ∈ S2 \ η,
0 otherwise.

Fix an arbitrary real number a > s0. By (3.9), Proposition 3.31, and Corollary 3.34,
for each n ∈ N,

lim sup
n→+∞

1

n
log

∑

y∈P1,fn

exp(−aSnφ(y))
n−1∏

i=0

w
(
f i(y)

)

≤ lim sup
n→+∞

1

n
log

∑

y∈P1,fn

degfn(y) exp(−aSnφ(y)) = P (f,−aφ) < 0.
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Hence by Lemma 3.42 and Theorem 3.19 (ii), Df,−φ,w(s) converges uniformly and abso-

lutely on the closed half-plane Ha, and
(5.28)

Df,−φ,w(s) =
∏

τ∈P(f)\{η}

(
1− degf(τ)e

−slφ(τ)
)−1

= Df,−φ, degf (s)
(
1− degf(η)e

−slφ(η)
)

for s ∈ Ha. Note that by our assumption that 1−βτ = 0, we know that 1−degf(η)e
−slφ(η)

is an entire function with simple zeros at s = s0 + ijh0, j ∈ Z, where h0 := 2π
lφ(η)

. Note

that lφ(η) > 0 since φ is eventually positive (see Definition 3.32). Since Df,−φ,degf has

a non-vanishing holomorphic extension to Hs0 except a simple pole at s = s0, we get
from (5.28) that Df,−φ,w has a holomorphic extension to Hs0 with Df,−φ,w(s0) 6= 0 and
Df,−φ, w(s0 + ijh0) = 0 for each j ∈ Z \ {0}.
On the other hand, for each s ∈ Ha,

(5.29)

∣∣∣∣∣
+∞∑

n=1

1

n

∑

x∈P1,fn

e−sSnφ(x)
n−1∏

i=0

w
(
f i(x)

)
∣∣∣∣∣ ≤

+∞∑

n=1

1

n

∑

x∈P1,fn

e−ℜ(s)Snφ(x)
n−1∏

i=0

w
(
f i(x)

)
.

Since a > s0 is arbitrary, it follows from (3.38), (5.29), and Df,−φ,w(s0) 6= 0 that

lim sup
a→s+0

∣∣∣∣∣
+∞∑

n=1

1

n

∑

x∈P1,fn

e−(a+ib)Snφ(x)
n−1∏

i=0

w
(
f i(x)

)
∣∣∣∣∣ < +∞

for each b ∈ R. By (3.38), this is a contradiction to the fact thatDf,−φ,w has a holomorphic

extension to Hs0 with Df,−φ, w(s0 + ijh0) = 0 for each j ∈ Z \ {0}. Claim 2 is now
established.

Hence
∏

τ∈P>(f |
V0 )

1−degf (τ) exp(−slφ(τ))

1−exp(−slφ(τ))
is uniformly bounded away from 0 and +∞ on the

closed half-plane Hs0−ǫ0 for some ǫ0 ∈ (0, ǫ′0).
Statement (i) in Theorem 1.3 now follows from Claim 1 and (5.26).

To verify statement (ii) in Theorem 1.3, we assume that φ satisfies the α-strong non-
integrability condition. By statement (ii) in Theorem 1.5 and the proof of Claim 1,
Df,−φ, degf extends to a non-vanishing holomorphic function onHs0−ǫ′0

except for the simple
pole at s = s0. Moreover, for each ǫ > 0, there exists a constant C ′

ǫ > 0 such that

exp
(
−C ′

ǫ|ℑ(s)|2+ǫ
)
≤
∣∣Df,−φ,degf (s)

∣∣ ≤ exp
(
C ′
ǫ|ℑ(s)|2+ǫ

)

for all s ∈ C with |ℜ(s)− s0| < ǫ′0 and |ℑ(s)| ≥ bǫ, where bǫ := b̃ǫ > 0 is a constant from
Theorem 1.5 depending only on f , C, d, φ, and ǫ.
Therefore, statement (ii) in Theorem 1.3 holds for aǫ := min{ǫ0, ãǫ} > 0, bǫ = b̃ǫ > 0,

and some constant Cǫ > C ′
ǫ > 0 depending only on f , C, d, φ, and ǫ. �

6. Non-local integrability

This section is devoted to characterizations of a necessary condition, called non-local
integrability condition, on the potential φ : S2 → R for the Prime Orbit Theorems for
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expanding Thurston maps. The characterizations are summarized in Theorem 6.4. In
particular, a real-valued Hölder continuous φ on S2 is non-locally integrable if and only if
φ is co-homologous to a constant in the set of real-valued continuous functions on S2. As
we will eventually show, such a condition is actually equivalent in our context to the Prime
Orbit Theorem without an error term (see Theorem 1.7). In our proof of Theorem 6.4,
we use the notion of orbifolds introduced in general by W. P. Thurston in 1970s in his
study of geometry of 3-manifolds (see [Th80, Chapter 13]).

6.1. Definition and charactizations. Let f : S2 → S2 be an expanding Thurston map,
d be a visual metric on S2 for f , and C ⊆ S2 be a Jordan curve satisfying f(C) ⊆ C and
post f ⊆ C. Recall the one-sided subshift of finite type

(
Σ+
A△
, σA△

)
associated to f and C

defined in Proposition 3.38. In this section, we write Σ+
f, C := Σ+

A△
and σ := σA△

, i.e.,

(6.1) Σ+
f, C =

{
{Xi}i∈N0

∣∣Xi ∈ X1(f, C) and f(Xi) ⊇ Xi+1, for i ∈ N0

}
,

and σ is the left-shift operator defined by σ({Xi}i∈N0) = {Xi+1}i∈N0 for {Xi}i∈N0 ∈ Σ+
f, C.

Similarly, we define

(6.2) Σ−
f, C :=

{
{X−i}i∈N0

∣∣X−i ∈ X1(f, C) and f
(
X−(i+1)

)
⊇ X−i, for i ∈ N0

}
.

For each X ∈ X1(f, C), since f is injective on X (see Proposition 3.11 (i)), we denote the
inverse branch of f restricted on X by f−1

X : f(X) → X , i.e., f−1
X := (f |X)−1.

Let ψ ∈ C0,α((S2, d),C) be a complex-valued Hölder continuous function with an ex-
ponent α ∈ (0, 1]. For each ξ = {ξ−i}i∈N0 ∈ Σ−

f, C, we define the function

(6.3) ∆f, C
ψ, ξ(x, y) :=

+∞∑

i=0

((
ψ ◦ f−1

ξ−i ◦ · · · ◦ f
−1
ξ0

)
(x)−

(
ψ ◦ f−1

ξ−i ◦ · · · ◦ f
−1
ξ0

)
(y)
)

for (x, y) ∈ ⋃
X∈X1(f,C)
X⊆f(ξ0)

X ×X .

We will see in the following lemma that the series in (6.3) converges.

Lemma 6.1. Let f , C, d, ψ, α satisfy the Assumptions. We assume in addition that
f(C) ⊆ C. Let ξ = {ξ−i}i∈N0 ∈ Σ−

f, C. Then for each X ∈ X1(f, C) with X ⊆ f(ξ0) and

each triple of x, y, z ∈ X, we get that ∆f, C
ψ, ξ(x, y) as a series defined in (6.3) converges

absolutely and uniformly in x, y ∈ X, and moreover, the identity

(6.4) ∆f, C
ψ, ξ(x, y) = ∆f, C

ψ, ξ(z, y)−∆f, C
ψ, ξ(z, x)

holds with ∣∣∣∆f, C
ψ, ξ(x, y)

∣∣∣ ≤ C1d(x, y)
α,

where C1 = C1(f, C, d, ψ, α) is a constant depending on f , C, d, ψ, and α from Lemma 3.24.

Proof. We fix X ∈ X1(f, C) with X ⊆ f(ξ0). By Proposition 3.11 (i) and Lemma 3.15 (ii),
for each i ∈ N0,∣∣(ψ ◦ f−1

ξ−i ◦ · · · ◦ f
−1
ξ0

)
(x)−

(
ψ ◦ f−1

ξ−i ◦ · · · ◦ f
−1
ξ0

)
(y)
∣∣

≤ |ψ|α, (S2,d) diamd

((
f−1
ξ−i ◦ · · · ◦ f

−1
ξ0

)
(X)

)
≤ |ψ|α, (S2,d)C

αΛ−iα−α(6.5)
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for x, y ∈ X , where C ≥ 1 is a constant from Lemma 3.15. Thus the series on the
right-hand side of (6.3) converges absolutely. Hence by (6.3), ∆f, C

ψ, ξ(x, y) = ∆f, C
ψ, ξ(z, y) −

∆f, C
ψ, ξ(z, x). Moreover, by Proposition 3.11 (i), Lemma 3.24, and (6.5), for each pair of

x, y ∈ X , and each j ∈ N,
∣∣∣∆f, C

ψ, ξ(x, y)
∣∣∣ =

∣∣∣∣
+∞∑

i=0

((
ψ ◦ f−1

ξ−i ◦ · · · ◦ f
−1
ξ0

)
(x)−

(
ψ ◦ f−1

ξ−i ◦ · · · ◦ f
−1
ξ0

)
(y)
)∣∣∣∣

≤
∣∣∣∣
j−1∑

i=0

((
ψ ◦ f−1

ξ−i ◦ · · · ◦ f
−1
ξ0

)
(x)−

(
ψ ◦ f−1

ξ−i ◦ · · · ◦ f
−1
ξ0

)
(y)
)∣∣∣∣ +

+∞∑

i=j

|ψ|α, (S2,d)C
α

Λiα+α

≤ C1d(x, y)
α + |ψ|α, (S2,d)C

α(1− Λα)−1Λ−jα−α.

We complete our proof by taking j to infinity. �

Definition 6.2 (Temporal distance). Let f , C, d, ψ, α satisfy the Assumptions. We
assume in addition that f(C) ⊆ C. For ξ = {ξ−i}i∈N0 ∈ Σ−

f, C and η = {η−i}i∈N0 ∈ Σ−
f, C

with f(ξ0) = f(η0), we define the temporal distance ψf, Cξ, η as

(6.6) ψf, Cξ, η (x, y) := ∆f, C
ψ, ξ(x, y)−∆f, C

ψ, η(x, y)

for
(x, y) ∈

⋃

X∈X1(f,C)
X⊆f(ξ0)

X ×X.

Recall that fn is an expanding Thurston map with post fn = post f for each expanding
Thurston map f : S2 → S2 and each n ∈ N (see Remark 3.14).

Definition 6.3 (Local integrability). Let f : S2 → S2 be an expanding Thurston map
and d a visual metric on S2 for f . A complex-valued Hölder continuous function ψ ∈
C0,α((S2, d),C) is locally integrable (with respect to f and d) if for each natural number
n ∈ N, and each Jordan curve C ⊆ S2 satisfying fn(C) ⊆ C and post f ⊆ C, we have

(6.7)
(
Sfnψ

)fn, C
ξ, η

(x, y) = 0

for all ξ = {ξ−i}i∈N0 ∈ Σ−
fn, C and η = {η−i}i∈N0 ∈ Σ−

fn, C satisfying fn(ξ0) = fn(η0), and all

(x, y) ∈
⋃

X∈X1(fn,C)
X⊆fn(ξ0)

X ×X.

The function ψ is non-locally integrable if it is not locally integrable.

The main theorem of this section is the following characterization of the local integra-
bility condition.

Theorem 6.4 (Characterization of the local integrability condition). Let f : S2 → S2 be
an expanding Thurston map and d a visual metric on S2 for f . Let ψ ∈ C0,α((S2, d),C)
be a complex-valued Hölder continuous function with an exponent α ∈ (0, 1]. Then the
following statements are equivalent:
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(i) The function ψ is locally integrable (in the sense of Definition 6.3).

(ii) There exists n ∈ N and a Jordan curve C ⊆ S2 with fn(C) ⊆ C and post f ⊆ C
such that (

Sfnψ
)fn, C
ξ, η

(x, y) = 0

for all ξ = {ξ−i}i∈N0 ∈ Σ−
fn, C and η = {η−i}i∈N0 ∈ Σ−

fn, C with fn(ξ0) = fn(η0), and
all (x, y) ∈ ⋃

X∈X1(fn,C)
X⊆fn(ξ0)

X ×X.

(iii) The function ψ is co-homologous to a constant in C(S2,C), i.e.,

ψ = K + β ◦ f − β

for some K ∈ C and β ∈ C(S2,C).
(iv) The function ψ is co-homologous to a constant in C0,α((S2, d),C), i.e.,

ψ = K + τ ◦ f − τ

for some K ∈ C and τ ∈ C0,α((S2, d),C).
(v) There exists n ∈ N and a Jordan curve C ⊆ S2 with fn(C) ⊆ C and post f ⊆ C such

that the following statement holds for F := fn, Ψ := Sfnψ, the one-sided subshift
of finite type

(
Σ+
A△
, σA△

)
associated to F and C defined in Proposition 3.38, and

the factor map π△ : Σ
+
A△

→ S2 defined in (3.35):

The function Ψ◦π△ is co-homologous to a constant multiple of an integer-valued
continuous function in C

(
Σ+
A△
,C
)
, i.e.,

Ψ ◦ π△ = KM +̟ ◦ σA△
−̟

for some K ∈ C, M ∈ C
(
Σ+
A△
,Z
)
, and ̟ ∈ C

(
Σ+
A△
,C
)
.

If, in addition, ψ is real-valued, then the above statements are equivalent to

(vi) The equilibrium state µψ for f and ψ is equal to the measure of maximal entropy
µ0 of f .

We will prove Theorem 6.4 in Subsection 6.3 after we introduce orbifolds associated to
Thurston maps in the next subsection.
It follows from Theorem 6.4 and Theorem 3.19 (ii) that the non-local integrability

condition is a necessary condition for the Prime Orbit Theorem.

Corollary 6.5. Let f , d, φ, s0 satisfy the Assumptions. Let πf,φ(T ), for T > 0, denote
the number of primitive periodic orbits τ ∈ P(f) with weighted length lφ(τ) no larger than
T (as defined in (1.10) and (1.9)). Then πf,φ(T ) ∼ Li

(
es0T

)
as T → +∞ implies that φ

is non-locally integrable (in the sense of Definition 6.3).

Proof. We assume that πf,φ(T ) ∼ Li
(
es0T

)
as T → +∞. Thus

(6.8) πf,φ(T ) ∼
es0T

s0T
as T → +∞.
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We argue by contradiction and assume that φ is locally integrable. Then by Theo-
rem 6.4,

(6.9) φ = K + β ◦ f − β

for some K ∈ C and β ∈ C((S2, d),C). By taking the real part on both sides of (6.9) and
due to the fact that φ is eventually positive (see Definition 3.32), we can assume without
loss of generality that K ∈ R with K > 0. By (6.9), Snφ(x) = nK for each n ∈ N and
each x ∈ P1,fn .
We note that by Proposition 3.31 and Theorem 3.19 (ii),

P

(
f,− log(deg f)

K
φ

)
= lim

n→+∞

1

n
log

∑

y∈P1,fn

degfn(y) exp

(
− log(deg f)

K
nK

)

= lim
n→+∞

1

n
log

(
(deg f)n + 1

(deg f)n

)
= 0.

Thus by Corollary 3.34, s0 =
log(deg f)

K
.

Denote a finite set M := post f ∩ ⋃+∞
i=1 P1,f i consisting periodic postcritical points.

Observe that we can choose positive integers 2 ≤ N1 ≤ N2 ≤ · · · ≤ Nm ≤ · · · such that
for each m ∈ N and each integer n ≥ Nm,

(6.10) cardM <
1

m
(deg f)n.

Then by [Li16, Lemma 5.11], there exist constants C > 0 and ǫ ∈ (0, 1] depending only
on f such that for each m ∈ N,

(6.11)
1

(deg f)n

∑

x∈M

degfn(x) ≤ Cm−ǫ for n ≥ Nm.

Note that if x ∈ S2 \M is periodic,

(6.12) degf i(x) = 1 for all i ∈ N.

Recall that deg f ≥ 2. Fix arbitrary m ∈ N and n > Nm. Then

(6.13)
es0nK

s0nK
=

(deg f)n

n log(deg f)
.
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Since n and n− 1 are coprime, by Theorem 3.19 (ii), (6.12) and (6.11),

πf,φ(nK) ≥
∑

i|n

cardP(i, f) +
∑

j|n−1

cardP(j, f)− cardP(1, f)

≥
∑

i|n

cardPi,f
n

+
∑

j|n−1

cardPj,f
n− 1

− 1− deg f

≥card(P1,fn \M)

n
+

card(P1,fn−1 \M)

n− 1
− 1− deg f

≥(1− Cm−ǫ)(deg f)n + 1

n
+

(1− Cm−ǫ)(deg f)n−1 + 1

n− 1
− 1− deg f

≥(1− Cm−ǫ)(deg f)n

n
· 1 + deg f

deg f
− 1− deg f.

Combining the above with (6.13) we get

lim sup
n→+∞

πf,φ(nK)
es0nK

s0nK

≥ lim sup
m→+∞

lim sup
n→+∞

(
(1− Cm−ǫ)(deg f)n

n
· 1 + deg f

deg f
− 1− deg f

)
n log(deg f)

(deg f)n

=
1 + deg f

deg f
log(deg f) ≥ 3

2
log 2 > 1.

This contradicts (6.8). �

6.2. Orbifolds and universal orbifold covers. In order to establish Theorem 6.4, we
need to consider orbifolds associated to Thurston maps. An orbifold is a space that is
locally represented as a quotient of a model space by a group action (see [Th80, Chap-
ter 13]). For the purpose of this work, we restrict ourselves to orbifolds on S2. In this
context, only cyclic groups can occur, so a simpler defintion (than that of W. P. Thurston)
will be used. We follow closely the setup from [BM17].

An orbifold is a pair O = (S, α), where S is a surface and α : S → N̂ = N ∪ {+∞} is
a map such that the set of points p ∈ S with α(p) 6= 1 is a discrete set in S, i.e., it has
no limit points in S. We call such a function α a ramification function on S. The set
supp(α) := {p ∈ S |α(p) ≥ 2} is the support of α. We will only consider orbifolds with
S = S2, an oriented 2-sphere, in this paper.
The Euler characteristic of an orbifold O = (S2, α) is defined as

χ(O) := 2−
∑

x∈S2

(
1− 1

α(x)

)
,

where we use the convention 1
+∞

= 0, and the terms in the summation are nonzero on a
finite set of points. The orbifold O is parabolic if χ(O) = 0 and hyperbolic if χ(O) < 0.
Every Thurston map f has an associated orbifold Of = (S2, αf), which plays an im-

portant role in this section.
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Definition 6.6. Let f : S2 → S2 be a Thurston map. The ramification function of f is

the map αf : S
2 → N̂ defined as

(6.14) αf (x) := lcm
{
degfn(y)

∣∣ y ∈ S2, n ∈ N, and fn(y) = x
}

for x ∈ S2.

Here N̂ = N∪ {+∞} with the order relations <, ≤, >, ≥ extended in the obvious way,

and lcm denotes the least common multiple on N̂ defined by lcm(A) = +∞ if A ⊆ N̂ is
not a bounded set of natural numbers, and otherwise lcm(A) is calculated in the usually
way.
Note that different Thurston maps can share the same ramification function, in parti-

cular, we have the following fact from [BM17, Proposition 2.16].

Proposition 6.7. Let f : S2 → S2 be a Thurston map. Then αf = αfn for each n ∈ N.

Definition 6.8 (Orbifolds associated to Thurston maps). Let f : S2 → S2 be a Thurston
map. The orbifold associated to f is a pair Of := (S2, αf), where S2 is an oriented

2-sphere and αf : S
2 → N̂ is the ramification function of f .

Orbifolds associated to Thurston maps are either parabolic or hyperbolic (see [BM17,
Proposition 2.12]).

For an orbifold O = (S2, α), we set

(6.15) S2
0 := S2 \

{
x ∈ S2

∣∣α(x) = +∞
}
.

We record the following facts from [BM17], whose proofs can be found in [BM17] and
references therein.

Theorem 6.9. Let O = (S2, α) be an orbifold that is parabolic or hyperbolic. Then the
following statements are satisfied:

(i) There exists a simply connected surface X and a branched covering map Θ: X → S2
0

such that
degΘ(x) = α(Θ(x))

for each x ∈ X.

(ii) The branched covering map Θ in (i) is unique. More precisely, if X̃ is a simply

connected surface and Θ̃ : X̃ → S2
0 satisfies degΘ̃(y) = α

(
Θ̃(x)

)
for each y ∈ X̃,

then for all points x0 ∈ X and x̃0 ∈ X̃ with Θ(x0) = Θ̃(x̃0) there exists orientation-

preserving homeomorphism A : X → X̃ with A(x0) = x̃0 and Θ = Θ̃◦A. Moreover,
if α(Θ(x0)) = 1, then A is unique.

See Theorem A.26 and Corollary A.29 in [BM17].

Definition 6.10 (Universal orbifold covering maps). Let O = (S2, α) be an orbifold that
is parabolic or hyperbolic. The map Θ: X → S2

0 from Theorem 6.9 is called the universal
orbifold covering map of O.

We now discuss the deck transformations of the universal orbifold covering map.
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Definition 6.11 (Deck transformations). Let O = (S2, α) be an orbifold that is par-
abolic or hyperbolic, and Θ: X → S2

0 be the universal orbifold covering map of O. A
homeomorphism σ̃ : X → X is called a deck transformation of Θ if Θ ◦ σ̃ = Θ. The group
of deck transformations with composition as the group operation, denoted by π1(O), is
called the fundamental group of the orbifold O.

Note that deck transformations are orientation-preserving. We record the following
proposition from [BM17, Proposition A.31].

Proposition 6.12. Let O = (S2, α) be an orbifold that is parabolic or hyperbolic, and
Θ: X → S2

0 be the universal orbifold covering map of O. Then for all u, v ∈ X, the
following statements are equivalent:

(i) There exists a deck transformation σ̃ ∈ π1(O) with v = σ̃(u).

(ii) Θ(u) = Θ(v).

We now focus on the orbifold Of = (S2, αf ) associated to a Thurston map f : S2 → S2.
One of the advantages of introducing orbifolds is the ability to lift branches of inverse

map f−1 by the universal orbifold covering map.

Lemma 6.13. Let f : S2 → S2 be a Thurston map, Of = (S2, αf) be the orbifold associ-
ated to f , and Θ: X → S2

0 be the universal orbifold covering map of Of . Given u0, v0 ∈ X
with (f ◦Θ)(v0) = Θ(u0).
Then there exists a branched covering map g̃ : X → X with g̃(u0) = v0 and

f ◦Θ ◦ g̃ = Θ.

If u0 /∈ crit Θ, then the map g̃ is unique.

See Lemma A.32 in [BM17] for a proof of Lemma 6.13.

Definition 6.14. Let f : S2 → S2 be a Thurston map, Of = (S2, αf) be the orbifold
associated to f , and Θ: X → S2

0 be the universal orbifold covering map of Of . A branched
covering map g̃ : X → X is called an inverse branch of f on X if f ◦Θ ◦ g̃ = Θ.
We denote the set of inverse branches of f on X by Inv(f).

Note that by the definition of branched covering maps, g̃ : X → X is surjective for each
g̃ ∈ Inv(f).

Lemma 6.15. Let f and C satisfy the Assumptions. Let Of = (S2, αf) be the orbifold
associated to f , and Θ: X → S2

0 be the universal orbifold covering map of Of . Then
there exists N ∈ N such that for each n ∈ N with n ≥ N and each continuous path
γ̃ : [0, 1] → X \ Θ−1(post f), there exists a continuous path γ : [0, 1] → X \ Θ−1(post f)
with the following properties:

(i) γ is homotopic to γ̃ relative to {0, 1} in X \Θ−1(post f).

(ii) There exists a number k ∈ N, a strictly increasing sequence of numbers 0 =: a0 <
a1 < · · · < ak−1 < ak := 1, and a sequence {Xn

i }i∈{1,2,...,k} of n-tiles in Xn(f, C)
such that for each i ∈ {1, 2, . . . , k},

(Θ ◦ γ)((ai−1, ai)) ⊆ inte(Xn
i ).
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Let Z and X be two topological spaces and Y ⊆ Z be a subset of Z. A continuous
function f : Z → X is homotopic to a continuous function g : Z → X relative to Y (in X)
if there exists a continuous function H : Z × [0, 1] → X such that for each z ∈ Z, each
y ∈ Y , and each t ∈ [0, 1], H(z, 0) = f(z), H(z, 1) = g(z), and H(y, t) = f(y) = g(y).

Remark. We can choose N to be the smallest number satisfying no n-tile joins opposite
sides of C for all n ≥ N .

Proof. Since post f is a finite set, by Lemma 3.15 (ii), we can choose N ∈ N large enough
such that for each n ∈ N with n ≥ N and each n-tile Xn ∈ Xn such that

(6.16) card(Xn ∩ post f) ≤ 1.

Fix n ≥ N and a continuous path γ̃ : [0, 1] → X \Θ−1(post f).
We first claim that for each x ∈ [0, 1], there exists an n-vertex vnx ∈ Vn \ post f and an

open interval Ix ⊆ R such that x ∈ Ix and (Θ ◦ γ̃)(Ix) ⊆W n(vnx) ⊆ S2
0 .

We establish the claim by explicit construction in the following three cases:

(1) Assume (Θ◦γ̃)(x) ∈ Vn. Then we let vnx := (Θ◦γ̃)(x). Since (Θ◦γ̃)(x) is contained
in the open set W n(vnx), we can choose an open interval Ix ⊆ R containing x with
(Θ ◦ γ̃)(Ix) ⊆ W n(vnx) ⊆ S2

0 .

(2) Assume (Θ◦γ̃)(x) ∈ inte(en) for en ∈ En. Since card(en∩post f) ≤ 1 by (6.16), we
can choose vnx ∈ en∩Vn\post f ⊆ S2

0 . Then (Θ◦ γ̃)(x) ∈ inte(en) ⊆W n(vnx) ⊆ S2
0 .

Thus we can choose an open interval Ix ⊆ R containing x with (Θ ◦ γ̃)(Ix) ⊆
W n(vnx) ⊆ S2

0 .

(3) Assume (Θ ◦ γ̃)(x) ∈ inte(Xn) for Xn ∈ Xn. By (6.16), we can choose vnx ∈
Xn ∩Vn \ post f ⊆ S2

0 . Then (Θ ◦ γ̃)(x) ⊆ inte(Xn) ⊆ W n(vnx) ⊆ S2
0 . Thus we

can choose an open interval Ix ⊆ R containing x with (Θ ◦ γ̃)(Ix) ⊆W n(vnx) ⊆ S2
0 .

The claim is now established.

Since [0, 1] is compact, we can choose finitely many numbers 0 =: x0 < x1 < · · · <
xm′−1 < x′m := 1 for some m′ ∈ N such that

m⋃
i=1

Ixi ⊇ [0, 1]. Then it is clear that we

can choose m ≤ m′ and 0 =: b0 < b1 < · · · < bm−1 < bm := 1 such that for each
i ∈ {1, 2, . . . , m}, [bi−1, bi] ⊆ Ixj(i) for some j(i) ∈ {1, 2, . . . , m′}.
Fix an arbitrary i ∈ {1, 2, . . . , m}. From the discussion above, we have

(Θ ◦ γ̃)([bi−1, bi]) ⊆ (Θ ◦ γ̃)
(
Ixj(i)

)
⊆W n

(
vnxj(i)

)
⊆ S2

0 .

It follows from Remark 3.12 that we can choose a continuous path γi : [bi−1, bi] →
W n
(
vnxj(i)

)
such that γi is injective, γi(bi−1) = (Θ ◦ γ̃)(bi−1), γi(bi) = (Θ ◦ γ̃)(bi), and

that for each n-tile Xn ∈ Xn with Xn ⊆ W
n(
vnxj(i)

)
, γ−1

i (inte(Xn)) is connected and

card
(
γ−1
i (∂Xn)

)
≤ 2. See Figure 6.1. Since W n

(
vnxj(i)

)
is simply connected (see Re-

mark 3.12), (Θ ◦ γ̃)|[bi−1,bi] is homotopic to γi relative to {bi−1, bi} in W n
(
vnxj(i)

)
. It follows

from Definition 6.6, Definition 6.10, Lemma 3.5, and Lemma 3.6 that there exists a unique
continuous path γ̃i : [bi−1, bi] → X \Θ−1(post f) such that Θ ◦ γ̃i = γi and γ̃i is homotopic
to γ̃|[bi−1,bi] relative to {bi−1, bi} in X \Θ−1(post f).
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γi

Θ ◦ γ̃|[bi−1,bi]

Figure 6.1. Homotopic curves in W n
(
vnxj(i)

)
.

We define γ : [0, 1] → X \ Θ−1(post f) by setting γ|[bi−1,bi] = γ̃i. Then it is clear that
γ is continuous and homotopic to γ̃ relative to {0, 1} in X \ Θ−1(post f). It also follows
immediately from our construction that Property (ii) is satisfied. �

Corollary 6.16. Let f and C satisfy the Assumptions. Let Of = (S2, αf ) be the orbifold
associated to f , and Θ: X → S2

0 be the universal orbifold covering map of Of . For each
pair of points x, y ∈ X, there exists a continuous path γ̃ : [0, 1] → X, numbers k, n ∈ N,
a strictly increasing sequence of numbers 0 =: a0 < a1 < · · · < ak−1 < ak := 1, and a
sequence {Xn

i }i∈{1,2,...,k} of n-tiles in Xn(f, C) such that γ̃(0) = x, γ̃(1) = y, and

(6.17) (Θ ◦ γ̃)((ai−1, ai)) ⊆ inte(Xn
i )

for each i ∈ {1, 2, . . . , k}.
Moreover, if {g̃j}j∈N is a sequence in Inv(f) of inverse branches of f on X, (i.e., f ◦Θ◦

g̃j = Θ for each j ∈ N,) then for each m ∈ N, there exists a sequence {Xn+m
i }i∈{1,2,...,k} of

(n+m)-tiles in Xn+m(f, C) such that

(6.18) (Θ ◦ g̃m ◦ · · · ◦ g̃1 ◦ γ̃)((ai−1, ai)) ⊆ inte(Xn+m
i )

for each i ∈ {1, 2, . . . , k}. If d is a visual metric on S2 for f with expansion factor Λ > 1,
then

(6.19) diamd((Θ ◦ g̃m ◦ · · · ◦ g̃1 ◦ γ̃)([0, 1])) ≤ kCΛ−(n+m)

for m ∈ N, where C ≥ 1 is a constant from Lemma 3.15 depending only on f , C, and d.
Proof. Let C ⊆ S2 be a Jordan curve on S2 with post f ⊆ C. Fix an arbitrary number
n ≥ N , where N ∈ N is a constant depending only on f and C from Lemma 6.15.
Choose n-tiles Xn

1 , X
n
−1 ∈ Xn(f, C) with Θ(x) ∈ Xn

1 and Θ(y) ∈ Xn
−1. Since n-

tiles are cells of dimension 2 as discussed in Subsection 3.3, we can choose continu-
ous paths γx :

[
0, 1

4

]
→ S2

0 and γy :
[
3
4
, 1
]
→ S2

0 with γx(0) = Θ(x), γy(1) = Θ(y),

γx
((
0, 1

4

])
⊆ inte(Xn

1 ), and γy
((

3
4
, 1
])

⊆ inte(Xn
−1). Since Θ is a branched covering

map (see Theorem 6.9), by Lemma 3.4 we can lift γx (resp. γy) to γ̃x :
[
0, 1

4

]
→ X (resp.

γ̃y :
[
3
4
, 1
]
→ X) such that γ̃x(0) = x and Θ ◦ γ̃x = γx (resp. γ̃y(1) = y and Θ ◦ γ̃y = γy).
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Since u := γ̃x
(
1
4

)
∈ Θ−1(inte(Xn

1 )) and v := γ̃y
(
3
4

)
∈ Θ−1(inte(Xn

−1)), we have {u, v} ⊆
X \Θ−1(post f). Since post f is a finite set and Θ is discrete, we can choose a continuous
path γ̂ :

[
1
4
, 3
4

]
→ X \ Θ−1(post f) with γ̂

(
1
4

)
= u and γ̂

(
3
4

)
= v. By Lemma 6.15, there

exists a number k ∈ N, a continuous path γ :
[
1
4
, 3
4

]
→ X \ Θ−1(post f), a sequence of

numbers 1
4
=: a1 < a2 < · · · < ak−2 < ak−1 := 3

4
, and a sequence {Xn

i }i∈{2,3,...,k−1} of

n-tiles in Xn(f, C) such that γ
(
1
4

)
= u, γ

(
3
4

)
= v, and

(Θ ◦ γ)((ai−1, ai)) ⊆ inte(Xn
i )

for each i ∈ {2, 3, . . . , k − 1}.
We define a continuous path γ̃ : [0, 1] → X by

γ̃(t) :=





γ̃x(t) if t ∈
[
0, 1

4

)
,

γ(t) if t ∈
[
1
4
, 3
4

]
,

γ̃y(t) if t ∈
(
3
4
, 1
]
.

Let Xn
k := Xn

−1, a0 := 0, and ak := 1. By our construction, we have γ̃(0) = x, γ̃(1) = y,
and

(Θ ◦ γ̃)((ai−1, ai)) ⊆ inte(Xn
i )

for each i ∈ {1, 2, . . . , k}, establishing (6.17).

Fix a sequence {g̃j}j∈N of inverse branches of f on X in Inv(f). Fix arbitrary integers
m ∈ N and i ∈ {1, 2, . . . , k}. Denote Ii := (ai−1, ai).
By (6.17), each connected component of f−m((Θ◦γ̃)(Ii)) is contained in some connected

component of f−m(inte(Xn
i )). Since both (Θ ◦ g̃m ◦ · · · ◦ g̃1 ◦ γ̃)(Ii) and fm((Θ ◦ g̃m ◦ · · · ◦

g̃1 ◦ γ̃)(Ii)) = (Θ ◦ γ̃)(Ii) are connected, by Proposition 3.11 (i), (ii), and (v), there exists
an (n+m)-tile Xn+m

i ∈ Xn+m(f, C) such that

(Θ ◦ g̃m ◦ · · · ◦ g̃1 ◦ γ̃)(Ii) ⊆ inte(Xn+m
i ).

Since m ∈ N and i ∈ {1, 2, . . . , k} are arbitrary, (6.18) is established. Finally, it is clear
that (6.19) follows immediately from (6.18) and Lemma 3.15 (ii). �

If we assume that f is expanding, then roughly speaking, each inverse branch on the
universal orbifold cover has a unique attracting fixed point (possibly at infinity). The
precise statement is formulated in the following proposition.

Proposition 6.17. Let f , d, Λ satisfy the Assumptions. Let Of = (S2, αf ) be the orbifold
associated to f , and Θ: X → S2

0 be the universal orbifold covering map of Of . Given a
branched covering map g̃ : X → X satisfying f ◦Θ ◦ g̃ = Θ. Then the map g̃ has at most
one fixed point. Moreover,

(i) if w ∈ X is a fixed point of g̃, then lim
i→+∞

g̃i(u) = w for all u ∈ X;

(ii) if g̃ has no fixed point in X, then f has a fixed critical point z ∈ S2 such that
lim
i→+∞

Θ
(
g̃i(u)

)
= z for all u ∈ X.

Proof. Fix an arbitrary Jordan curve C ⊆ S2 on S2 with post f ⊆ C.
We observe that it follows immediately from statement (i) that g̃ has at most one fixed

point.
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(i) We assume that w ∈ X is a fixed point of g̃. We argue by contradiction and assume
that g̃i(u) does not converge to w as i → +∞ for some u ∈ X. By Corollary 6.16 (with
g̃j := g̃ for each j ∈ N), we choose a continuous path γ̃ : [0, 1] → X with γ̃(0) = u,
γ̃(1) = w, and

(6.20) lim
i→+∞

diamd

((
Θ ◦ g̃i ◦ γ̃

)
([0, 1])

)
= 0.

Denote q := Θ(w). Since Θ is a branched covering map (see Theorem 6.9), we can choose
open sets V ⊆ S2

0 , Ui ⊆ X, and homeomorphisms ϕi : Ui → D, ψi : V → D, for i ∈ I, as in
Definition 3.1 (with X := X, Y := S2

0 , and f := Θ). We choose i0 ∈ I such that w ∈ Ui0 .
Then by our assumption there exists r ∈ (0, 1) and a strictly increasing sequence {kj}j∈N
of positive integers such that

g̃kj(u) /∈ ϕ−1
i0
({z ∈ C | |z| < r})

for each j ∈ N.
For each j ∈ N, since

(
g̃kj ◦ γ̃

)
([0, 1]) is a path on X connecting g̃kj(u) and g̃kj(w) = w,

we have (
g̃kj ◦ γ̃

)
([0, 1]) ∩ ϕ−1

i0
({z ∈ C | |z| = r}) 6= ∅.

Combining the above with (3.7) in Definition 3.1, we get

diamρ

((
ψi0 ◦Θ ◦ g̃kj ◦ γ̃

)
([0, 1])

)
≥ ρ
(
0,
(
ψi0 ◦Θ ◦ ϕ−1

i0

)
({z ∈ C | |z| = r})

)
= rdi0 > 0

for j ∈ N, where di0 := degΘ(w) as in Definition 3.1 and ρ is the Euclidean metric on C.
This immediately leads to a contradiction with the fact that γ̃ satisfies (6.20), proving
statement (i).

(ii) We assume that g̃ has no fixed point in X. Fix an arbitrary point v ∈ X. Let x := u
and y := g̃(u).
By Corollary 6.16 (with g̃j := g̃ for each j ∈ N), there exists a continuous path

γ̃ : [0, 1] → X, numbers k, n ∈ N, a strictly increasing sequence of numbers 0 =: a0 <
a1 < · · · < ak−1 < ak := 1, and for each m ∈ N0 there exists a sequence {Xn+m

i }i∈{0,1,...,k}
of (n+m)-tiles in X(n+m) such that γ̃(0) = x, γ̃(1) = y, and

(6.21) (Θ ◦ g̃m ◦ γ̃)((ai−1, ai)) ⊆ inte(Xn+m
i )

for each i ∈ {1, 2, . . . , k} and each m ∈ N0. Moreover, for each m ∈ N0,

(6.22) diamd((Θ ◦ g̃m ◦ γ̃)([0, 1])) ≤ kCΛ−(n+m).

where C ≥ 1 is a constant from Lemma 3.15 depending only on f , C, and d.
Since γ̃(0) = x and γ̃(1) = g̃(x), by (6.22), for each m ∈ N we have

(6.23) d
(
Θ(g̃m(x)),Θ

(
g̃m+1(x)

))
≤ kCΛ−(n+m).

Since S2 is compact, we get lim
m→+∞

Θ(g̃m(x)) = z for some z ∈ S2. Since
(
f ◦Θ ◦ g̃m+1

)
=

Θ ◦ g̃m for each m ∈ N, we have f(z) = z. To see that z is independent of x, we choose
arbitrary points x′ ∈ X and z′ ∈ S2 with lim

m→+∞
Θ(g̃im(x′)) = z′. Then by the same

argument as above, we get f(z′) = z′. Applying Corollary 6.16 (with y := x′), we get
z = z′.
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It suffices to show z ∈ crit f now. We observe that it follows from (6.15), (6.14), and
f(z) = z that it suffices to prove z /∈ S2

0 . We argue by contradiction and assume that
z ∈ S2

0 . Since Θ is a branched covering map (see Theorem 6.9), we can choose open sets
V ⊆ S2

0 and Ui ⊆ X, i ∈ I, as in Definition 3.1 (with X := X, Y := S2
0 , q := z, and

f := Θ). By Lemma 3.15 (ii) and the fact that flowers are open sets (see Remark 3.12), it
is clear that there exist numbers l, L ∈ N, an l-vertex vl ∈ Vl, and an L-vertex vL ∈ VL

such that l < L and

(6.24) z ∈ WL
(
vL
)
⊆W

L(
vL
)
⊆W l

(
vl
)
⊆ V.

By (6.23) there exists N ∈ N large enough so that for each m ∈ N with m ≥ N , we have

Θ(g̃m(x)) ⊆WL
(
vL
)
⊆ V.

Since g̃ has no fixed points in X, g̃m(x) does not converge to any point in Θ−1(z) as
m → +∞, for otherwise, suppose lim

m→+∞
g̃m(x) =: p ∈ X, then g̃(p) = p, a contradiction.

Hence there exists a strictly increasing sequence {mj}j∈N of positive integers such that
g̃mj(x) and g̃mj+1(x) are contained in different connected components of Θ−1(V ). Since
g̃mj(γ̃(0)) = g̃mj(x), g̃mj(γ̃(1)) = g̃mj+1(x), and the set g̃mj(γ̃([0, 1])) is connected, we get
from (6.24) that

(Θ ◦ g̃mj ◦ γ̃)([0, 1]) ∩ ∂WL
(
vL
)
6= ∅ 6= (Θ ◦ g̃mj ◦ γ̃)([0, 1]) ∩ ∂W l

(
vl
)
.

This contradicts with (6.22). Therefore z ∈ S2
0 and z /∈ crit f . �

6.3. Proof of the characterization Theorem 6.4. We first lift the local integrability
condition by the universal orbifold covering map.

Lemma 6.18. Let f , C, d, ψ satisfy the Assumptions. We assume in addition that
f(C) ⊆ C. Let Of = (S2, αf) be the orbifold associated to f , and Θ: X → S2

0 the universal
orbifold covering map of Of . Assume that

(6.25) ψf, Cξ, η (x, y) = 0

for all ξ := {ξ−i}i∈N0 ∈ Σ−
f, C and η := {η−i}i∈N0 ∈ Σ−

f, C with f(ξ0) = f(η0), and all
(x, y) ∈ ⋃

X∈X1(f,C)
X⊆f(ξ0)

X ×X.

Then for each pair of sequences {g̃i}i∈N and {h̃i}i∈N of inverse branches of f on X,
(i.e., f ◦Θ ◦ g̃i = Θ and f ◦Θ ◦ h̃i = Θ for i ∈ N,) we have

+∞∑

i=1

((
ψ̃ ◦ g̃i ◦ · · · ◦ g̃1

)
(u)−

(
ψ̃ ◦ g̃i ◦ · · · ◦ g̃1

)
(v)
)

(6.26)

=

+∞∑

i=1

((
ψ̃ ◦ h̃i ◦ · · · ◦ h̃1

)
(u)−

(
ψ̃ ◦ h̃i ◦ · · · ◦ h̃1

)
(v)
)

for u, v ∈ X, where ψ̃ := ψ ◦Θ.
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Proof. Fix sequences {g̃i}i∈N and {h̃i}i∈N of inverse branches of f on X. Fix arbitrary
points u, v ∈ X.
By Corollary 6.16, there exists a continuous path γ̃ : [0, 1] → X, integers k, n ∈ N, a

strictly increasing sequence of numbers 0 =: a0 < a1 < · · · < ak−1 < ak := 1, and a
sequence {Xn

i }i∈{1,2,...,k} of n-tiles in Xn(f, C) such that γ̃(0) = u, γ̃(1) = v, and

(6.27) (Θ ◦ γ̃)((ai−1, ai)) ⊆ inte(Xn
i ).

Moreover, for eachm ∈ N, there exist two sequences {Xn+m
i }i∈{1,2,...,k} and {Y n+m

i }i∈{1,2,...,k}
of (n+m)-tiles in Xn+m(f, C) such that

(6.28) (Θ ◦ g̃m ◦ · · · ◦ g̃1 ◦ γ̃)((ai−1, ai)) ⊆ inte(Xn+m
i )

and

(6.29)
(
Θ ◦ h̃m ◦ · · · ◦ h̃1 ◦ γ̃

)
((ai−1, ai)) ⊆ inte(Y n+m

i )

for each i ∈ {1, 2, . . . , k}.
We denote u0 := γ̃(a0) = u, ui := γ̃(ai), and Ii := (ai−1, ai) for i ∈ {1, 2, . . . , k}.
Observe that it suffices to show that (6.26) holds with u and v replaced by ui−1 and ui,

respectively, for each i ∈ {1, 2, . . . , k}.
Fix an arbitrary integer i ∈ {1, 2, . . . , k}.
For each j ∈ N0, we denote by ξ−j the unique 1-tile in X1 containing Xn+j+1

i , and

denote by η−j the unique 1-tile in X1 containing Y n+j+1
i .

We will show that ξ := {ξ−j}j∈N0 and η := {η−j}j∈N0 satisfy the following properties:

(1) ξ, η ∈ Σ−
f, C.

(2) f(ξ0) = f(η0) =: X
0 ⊇ Xn

i ⊇ (Θ ◦ γ̃)(Ii).
(3)

(
Θ◦ g̃j+1 ◦ · · · ◦ g̃1 ◦ γ̃

)
(Ii) ⊆

(
f−1
ξ−j ◦ · · · ◦f

−1
ξ0

)
(X0) and

(
Θ◦ h̃j+1 ◦ · · · ◦ h̃1 ◦ γ̃

)
(Ii) ⊆(

f−1
η−j ◦ · · · ◦ f−1

η0

)
(X0) for each j ∈ N0.

(1) Fix an arbitrary integer m ∈ N0. We note that by (6.28),

f
(
ξ−(m+1)

)
∩ inte(ξ−m) ⊇ f

(
Xn+m+2
i

)
∩ inte

(
Xn+m+1
i

)

⊇ (f ◦Θ ◦ g̃m+2 ◦ · · · ◦ g̃1 ◦ γ̃)(Ii) ∩ (Θ ◦ g̃m+1 ◦ · · · ◦ g̃1 ◦ γ̃)(Ii)(6.30)

= (Θ ◦ g̃m+1 ◦ · · · ◦ g̃1 ◦ γ̃)(Ii) 6= ∅.

Since f
(
ξ−(m+1)

)
∈ X0 (see Proposition 3.11 (i)), we get from (6.30) that f

(
ξ−(m+1)

)
⊇ ξ−m.

Since m ∈ N0 is arbitrary, we get ξ ∈ Σ−
f, C . Similarly, we have η ∈ Σ−

f, C.

(2) We note that by (6.28), (6.29), and (6.27),

f(inte(ξ0)) ∩ f(inte(η0)) ∩ inte(Xn
i )

⊇ (f ◦Θ ◦ g̃1 ◦ γ̃)(Ii) ∩
(
f ◦Θ ◦ h̃1 ◦ γ̃

)
(Ii) ∩ inte(Xn

i ) = (Θ ◦ γ̃)(Ii) 6= ∅.(6.31)

It follows from (6.31) and Proposition 3.11 (i) that f(ξ0) = f(η0) =: X0 ⊇ Xn
i ⊇ (Θ ◦

γ̃)(Ii). This verifies Property (2).
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(3) We will establish the first relation in Property (3) since the proof of the second one
is the same. We note that by (6.28), it suffices to show that

(6.32) Xn+j+1
i ⊆

(
f−1
ξ−j ◦ · · · ◦ f

−1
ξ0

)
(X0)

for each j ∈ N0.
We prove (6.32) by induction on j ∈ N0.
For j = 0, we have f−1

ξ0
(X0) = ξ0 ⊇ Xn+1

i by Property (2) and our construction above.
We now assume that (6.32) holds for some j ∈ N0. Then by the induction hypothesis,

(6.28), and the fact that f is injective on ξ−(j+1) ⊇ Xn+j+2
i (see Proposition 3.11 (i)), we

get
(
f−1
ξ−(j+1)

◦ · · · ◦ f−1
ξ0

)
(X0) ∩ inte

(
Xn+j+2
i

)

⊇ f−1
ξ−(j+1)

(
Xn+j+1
i

)
∩ inte

(
Xn+j+2
i

)
= f−1

ξ−(j+1)

(
Xn+j+1
i ∩ f

(
inte

(
Xn+j+2
i

)))

⊇ f−1
ξ−(j+1)

((
Θ ◦ g̃j+1 ◦ · · · ◦ g̃1 ◦ γ̃

)
(Ii) ∩

(
f ◦Θ ◦ g̃j+2 ◦ · · · ◦ g̃1 ◦ γ̃

)
(Ii)
)

= f−1
ξ−(j+1)

((
Θ ◦ g̃j+1 ◦ · · · ◦ g̃1 ◦ γ̃

)
(Ii)
)
.

The set on the right-hand side of the last line above is nonempty, since by (6.28) and our
construction,
(
Θ ◦ g̃j+1 ◦ · · · ◦ g̃1 ◦ γ̃

)
(Ii) =

(
f ◦Θ ◦ g̃j+2 ◦ · · · ◦ g̃1 ◦ γ̃

)
(Ii) ⊆ f

(
Xn+j+2
i

)
⊆ f

(
ξ−(j+1)

)
.

On the other hand, since ξ ∈ Σ−
f, C, it follows immediately from Lemma 3.37 that

(6.33)
(
f−1
ξ−(j+1)

◦ · · · ◦ f−1
ξ0

)
(X0) ∈ Xj+2.

Hence Xn+j+2
i ⊆

(
f−1
ξ−(j+1)

◦ · · · ◦ f−1
ξ0

)
(X0).

The induction step is now complete, establishing Property (3).

Finally, by Property (3), for each m ∈ N0 and each w ∈ {ui−1, ui} we have

(Θ ◦ g̃m+1 ◦ · · · ◦ g̃1)(w) ⊆
(
f−1
ξ−m ◦ · · · ◦ f−1

ξ0

)
(X0).

Since fm+1((Θ◦ g̃m+1◦ · · ·◦ g̃1)(w)) = Θ(w) and fm+1 is injective on
(
f−1
ξ−m ◦ · · ·◦f−1

ξ0

)
(X0)

(by (6.33) and Proposition 3.11 (i)) with
(
fm+1 ◦f−1

ξ−m ◦ · · · ◦f−1
ξ0

)
(x) = x for each x ∈ X0,

we get

(Θ ◦ g̃m+1 ◦ · · · ◦ g̃1)(w) =
(
f−1
ξ−m ◦ · · · ◦ f−1

ξ0

)
(Θ(w)).

Hence
+∞∑

j=0

((
ψ̃ ◦ g̃j+1 ◦ · · · ◦ g̃1

)
(ui−1)−

(
ψ̃ ◦ g̃j+1 ◦ · · · ◦ g̃1

)
(ui)

)

=

+∞∑

j=0

((
ψ ◦ f−1

ξ−j ◦ · · · ◦ f
−1
ξ0

)
(Θ(ui−1))−

(
ψ ◦ f−1

ξ−j ◦ · · · ◦ f
−1
ξ0

)
(Θ(ui))

)

= ∆f, C
ψ, ξ(Θ(ui−1),Θ(ui)),

where ∆f, C
ψ, ξ is defined in (6.3).
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Similarly, the right-hand side of (6.26) with u and v replaced by ui−1 and ui, respectively,

is equal to ∆f, C
ψ, η(Θ(ui−1),Θ(ui)).

Since {Θ(ui−1),Θ(ui)} ⊆ Xn
i ⊆ f(ξ0) = f(η0) by Property (2), we get from (6.25) and

Definition 6.2 that

0 = ψf, Cξ, η (Θ(ui−1),Θ(ui)) = ∆f, C
ψ, ξ(Θ(ui−1),Θ(ui))−∆f, C

ψ, η(Θ(ui−1),Θ(ui)).

Therefore (6.26) holds with u and v replaced by ui−1 and ui, respectively. This establishes
the lemma. �

Proof of Theorem 6.4. In the case when ψ ∈ C0,α(S2, d) is real-valued, the implication
(vi) =⇒ (iii) follows immediately from Theorem 5.45 in [Li17]. Conversely, statement (iii)
implies that Snψ(x) = nK = Sn(K1S2)(x) for all x ∈ S2 and n ∈ N satisfying fn(x) = x.
So K ∈ R. By Proposition 5.52 in [Li17], the function β in statement (iii) can be assumed
to be real-valued. Then (vi) follows from Theorem 5.45 in [Li17].

We now focus on the general case when ψ ∈ C0,α((S2, d),C) is complex-valued. The
implication (i) =⇒ (ii) is trivial.

To verify the implication (iii) =⇒ (iv), we note that statement (iii) implies that
Snψ(x) = nK = Sn(K1S2)(x) for all x ∈ S2 and n ∈ N satisfying fn(x) = x. Now
statement (iv) follows from Proposition 5.52 in [Li17].

To verify the implication (iv) =⇒ (i), we fix a Jordan curve C ⊆ S2 satisfying post f ⊆ C
and fn(C) ⊆ C for some n ∈ N (see Lemma 3.17). We assume that statement (iv) holds.
Denote F := fn and Ψ := Sfnψ = nK + τ ◦F − τ ∈ C0,α((S2, d),C) (by Lemma 3.33). Fix
any ξ = {ξ−i}i∈N0 ∈ Σ−

F, C and η = {η−i}i∈N0 ∈ Σ−
F, C with F (ξ0) = F (η0). By (6.3), we get

that for all (x, y) ∈ ⋃
X∈X1(F,C)
X⊆F (ξ0)

X ×X ,

∆F, C
Ψ, ξ(x, y) = lim

i→+∞

(
τ(x)− τ

(
F−1
ξ−i ◦ · · · ◦ F

−1
ξ0

(x)
)
− τ(y) + τ

(
F−1
ξ−i ◦ · · · ◦ F

−1
ξ0

(y)
))

=τ(x)− τ(y).

The second equality here follows from the Hölder continuity of τ and Lemma 3.15 (ii).

Similarly, we have ∆F, C
Ψ, η(x, y) = τ(x) − τ(y). Therefore by Definition 6.2, ΨF, C

ξ, η (x, y) = 0
for all (x, y) ∈ ⋃

X∈X1(F,C)
X⊆F (ξ0)

X ×X , establishing (i).

To verify the implication (iv) =⇒ (v), we define M := 1Σ+
A△

and ̟ := τ ◦ π△. Then (v)

follows immediately from Proposition 3.38.

To verify the implication (v) =⇒ (ii), we argue by contradiction and assume that
(ii) does not hold but (v) holds. Fix n ∈ N, C ⊆ S2, K ∈ C, M ∈ C

(
Σ+
A△
,Z
)
, and

̟ ∈ C
(
Σ+
A△
,C
)
as in (v). Recall F := fn, Ψ := Sfnψ, and

(6.34) Ψ ◦ π△ = KM +̟ ◦ σA△
−̟.

Since Σ+
A△

is compact, we know that card
(
M
(
Σ+
A△

))
is finite. Thus considering that the

topology on Σ+
A△

is induced from the product topology, we can choose m ∈ N such that
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M(u) = M(v) for all u = {ui}i∈N0 ∈ Σ+
A△

and v = {vi}i∈N0 ∈ Σ+
A△

with ui = vi for each

i ∈ {0, 1, . . . , m}. Fix ξ = {ξ−i}i∈N0 ∈ Σ−
F, C, η = {η−i}i∈N0 ∈ Σ−

F, C, X ∈ X1(F, C), and
x, y ∈ X with X ⊆ F (ξ0) = F (η0) and

ΨF, C
ξ, η (x, y) 6= 0

as in (ii). Since D := S2 \ ⋃i∈N0
F−i(C) is dense in S2, by (6.4) in Lemma 6.1 and

Definition 6.2, we can assume without loss of generality that there exists Xm ∈ Xm(F, C)
with x, y ∈ Xm \ D ⊆ X . Thus by Proposition 3.38, π△ is injective on π−1

△ (P ) where
P :=

⋃
i∈N0

F−i({x, y}). With abuse of notation, we denote by π−1
△ : P → π−1

△ (P ) the
inverse of π△ on P . Then by (6.3), Proposition 3.38, and (6.34),

∆F, C
Ψ, ξ(x, y) =

+∞∑

i=0

((
(Ψ ◦ π△) ◦

(
π−1
△

◦ F−1
ξ−i ◦ π△

)
◦ · · · ◦

(
π−1
△

◦ F−1
ξ0

◦ π△
))(

π−1
△
(x)
)

−
(
(Ψ ◦ π△) ◦

(
π−1
△

◦ F−1
ξ−i ◦ π△

)
◦ · · · ◦

(
π−1
△

◦ F−1
ξ0

◦ π△
))(

π−1
△
(y)
))

= lim
i→+∞

(
̟
(
π−1
△ (x)

)
−̟

(
π−1
△ (y)

)

−
(
̟ ◦

(
π−1
△

◦ F−1
ξ−i ◦ π△

)
◦ · · · ◦

(
π−1
△

◦ F−1
ξ0

◦ π△
))(

π−1
△
(x)
)

+
(
̟ ◦

(
π−1
△

◦ F−1
ξ−i ◦ π△

)
◦ · · · ◦

(
π−1
△

◦ F−1
ξ0

◦ π△
))(

π−1
△
(y)
))

=̟
(
π−1
△ (x)

)
−̟

(
π−1
△ (y)

)
.

The last identity follows from the uniform continuity of ̟. Similarly, ∆F, C
Ψ, η(x, y) =

̟
(
π−1
△ (x)

)
− ̟

(
π−1
△ (y)

)
. Thus by Definition 6.2, ΨF, C

ξ, η (x, y) = 0, a contradiction. The
implication (v) =⇒ (ii) is now established.

It remains to show the implication (ii) =⇒ (iii).
We assume that statement (ii) holds. Fix n ∈ N and a Jordan curve C ⊆ S2 with

post f ⊆ C and fn(C) ⊆ C. We denote F := fn, and Ψ := Sfnψ ∈ C0,α((S2, d),C) (see
Lemma 3.33).
Let OF = (S2, αF ) be the orbifold associated to F . By Proposition 6.7, we have

OF = Of . Let Θ: X → S2
0 be the universal orbifold covering map of OF = Of , which

depends only on f , and in particular, is independent of n.

For each branched covering map h̃ ∈ Inv(F ), i.e., h̃ : X → X satisfying F ◦ Θ ◦ h̃ = Θ,

we define a function β̃h̃ : X → C by

(6.35) β̃h̃(u) :=

+∞∑

i=1

(
(Ψ ◦Θ)

(
h̃i(u)

)
−Ψh̃

)

for u ∈ X, where

(6.36) Ψh̃
:= lim

j→+∞
(Ψ ◦Θ)

(
h̃j(u)

)

converges and the limit in (6.36) is independent of u ∈ X by Proposition 6.17.
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Fix an arbitrary point u ∈ X. We will show that the series in (6.35) converges absolutely.
Note that it follows immediately from (6.19) in Corollary 6.16 (applied to x := u and

y := h̃(u)) that there exists an integer k ∈ N such that for each i ∈ N,
∣∣∣(Ψ ◦Θ)

(
h̃i(u)

)
− lim

j→+∞
(Ψ ◦Θ)

(
h̃i+j(u)

)∣∣∣ ≤
+∞∑

j=1

∣∣∣(Ψ ◦Θ)
(
h̃i+j−1(u)

)
− (Ψ ◦Θ)

(
h̃i+j(u)

)∣∣∣

≤
+∞∑

j=1

kαCαΛ−(i+j−1)α ‖Ψ‖C0,α(S2,d) ≤
kC

1− Λ−α
Λ−iα ‖Ψ‖C0,α(S2,d) ,

where C ≥ 1 is a constant from Lemma 3.15 depending only on f , C, and d. Thus the

series in (6.35) converges absolutely, and β̃h̃ is well-defined and continuous on X.
Hence, for arbitrary l ∈ N0 and u ∈ X, it follows from (6.19) in Corollary 6.16 (applied

to x := u and y := h̃(u)) that
∣∣∣∣β̃h̃(u)−

+∞∑

i=1

(
(Ψ ◦Θ)

(
h̃i(u)

)
− (Ψ ◦Θ)

(
h̃i
(
h̃l(u)

)))∣∣∣∣

≤
+∞∑

i=1

∣∣∣(Ψ ◦Θ)
(
h̃i+l(u)

)
− lim

j→+∞
(Ψ ◦Θ)

(
h̃i+j(u)

))∣∣∣

≤
+∞∑

i=1

+∞∑

j=l+1

∣∣∣(Ψ ◦Θ)
(
h̃i+j−1(u)

)
− (Ψ ◦Θ)

(
h̃i+j(u)

)∣∣∣

≤
+∞∑

i=1

+∞∑

j=l+1

kαCαΛ−(i+j−1)α ‖Ψ‖C0,α(S2,d) ≤
kC

(1− Λ−α)2
Λ−lα ‖Ψ‖C0,α(S2,d) .

Hence for each u ∈ X,

(6.37) β̃h̃(u) = lim
j→+∞

+∞∑

i=1

(
(Ψ ◦Θ)

(
h̃i(u)

)
− (Ψ ◦Θ)

(
h̃i
(
h̃j(u)

)))
.

We now fix an inverse branch g̃ ∈ Inv(F ) of F on X and consider the map β̃g̃. Note
that by the absolute convergence of the series in (6.35), for each u ∈ X,

(6.38) β̃g̃(u)− β̃g̃(g̃(u)) = Ψ(Θ(g̃(u)))−Ψg̃.

We claim that β̃g̃(u) = β̃g̃(σ̃(u)) for each u ∈ X and each deck transformation σ̃ ∈
π1(Of ).
By Proposition 6.12 and the fact that Of is either parabolic or hyperbolic (see [BM17,

Proposition 2.12]), the claim is equivalent to

(6.39) β̃g̃(u) = β̃g̃(v), for all y ∈ S2, u, v ∈ Θ−1(y).

We assume that the claim holds for now and postpone its proof to the end of this
discussion. Then by (6.39), the function β : S2

0 → C, defined by

(6.40) β(y) := β̃g̃(v)
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with v ∈ Θ−1(y) independent of the choice of v, for y ∈ S2
0 , is well-defined.

For each x ∈ S2
0 , by the surjectivity of g̃, we can choose u0 ∈ X such that Θ(g̃(u0)) = x.

Note that Θ(u0) = (F ◦Θ◦ g̃)(u0) = F (x). So g̃(u0) ∈ Θ−1(x) and u0 ∈ Θ−1(F (x)). Then
by (6.38),

β(F (x))− β(x) = β̃g̃(u0)− β̃g̃(g̃(u0)) = Ψ(Θ(g̃(u0)))−Ψg̃ = Ψ(x)−Ψg̃.

We will show that β ∈ C0,α
((
X0

c \ postF, d
)
,C
)
for each c ∈ {b,w}. Here X0

b (resp.
X0

w) is the black (resp. white) 0-tile in X0(F, C).
Fix arbitrary c ∈ {b,w} and x0, y0 ∈ X0

c \ postF . Let γ : [0, 1] → X0
c \ postF be an

arbitrary continuous path with γ(0) = x0, γ(1) = y0, and γ((0, 1)) ⊆ inte
(
X0

c

)
.

By Lemma 3.4, we can lift γ to γ̃ : [0, 1] → X such that Θ ◦ γ̃ = γ. Denote u := γ̃(0),
v := γ̃(1), and I := (0, 1). Thus

(6.41) (Θ ◦ γ̃)(I) ⊆ inte
(
X0

c

)
.

Fix an arbitrary integers m ∈ N.
By (6.41), each connected component of F−m((Θ◦γ̃)(I)) is contained in some connected

component of F−m
(
inte

(
X0

c

))
. Since both

(
Θ ◦ g̃m ◦ γ̃

)
(I) and Fm

((
Θ ◦ g̃m ◦ γ̃

)
(I)
)
=

(Θ ◦ γ̃)(I) are connected, by Proposition 3.11 (v), there exists an m-tile Xm ∈ Xm(F, C)
such that (

Θ ◦ g̃m ◦ γ̃
)
(I) ⊆ inte(Xm).

We denote xm := (Θ◦g̃m)(u) and ym := (Θ◦g̃m)(v). Then Fm(xm) = (Fm◦Θ◦g̃m)(u) = x0,
Fm(ym) = (Fm ◦ Θ ◦ g̃m)(v) = y0, and xm, ym ∈ Xm. Hence by (6.40), the absolute

convergence of the series defining β̃g̃ in (6.35), and Lemma 3.24,

|β(x0)− β(y0)| =
∣∣∣β̃g̃(u)− β̃g̃(v)

∣∣∣ = lim
m→+∞

∣∣∣∣
m∑

i=1

((
Ψ ◦Θ ◦ g̃i

)
(u)−

(
Ψ ◦Θ ◦ g̃i

)
(v)
)∣∣∣∣

= lim
m→+∞

∣∣∣∣
m−1∑

j=0

((
Ψ ◦ F j ◦Θ ◦ g̃m

)
(u)−

(
Ψ ◦ F j ◦Θ ◦ g̃m

)
(v)
)∣∣∣∣

= lim
m→+∞

∣∣SFmΨ(xm)− SFmΨ(ym)
∣∣ ≤ lim sup

m→+∞
C1d(F

m(xm), F
m(ym))

α

= C1d(x0, y0)
α,

where C1 = C1(F, C, d,Ψ, α) > 0 is a constant depending only on F , C, d, Ψ, and α from
Lemma 3.24.
Hence β ∈ C0,α

((
X0

c \ postF, d
)
,C
)
.

We can now extend β continuously to X0
c , denoted by βc. Since c ∈ {b,w} is arbitrary,(

X0
b \ postF

)
∩
(
X0

b \ postF
)
= C \ postF , and postF is a finite set, we get βb|C = βw|C.

Thus β can be extended to S2, and this shows that Ψ = Sfnψ is co-homologous to a
constant K1 in C(S2,C). Therefore, by Lemma 5.53 in [Li17],

ψ = K − β + β ◦ f
for some constant K ∈ C, establishing statement (iii).
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Thus it suffices to prove the claim. The verification of the claim occupies the remaining
part of this proof.

We denote Ψ̃ := Ψ ◦Θ.
Let σ̃ ∈ π1(Of) be a deck transformation on X . Then by Definition 6.14 and Defini-

tion 6.11 it is clear that σ̃ ◦ g̃ ∈ Inv(F ). Thus by the absolute convergence of the series

defining β̃g̃ in (6.35), for each u ∈ X,

β̃g̃((σ̃ ◦ g̃)(u))− β̃g̃(g̃(u)) =
(
β̃g̃((σ̃ ◦ g̃)(u))− β̃g̃(u)

)
−
(
β̃g̃(g̃(u))− β̃g̃(u)

)

=
+∞∑

i=1

(
Ψ̃
(
g̃i((σ̃ ◦ g̃)(u))

)
− Ψ̃

(
g̃i(u)

))
+
(
Ψ̃(g̃(u))−Ψg̃

)
.(6.42)

Fix arbitrary i0, j0 ∈ N. It follows immediately from (6.19) in Corollary 6.16 that all three
series

+∞∑

i=1

∣∣∣Ψ̃
(
g̃i((σ̃ ◦ g̃)(u))

)
− Ψ̃

(
g̃i
(
(σ̃ ◦ g̃)j0(u)

))∣∣∣,

+∞∑

i=1

∣∣∣Ψ̃
(
g̃i(u)

)
− Ψ̃

(
g̃i
(
(σ̃ ◦ g̃)j0(u)

))∣∣∣, and

+∞∑

j=1

∣∣∣Ψ̃
(
g̃i0((σ̃ ◦ g̃)j(u))

)
− Ψ̃

(
g̃i0
(
(σ̃ ◦ g̃)j+1(u)

))∣∣∣

are majorized by convergent geometric series. Hence the right-hand side of (6.42) is equal
to

=
+∞∑

i=1

(
Ψ̃
(
g̃i((σ̃ ◦ g̃)(u))

)
− Ψ̃

(
g̃i
(
(σ̃ ◦ g̃)j0(u)

)))

−
+∞∑

i=1

(
Ψ̃
(
g̃i(u)

)
− Ψ̃

(
g̃i
(
(σ̃ ◦ g̃)j0(u)

)))
+
(
Ψ̃(g̃(u))−Ψg̃

)

= lim
j→+∞

+∞∑

i=1

(
Ψ̃
(
g̃i((σ̃ ◦ g̃)(u))

)
− Ψ̃

(
g̃i
(
(σ̃ ◦ g̃)j(u)

)))

− lim
j→+∞

+∞∑

i=1

(
Ψ̃
(
g̃i(u)

)
− Ψ̃

(
g̃i
(
(σ̃ ◦ g̃)j(u)

)))
+
(
Ψ̃(g̃(u))−Ψg̃

)
.

Then by Lemma 6.18, (6.37), and (6.38), the right-hand side of the above equation is
equal to

lim
j→+∞

+∞∑

i=1

(
Ψ̃
(
(σ̃ ◦ g̃)i((σ̃ ◦ g̃)(u))

)
− Ψ̃

(
(σ̃ ◦ g̃)i

(
(σ̃ ◦ g̃)j(u)

)))

− lim
j→+∞

+∞∑

i=1

(
Ψ̃
(
(σ̃ ◦ g̃)i(u)

)
− Ψ̃

(
(σ̃ ◦ g̃)i

(
(σ̃ ◦ g̃)j(u)

)))
+
(
Ψ̃(g̃(u))−Ψg̃

)
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= β̃σ̃◦g̃((σ̃ ◦ g̃)(u))− β̃σ̃◦g̃(u) + Ψ̃(g̃(u))−Ψg̃

= −Ψ̃((σ̃ ◦ g̃)(u)) + Ψσ̃◦g̃ + Ψ̃(g̃(u))−Ψg̃

= Ψσ̃◦g̃ −Ψg̃.

The last equality follows from Ψ̃ ◦ σ̃ = Ψ ◦ (Θ ◦ σ̃) = Ψ ◦ Θ = Ψ̃. Since g̃ : X → X is
surjective, we can conclude that for each v ∈ X and each σ̃ ∈ π1(Of),

(6.43) β̃g̃(σ̃(v))− β̃g̃(v) = Ψσ̃◦g̃ −Ψg̃.

The claim follows once we show that Ψσ̃◦g̃ = Ψg̃ for each σ̃ ∈ π1(Of ). We argue by
contradiction and assume that Ψσ̃◦g̃ − Ψg̃ 6= 0 for some σ̃ ∈ π1(Of ). Then by (6.43), for
each k ∈ N,

Ψσ̃k◦g̃ −Ψg̃ = β̃g̃
(
σ̃k(v)

)
− β̃g̃(v) =

k−1∑

i=0

(
β̃g̃
(
σ̃
((
σ̃i(v)

)))
− β̃g̃

(
σ̃i(v)

))
= k

(
Ψσ̃◦g̃ −Ψg̃

)
.

However, by (6.36), Proposition 6.17, and Theorem 3.19 (ii),

card
{
Ψσ̃k◦g̃

∣∣ k ∈ N
}
≤ card

{
Ψh̃

∣∣ h̃ ∈ Inv(F )
}

≤ card{Ψ(x) | x ∈ S2, F (x) = x} < +∞.

This is a contradiction.
The claim is now proved, establishing the implication (ii) =⇒ (iii). �

7. Ruelle operators and split Ruelle operators

In this section, we define appropriate variations of the Ruelle operator on the suita-
ble function spaces in our context and establish some important inequalities that will
be used later. More precisely, in Subsection 7.1, for an expanding Thurston map f
with a forward invariant Jordan curve C ⊆ S2 and a complex-valued Hölder continu-
ous function ψ, we “split” the Ruelle operator Lψ : C(S2,C) → C(S2,C) into pieces

L(n)
ψ,c,E : C(E,C) → C

(
X0

c ,C
)
, for c ∈ {b,w}, n ∈ N0, and a union E of n-tiles in the cell

decomposition Dn(f, C) of S2 induced by f and C. Such construction is crucial to the
proof of Proposition 8.1 where the image of characteristic functions supported on n-tiles

under L(n)
ψ,c,E are used to relate periodic points and preimage points of f . We then define

the split Ruelle operators Lψ on the product space C
(
X0

b ,C
)
× C

(
X0

w,C
)
by piecing to-

gether L(1)
ψ,c1,c2

= L(1)

ψ,c1,X0
c2

, c1, c2 ∈ {b,w}. Subsection 7.2 is devoted to establishing various

inequalities, among them the basic inequalities in Lemma 7.13, that are indispensable in
the arguments in Section 9. In Subsection 7.3, we verify the spectral gap for Lψ that are
essential in the proof of Theorem 8.3.

7.1. Construction.

Lemma 7.1. Let f , C, d, Λ, α satisfy the Assumptions. Fix a constant T > 0. Then for
all n ∈ N, Xn ∈ Xn(f, C), x, x′ ∈ Xn, and ψ ∈ C0,α((S2, d),C) with |ℜ(ψ)|α, (S2,d) ≤ T ,
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we have

(7.1) |1− exp(Snψ(x)− Snψ(x
′))| ≤ C10 |ψ|α, (S2,d) d(f

n(x), fn(x′))α,

where the constant

(7.2) C10 = C10(f, C, d, α, T ) :=
2C0

1− Λ−α
exp

(
C0T

1− Λ−α

(
diamd(S

2)
)α
)
> 1

depends only on f , C, d, α, and T . Here C0 > 1 is a constant from Lemma 3.22 depending
only on f , C, and d.
Proof. Fix T > 0, n ∈ N, Xn ∈ Xn(f, C), x, x′ ∈ Xn, and ψ ∈ C0,α((S2, d),C) with
|ℜ(ψ)|α, (S2,d) ≤ T . By Lemma 3.24, for each φ ∈ C0,α(S2, d),

(7.3) |Snφ(x)− Snφ(x
′)| ≤

C0 |φ|α, (S2,d)

1− Λ−α
d(fn(x), fn(x′))α.

Then by (7.3) and the fact that |1− ey| ≤ |y|e|y| and |1− eiy| ≤ |y| for y ∈ R, we get

|1− exp(Snψ(x)− Snψ(x
′))|

≤
∣∣∣1− eSnℜ(ψ)(x)−Snℜ(ψ)(x′)

∣∣∣+ eSnℜ(ψ)(x)−Snℜ(ψ)(x′)
∣∣∣1− eiSnℑ(ψ)(x)−iSnℑ(ψ)(x′)

∣∣∣

≤
C0 |ℜ(ψ)|α, (S2,d)

1− Λ−α
d(fn(x), fn(x′))α exp

(
C0T

1− Λ−α

(
diamd(S

2)
)α
)

+ exp

(
C0T

1− Λ−α

(
diamd(S

2)
)α
)
C0 |ℑ(ψ)|α, (S2,d)

1− Λ−α
d(fn(x), fn(x′))α

≤ C10 |ψ|α, (S2,d) d(f
n(x), fn(x′))α.

Here the constant C10 = C10(f, C, d, α, T ) is defined in (7.2). �

Fix an expanding Thurston map f : S2 → S2 with a Jordan curve C ⊆ S2 satisfying
post f ⊆ C. Let d be a visual metric for f on S2, and ψ ∈ C0,α((S2, d),C) a complex-
valued Hölder continuous function.
Let n ∈ N, c ∈ {b,w}, and x ∈ inte

(
X0

c

)
, where X0

b (resp. X0
w) is the black (resp.

white) 0-tile. If E ⊆ S2 is a union of n-tiles in Xn(f, C), u ∈ C((E, d),C) a complex-
valued continuous function defined on E, and if we define a function v ∈ B(S2,C) by

(7.4) v(y) =

{
u(y) if y ∈ E,

0 otherwise,

then by Proposition 3.11 (i) and (ii), the Ruelle operator associated to f and ψ recalled
in (3.20) acting on B(S2,C) can be written in the following form:

(7.5) Lnψ(v)(x) =
∑

Xn∈Xn
c

Xn⊆E

u
(
(fn|Xn)−1(x)

)
exp
(
Snψ

(
(fn|Xn)−1(x)

))
.

Note that by default, a summation over an empty set is equal to 0. We will always use
this convention in this paper. Inspired by (7.5), we give the following definition.
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Definition 7.2. Let f : S2 → S2 be an expanding Thurston map, C ⊆ S2 a Jordan curve
containing post f , and ψ ∈ C(S2,C) a complex-valued continuous function. Let n ∈ N0,

and E ⊆ S2 be a union of n-tiles in Xn(f, C). We define a map L(n)
ψ,c,E : C(E,C) →

C
(
X0

c ,C
)
, for each c ∈ {b,w}, by

(7.6) L(n)
ψ,c,E(u)(y) =

∑

Xn∈Xn
c

Xn⊆E

u
(
(fn|Xn)−1(y)

)
exp
(
Snψ

(
(fn|Xn)−1(y)

))
,

for each complex-valued continuous function u ∈ C(E,C) defined on E, and each point
y ∈ X0

c . When E = X0
c′ for some c′ ∈ {b,w}, we often write

L(n)
ψ,c,c′ := L(n)

ψ,c,X0
c′
.

Note that L(0)
ψ,c,E(u) =

{
u if X0

c ⊆ E

0 otherwise
, for c ∈ {b,w}, whenever the expression on the

left-hand side of the equation makes sense.

Lemma 7.3. Let f , C, d, α satisfy the Assumptions. Let ψ ∈ C(S2,C) be a complex-
valued continuous function. Fix numbers n,m ∈ N0 and a union E ⊆ S2 of n-tiles in
Xn(f, C), i.e.,

E =
⋃

{Xn ∈ Xn(f, C) |Xn ⊆ E}.
Then for each c ∈ {b,w} and each u ∈ C(E,C), we have

(7.7) L(n)
ψ,c,E(u) ∈ C

(
X0

c ,C
)
,

and

(7.8) L(n+m)
ψ,c,E (u) =

∑

c′∈{b,w}

L(m)
ψ,c,c′

(
L(n)
ψ,c′,E(u)

)
.

If, in addition, ψ ∈ C0,α((S2, d),C) and u ∈ C0,α((E, d),C) are Hölder continuous,
then

(7.9) L(n)
ψ,c,E(u) ∈ C0,α

((
X0

c , d
)
,C
)
.

Remark 7.4. In the above context, Lnψ(v) ∈ B(S2,C) may not be continuous on S2

if E 6= S2, where v is defined in (7.4) extending u to S2. If E = S2, then it follows
immediately from (7.7) that for each c ∈ {b,w},

L(n)
ψ,c,E(u) =

(
Lnψ(u)

)∣∣
X0

c

.

Hence by (7.9) and the linear local connectivity of (S2, d), it can be shown that

Lnψ(C0,α((S2, d),C)) ⊆ C0,α((S2, d),C).

We will not use the last fact in this paper (except in Remark 7.8).
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Proof. Fix arbitrary c ∈ {b,w} and u ∈ C(E,C).
The case of Lemma 7.3 when either m = 0 or n = 0 follows immediately from Defini-

tion 7.2. Thus without loss of generality, we can assume m,n ∈ N.
The continuity of L(n)

ψ,c,E(u) follows trivially from (7.6) and Proposition 3.11 (i).

By (7.6), Proposition 3.11 (i) and (ii), and the fact that f−m(x) ∩ C 6= ∅, we get
∑

c′∈{b,w}

L(m)
ψ,c,c′

(
L(n)
ψ,c′,E(u)

)
(x) =

∑

c′∈{b,w}

∑

y∈f−m(x)
y∈X0

c′

eSmψ(y)
∑

z∈f−n(y)
z∈E

eSnψ(z)u(z)

=
∑

y∈f−m(x)

∑

z∈f−n(y)
z∈E

eSmψ(y)+Snψ(z)u(z) =
∑

z∈f−(n+m)(x)
z∈E

eSn+mψ(z)u(z) = L(n+m)
ψ,c,E (u)(x).

The identity (7.8) is now established by the continuity of two sides of the equation above.

Finally, to prove (7.9), we first fix two distinct points x, x′ ∈ X0
c . Denote yXn :=

(fn|Xn)−1(x) and y′Xn := (fn|Xn)−1(x′) for each Xn ∈ Xn
c .

By Lemma 3.22, Lemma 3.24, and Lemma 7.1, we have

1

d(x, x′)α

∣∣∣L(n)
ψ,c,E(u)(x)− L(n)

ψ,c,E(u)(x
′)
∣∣∣

≤ 1

d(x, x′)α

∑

Xn∈Xn
c

Xn⊆E

∣∣eSnψ(yXn )u(yXn)− eSnψ(y
′
Xn

)u(y′Xn)
∣∣

≤ 1

d(x, x′)α

∑

Xn∈Xn
c

Xn⊆E

(∣∣eSnψ(yXn )
∣∣|u(yXn)− u(y′Xn)|+

∣∣eSnψ(yXn ) − eSnψ(y
′
Xn

)
∣∣|u(y′Xn)|

)

≤ 1

d(x, x′)α

∑

Xn∈Xn
c

Xn⊆E

eSnℜ(ψ)(yXn ) |u|α, (E,d) d(yXn, y′Xn)α

+
1

d(x, x′)α

∑

Xn∈Xn
c

Xn⊆E

∣∣1− eSnψ(yXn )−Snψ(y
′
Xn

)
∣∣eSnℜ(ψ)(y′

Xn
)|u(y′Xn)|

≤ |u|α, (E,d)
Cα

0

Λαn

∑

Xn∈Xn

eSnℜ(ψ)(yXn ) + C10 |ψ|α, (S2,d)

∑

Xn∈Xn
c

Xn⊆E

eSnℜ(ψ)(y′
Xn

)|u(y′Xn)|

≤ C0

Λαn
|u|α, (E,d)

∥∥Lnℜ(ψ)(1S2)
∥∥
C0(S2)

+ C10 |ψ|α, (S2,d)

∥∥∥L(n)
ℜ(ψ),c,E(|u|)

∥∥∥
C0(S2)

,

where C0 > 1 is a constant depending only on f , C, and d from Lemma 3.22, and C10 > 1
is a constant depending only on f , C, d, α, and ψ from Lemma 7.1. Therefore (7.9)
holds. �

Definition 7.5 (Split Ruelle operators). Let f : S2 → S2 be an expanding Thurston map
with a Jordan curve C ⊆ S2 satisfying f(C) ⊆ C and post f ⊆ C. Let d be a visual metric
for f on S2, and ψ ∈ C0,α((S2, d),C) a complex-valued Hölder continuous function with
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an exponent α ∈ (0, 1]. Let X0
b , X

0
w ∈ X0(f, C) be the black 0-tile and the while 0-tile,

respectively. The split Ruelle operator

Lψ : C
(
X0

b ,C
)
× C

(
X0

w,C
)
→ C

(
X0

b ,C
)
× C

(
X0

w,C
)

on the product space C
(
X0

b ,C
)
× C

(
X0

w,C
)
is given by

Lψ(ub, uw) =
(
L(1)
ψ,b,b(ub) + L(1)

ψ,b,w(uw),L
(1)
ψ,w,b(ub) + L(1)

ψ,w,w(uw)
)

for ub ∈ C
(
X0

b ,C
)
and uw ∈ C

(
X0

w,C
)
.

Note that by (7.7) in Lemma 7.3, the operator Lψ is well-defined. Moreover, by (7.9)
in Lemma 7.3, we have

(7.10) Lψ
(
C0,α

((
X0

b , d
)
,C
)
×C0,α

((
X0

w, d
)
,C
))

⊆ C0,α
((
X0

b , d
)
,C
)
×C0,α

((
X0

w, d
)
,C
)
.

Note that it follows immediately from Definition 7.2 that Lψ is a linear operator on
the Banach space C0,α

((
X0

b , d
)
,C
)
× C0,α

((
X0

w, d
)
,C
)
equipped with a norm given by

‖(ub, uw)‖ := max
{
‖ub‖[b]C0,α(X0

b
,d)
, ‖uw‖[b]C0,α(X0

w,d)

}
, for each b ∈ R \ {0}. See (2.6) for the

definition of the normalized Hölder norm ‖u‖[b]C0,α(E,d).

For each c ∈ {b,w}, we define the projection πc : C(X
0
b ,C)×C(X0

w,C) → C(X0
c ,C) by

(7.11) πc(ub, uw) = uc, for (ub, uw) ∈ C(X0
b ,C)× C(X0

w,C).

Definition 7.6. Let f : S2 → S2 be an expanding Thurston map with a Jordan curve
C ⊆ S2 satisfying f(C) ⊆ C and post f ⊆ C. Let d be a visual metric for f on S2,
and ψ ∈ C0,α((S2, d),C) a complex-valued Hölder continuous function with an exponent
α ∈ (0, 1]. For all n ∈ N0 and b ∈ R \ {0}, we write the operator norm

∣∣∣∣∣∣
L

n
ψ

∣∣∣∣∣∣[b]
α

:= sup

{∥∥πc
(
L

n
ψ(ub, uw)

)∥∥[b]
C0,α(X0

c ,d)

∣∣∣∣
c ∈ {b,w}, ub ∈ C0,α((X0

b , d),C), uw ∈ C0,α((X0
w, d),C)

with ‖ub‖[b]C0,α(X0
b
,d)

≤ 1 and ‖uw‖[b]C0,α(X0
w,d)

≤ 1

}
.(7.12)

For typographical reasons, we write

(7.13)
∣∣∣∣∣∣
L

n
ψ

∣∣∣∣∣∣
α
:=
∣∣∣∣∣∣
L

n
ψ

∣∣∣∣∣∣[1]
α

=
∣∣∣∣∣∣
L

n
ψ

∣∣∣∣∣∣[−1]

α
.

Lemma 7.7. Let f , C, d, α, ψ satisfy the Assumptions. We assume in addition that
f(C) ⊆ C. Let X0

b , X
0
w ∈ X0(f, C) be the black 0-tile and the while 0-tile, respectively.

Then for all n ∈ N0, ub ∈ C
(
X0

b ,C
)
, and uw ∈ C

(
X0

w,C
)
,

(7.14) L

n
ψ(ub, uw) =

(
L(n)
ψ,b,b(ub) + L(n)

ψ,b,w(uw),L
(n)
ψ,w,b(ub) + L(n)

ψ,w,w(uw)
)
.
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Consequently,

∣∣∣∣∣∣
L

n
ψ

∣∣∣∣∣∣[b]
α

= sup

{ ∥∥L(n)
ψ,c,b(ub) + L(n)

ψ,c,w(uw)
∥∥[b]
C0,α(X0

c ,d)

max
{
‖ub‖[b]C0,α(X0

b
,d)
, ‖uw‖[b]C0,α(X0

w,d)

}
∣∣∣∣∣
c ∈ {b,w}, ub ∈ C0,α((X0

b , d),C), uw ∈ C0,α((X0
w, d),C)

with ‖ub‖C0(X0
b
)‖uw‖C0(X0

w) 6= 0

}
.(7.15)

Proof. We prove (7.14) by induction. The case when n = 0 and the case when n = 1 both
hold by definition. Assume now (7.14) holds when n = m for some m ∈ N. Then by (7.8)
in Lemma 7.3, for each c ∈ {b,w}, we have

πc
(
L

m+1
ψ (ub, uw)

)
= πc

(
Lψ

(
L(m)
ψ,b,b(ub) + L(m)

ψ,b,w(uw),L
(m)
ψ,w,b(ub) + L(m)

ψ,w,w(uw)
))

=
∑

c′∈{b,w}

L(1)
ψ,c,c′

(
L(m)
ψ,c′,b(ub) + L(m)

ψ,c′,w(uw)
)

=
∑

c′∈{b,w}

L(1)
ψ,c,c′

(
L(m)
ψ,c′,b(ub)

)
+

∑

c′∈{b,w}

L(1)
ψ,c,c′

(
L(m)
ψ,c′,w(uw)

)

= L(m+1)
ψ,c,b (ub) + L(m+1)

ψ,c,w (uw),

for ub ∈ C
(
X0

b ,C
)
and uw ∈ C

(
X0

w,C
)
. This completes the inductive step, establishing

(7.14).
The identity (7.15) follows immediately from Definition 7.6 and the identity (7.14). �

Remark 7.8. One can show that
∣∣∣∣∣∣
L

n
ψ

∣∣∣∣∣∣[b]
α

≥
∥∥Lnψ

∥∥[b]
C0,α(S2,d)

, n ∈ N0, where
∥∥Lnψ

∥∥[b]
C0,α(S2,d)

is the normalized operator norm of Lnψ : C0,α((S2, d),C) → C0,α((S2, d),C) defined in
(2.7). We will not use this fact in this paper.

7.2. Basic inequalities. Let f : S2 → S2 be an expanding Thurston map, and d be a
visual metric on S2 for f with expansion factor Λ > 1. Let ψ ∈ C0,α((S2, d),C) be a
complex-valued Hölder continuous function with an exponent α ∈ (0, 1]. We define

(7.16) ψ̃ := ℜ̃(ψ) + iℑ(ψ) = ψ − P (f,ℜ(ψ)) + log uℜ(ψ) − log
(
uℜ(ψ) ◦ f

)
,

where uℜ(ψ) is the continuous function given by Theorem 3.27 with φ := ℜ(ψ). Then for
each u ∈ C(S2,C) and each x ∈ S2, we have

Lψ̃(u)(x) =
∑

y∈f−1(x)

degf(y)u(y)e
ψ(y)−P (f,ℜ(ψ))+log uℜ(ψ)(y)−log(uℜ(ψ)(f(y)))

=
exp(−P (f,ℜ(ψ))

uℜ(ψ)(x)

∑

y∈f−1(x)

degf(y)u(y)uℜ(ψ)(y) exp(ψ(y))(7.17)

=
exp(−P (f,ℜ(ψ))

uℜ(ψ)(x)
Lψ
(
uℜ(ψ)u

)
(x).
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Given a Jordan curve C ⊆ S2 with post f ⊆ C, then for each n ∈ N0, each union E of
n-tiles in Xn(f, C), each v ∈ C(E,C), each c ∈ {b,w}, and each z ∈ X0

c ,

L(n)

ψ̃,c,E
(v)(z) =

∑

Xn∈Xn
c (f,C)

Xn⊆E

(
veSn(ψ−P (f,ℜ(ψ))+log uℜ(ψ)−log(uℜ(ψ)◦f))

)(
(fn|Xn)−1(z)

)

=
exp(−nP (f,ℜ(ψ))

uℜ(ψ)(z)

∑

Xn∈Xn
c (f,C)

Xn⊆E

(
vuℜ(ψ) exp(Snψ)

)(
(fn|Xn)−1(z)

)
(7.18)

=
exp(−nP (f,ℜ(ψ))

uℜ(ψ)(z)
L(n)
ψ,c,E

(
uℜ(ψ)v

)
(z).

Definition 7.9 (Cones). Let f : S2 → S2 be an expanding Thurston map, and d be a
visual metric on S2 for f with expansion factor Λ > 1. Fix a constant α ∈ (0, 1].
For each subset E ⊆ S2 and each constant B ∈ R with B > 0, we define the B-cone

inside C0,α(E, d) as
(7.19)
KB(E, d) =

{
u ∈ C0,α(E, d)

∣∣u(x) > 0, |u(x)−u(y)| ≤ B(u(x)+u(y))d(x, y)α for x, y ∈ E
}
.

It is important to define the B-cones inside C0,α(E, d) in the form above in order to
establish the following lemma, which will be used in the proof of Proposition 9.13.

Lemma 7.10. Let (X, d) be a metric space and α ∈ (0, 1]. Then for each B > 0 and each
u ∈ KB(X, d), we have u2 ∈ K2B(X, d).

Proof. Fix arbitrary B > 0 and u ∈ KB(X, d). For any x, y ∈ X ,
∣∣u2(x)− u2(y)

∣∣ =|u(x) + u(y)||u(x)− u(y)| ≤ B|u(x) + u(y)|2d(x, y)α

≤2B
(
u2(x) + u2(y)

)
d(x, y)α.

Therefore u2 ∈ K2B(X, d). �

Lemma 7.11. Let f , d, α, ψ satisfy the Assumptions. Let φ ∈ C0,α(S2, d) be a real-valued
Hölder continuous function with an exponent α. Then the operator norm of Lφ̃ acting on

C(S2) is given by
∥∥Lφ̃

∥∥
C0(S2)

= 1. In addition, Lφ̃(1S2) = 1S2.

Moreover, given a Jordan curve C ⊆ S2 satisfying post f ⊆ C. Assume in addition that
f(C) ⊆ C. Then for all n ∈ N0, c ∈ {b,w}, ub ∈ C(X0

b ,C), and uw ∈ C(X0
w,C), we have

(7.20)
∥∥∥L(n)

ψ̃,c,b
(ub)

∥∥∥
C0(X0

c )
≤ ‖ub‖C0(X0

b
),

∥∥∥L(n)

ψ̃,c,w
(uw)

∥∥∥
C0(X0

c )
≤ ‖uw‖C0(X0

w),

and

(7.21)
∥∥∥L(n)

ψ̃,c,b
(ub) + L(n)

ψ̃,c,w
(uw)

∥∥∥
C0(X0

c )
≤ max

{
‖ub‖C0(X0

b
), ‖uw‖C0(X0

w)

}
.

Proof. The fact that
∥∥Lφ̃

∥∥
C0(S2)

= 1 and Lφ̃(1S2) = 1S2 is established in [Li17, Lemma 5.25].

To prove (7.21), we first fix arbitrary n ∈ N0, c ∈ {b,w}, ub ∈ C(X0
b ), and uw ∈ C(X0

w).
Denote M := max

{
‖ub‖C0(X0

b
), ‖uw‖C0(X0

w)

}
. Then by Definition 7.2, (7.16), and the fact
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that L
ℜ̃(ψ)

(1S2) = 1S2, for each y ∈ inte(X0
c ),

∥∥∥L(n)

ψ̃,c,b
(ub) + L(n)

ψ̃,c,w
(uw)

∥∥∥
C0(X0

c )
≤M

∑

Xn∈Xn
c

∣∣exp
(
Snψ̃

(
(fn|Xn)−1(y)

))∣∣

=MLn
ℜ̃(ψ)

(1S2)(y) =M.

This establishes (7.21). Finally, (7.20) follows immediately from (7.21) and Definition 7.2
by setting one of the functions ub and uw to be 0. �

Lemma 7.12. Let f , C, d, L, α, Λ satisfy the Assumptions. Then there exist constants
C13 > 1 and C14 > 0 depending only on f , C, d, and α such that the following is satisfied:

For all K,M, T, a ∈ R with K > 0, M > 0, T > 0, and |a| ≤ T , and all real-valued
Hölder continuous function φ ∈ C0,α(S2, d) with |φ|α, (S2,d) ≤ K and ‖φ‖C0(S2) ≤ M , we
have

∥∥ãφ
∥∥
C0(S2)

≤ C13(K +M)T + |log(deg f)|,(7.22)
∣∣ãφ
∣∣
α, (S2,d)

≤ C13KTe
C14KT ,(7.23)

‖uaφ‖C0,α(S2,d) ≤
(
4
TKC0

1− Λ−α
L+ 1

)
e2C15 ,(7.24)

exp(−C15) ≤ uaφ(x) ≤ exp(C15)(7.25)

for x ∈ S2, where the constant C0 > 1 depending only on f , d, and C is from Lemma 3.22,
and the constant

(7.26) C15 = C15(f, C, d, α, T,K) := 4
TKC0

1− Λ−α
L
(
diamd(S

2)
)α
> 0

depends only on f , C, d, α, T , and K.

Proof. Fix K, M , T , a, φ satisfying the conditions in this lemma.
Recall

(7.27) ãφ = aφ− P (f, aφ) + log uaφ − log(uaφ ◦ f),
where the function uaφ is defined as uφ in Theorem 3.27.
By (3.26) in Theorem 3.27 and (3.19) in Lemma 3.25, we immediately get (7.25).
By Corollary 3.30, (3.8), and (3.9), for each x ∈ S2,

P (f, aφ) = lim
n→+∞

1

n
log

∑

y∈f−n(x)

degfn(y) exp(aSnφ(y))

≤ lim
n→+∞

1

n
log

∑

y∈f−n(x)

degfn(y) exp(nTM)

= TM + lim
n→+∞

1

n
log

∑

y∈f−n(x)

degfn(y) = TM + log(deg f).

Similarly, P (f, aφ) ≥ −TM + log(deg f). So |P (f, aφ)| ≤ TM + |log(deg f)|.
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Thus by combining the above with (7.25) and (7.26), we get

(7.28)
∥∥ãφ

∥∥
C0(S2)

≤ TM + TM + |log(deg f)|+ 2C15 = C16T (K +M) + |log(deg f)|,

where C16 := 2 + 8 C0

1−Λ−αL
(
diamd(S

2)
)α

is a constant depending only on f , C, d, and α.
By (7.27), Theorem 3.19 (i), (7.25), and the fact that |log t1 − log t2| ≤ |t1−t2|

min{t1, t2}
for all

t1, t2 > 0, we get
∣∣ãφ
∣∣
α, (S2,d)

≤ |aφ|α, (S2,d) + |log uaφ|α, (S2,d) + |log(uaφ ◦ f)|α, (S2,d)

≤TK + eC15(1 + LIPd(f)) |uaφ|α, (S2,d) .(7.29)

Here LIPd(f) denotes the Lipschitz constant of f with respect to the visual metric d (see
(2.10)).
By Theorem 3.27, (3.24) in Lemma 3.26, (3.19) in Lemma 3.25, (7.26), and the fact

that |1− e−t| ≤ t for t > 0, we get

|uaφ(x)− uaφ(y)| =
∣∣∣∣∣ lim
n→+∞

1

n

n−1∑

j=0

(
Lj
aφ

(
1S2

)
(x)−Lj

aφ

(
1S2

)
(y)
)∣∣∣∣∣

≤ lim sup
n→+∞

1

n

n−1∑

j=0

∣∣∣Lj
aφ

(
1S2

)
(x)−Lj

aφ

(
1S2

)
(y)
∣∣∣

≤e2C15

(
1− exp

(
−4

TKC0

1− Λ−α
Ld(x, y)α

))
≤ e2C15

4TKC0

1− Λ−α
Ld(x, y)α,

for all x, y ∈ S2. So

(7.30) |uaφ|α, (S2,d) ≤ 4
TKC0

1− Λ−α
Le2C15 .

Thus by (7.29), (7.30), and (7.26), we get
∣∣ãφ
∣∣
α, (S2,d)

≤ TKC13e
C14TK ,

where the constants

(7.31) C13 := max

{
C16, 1 +

(
1 + LIPd(f)

) 4C0

1− Λ−α
L

}

and

(7.32) C14 := 12
C0

1− Λ−α
L
(
diamd(S

2)
)α

depend only on f , C, d, and α. Since C13 ≥ C16, (7.22) follows from (7.28).
Finally, (7.24) follows from (7.25) and (7.30). �

Lemma 7.13 (Basic inequalities). Let f , C, d, α, φ, s0 satisfy the Assumptions. Then
there exists a constant A0 = A0

(
f, C, d, |φ|α, (S2,d) , α

)
≥ 2C0 > 2 depending only on f ,

C, d, |φ|α, (S2,d), and α such that A0 increases as |φ|α, (S2,d) increases, and that for all

c ∈ {b,w}, x, x′ ∈ X0, n ∈ N, union E ⊆ S2 of n-tiles in Xn(f, C), B ∈ R with B > 0,
and a, b ∈ R with |a| ≤ 2s0 and |b| ∈ {0}∪ [1,+∞), the following statements are satisfied:
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(i) For each u ∈ KB(E, d), we have

(7.33)

∣∣∣L(n)

ãφ,c,E
(u)(x)− L(n)

ãφ,c,E
(u)(x′)

∣∣∣
L(n)

ãφ,c,E
(u)(x) + L(n)

ãφ,c,E
(u)(x′)

≤ A0

(
B

Λαn
+

∣∣ãφ
∣∣
α, (E,d)

1− Λ−α

)
d(x, x′)α.

(ii) Denote s := a+ ib. Given an arbitrary v ∈ C0,α((E, d),C). Then
(7.34)
∣∣∣L(n)

s̃φ,c,E
(v)(x)−L(n)

s̃φ,c,E
(v)(x′)

∣∣∣ ≤
(
C0

|v|α, (E,d)
Λαn

+ A0max{1, |b|}L(n)

ãφ,c,E
(|v|)(x)

)
d(x, x′)α,

where C0 > 1 is a constant from Lemma 3.22 depending only on f , d, and C.
If, in addition, there exists a non-negative real-valued Hölder continuous function

h ∈ C0,α(E, d) such that

|v(y)− v(y′)| ≤ B(h(y) + h(y′))d(y, y′)α

when y, y′ ∈ E, then
∣∣∣L(n)

s̃φ,c,E
(v)(x)− L(n)

s̃φ,c,E
(v)(x′)

∣∣∣(7.35)

≤A0

(
B

Λαn

(
L(n)

ãφ,c,E
(h)(x) + L(n)

ãφ,c,E
(h)(x′)

)
+max{1, |b|}L(n)

ãφ,c,E
(|v|)(x)

)
d(x, x′)α.

Proof. Fix c, n, E, B, a, and b as in the statement of Lemma 7.13.
(i) Note that by Lemma 7.12,

(7.36) sup
{∣∣τ̃φ

∣∣
α, (S2,d)

∣∣ τ ∈ R, |τ | ≤ 2s0
}
≤ T0,

where the constant

(7.37) T0 = T0
(
f, C, d, |φ|α, (S2,d) , α

)
:= (2s0 + 1)C13 |φ|α, (S2,d) exp

(
2s0C14 |φ|α, (S2,d)

)
> 0

depends only on f , C, d, |φ|α, (S2,d), and α. Here C13 > 1 and C14 > 0 are constants from
Lemma 7.12 depending only on f , C, d, and α.
Fix u ∈ KB(E, d) and x, x

′ ∈ X0
c . For each X

n ∈ Xn
c , denote yXn := (fn|Xn)−1(x) and

y′Xn := (fn|Xn)−1(x′).
Then by (7.19),
∣∣∣L(n)

ãφ,c,E
(u)(x)− L(n)

ãφ,c,E
(u)(x′)

∣∣∣

≤
∑

Xn∈Xn
c

Xn⊆E

∣∣∣u(yXn)eSnãφ(yXn ) − u(y′Xn)eSnãφ(y
′
Xn

)
∣∣∣

≤
∑

Xn∈Xn
c

Xn⊆E

(
|u(yXn)− u(y′Xn)| eSnãφ(y′Xn) + u(yXn)

∣∣∣eSnãφ(yXn ) − eSnãφ(y
′
Xn

)
∣∣∣
)

≤
∑

Xn∈Xn
c

Xn⊆E

B
(
u(yXn)eSnãφ(yXn)e

∣∣Snãφ(y′Xn )−Snãφ(yXn )
∣∣
+ u(y′Xn)eSnãφ(y

′
Xn

)
)
d(yXn , y′Xn)α



98 ZHIQIANG LI, TIANYI ZHENG

+
∑

Xn∈Xn
c

Xn⊆E

u(yXn)
∣∣∣1− eSnãφ(y

′
Xn

)−Snãφ(yXn )
∣∣∣eSnãφ(yXn).

Combining the above with Lemma 3.24, Lemma 3.22, Lemma 7.1, (7.36), and (7.37), we
get

∣∣∣L(n)

ãφ,c,E
(u)(x)− L(n)

ãφ,c,E
(u)(x′)

∣∣∣
L(n)

ãφ,c,E
(u)(x) + L(n)

ãφ,c,E
(u)(x′)

≤ B exp

(∣∣ãφ
∣∣
α, (S2,d)

C0

(
diamd(S

2)
)α

1− Λ−α

)
d(x, x′)αCα

0

Λαn
+ C10

∣∣ãφ
∣∣
α, (S2,d)

d(x, x′)α

≤ A1

(
B

Λαn
+

∣∣ãφ
∣∣
α, (S2,d)

1− Λ−α

)
d(x, x′)α,

where

(7.38) C10 = C10(f, C, d, α, T0) =
2C0

1− Λ−α
exp

(
C0T0

1− Λ−α

(
diamd(S

2)
)α
)

is a constant from Lemma 7.1, and

(7.39) A1 := (1− Λ−α)C10(f, C, d, α, T0).
Both of these constants only depend on f , C, d, |φ|α, (S2,d) and α.
Define a constant

(7.40) A0 = A0

(
f, C, d, |φ|α, (S2,d) , α

)
:=

(1 + 2T0)A1

1− Λ−α
= (1 + 2T0)C10

(
f, C, d, α, T0

)
> 2

depending only on f , C, d, |φ|α, (S2,d), and α. By (7.40), (7.37), and (7.38), we see that A0

increases as |φ|α, (S2,d) increases. Now (7.33) follows from the fact that A0 ≥ A1.

(ii) Fix x, x′ ∈ X0
c . For each Xn ∈ Xn

c , denote yXn := (fn|Xn)−1(x) and y′Xn :=
(fn|Xn)−1(x′).
Note that by (3.27) and (7.36), we have

(7.41)
∣∣s̃φ
∣∣
α, (S2,d)

≤
∣∣ãφ
∣∣
α, (S2,d)

+ |bφ|α, (S2,d) ≤ T0 + |b| |φ|α, (S2,d) ≤ 2T0max{1, |b|},

since T0 ≥ |φ|α, (S2,d) by (7.37) and the fact that C13 > 1 from Lemma 7.12.
Note that∣∣∣L(n)

s̃φ,c,E
(v)(x)− L(n)

s̃φ,c,E
(v)(x′)

∣∣∣ ≤
∑

Xn∈Xn
c

Xn⊆E

∣∣∣v(yXn)eSns̃φ(yXn ) − v(y′Xn)eSns̃φ(y
′
Xn

)
∣∣∣

≤
∑

Xn∈Xn
c

Xn⊆E

(
|v(yXn)− v(y′Xn)|

∣∣∣eSns̃φ(y′Xn )
∣∣∣ + |v(yXn)|

∣∣∣eSns̃φ(yXn ) − eSns̃φ(y
′
Xn

)
∣∣∣
)
.(7.42)

We bound the two terms in the last summation above separately.
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By Lemma 3.24, Lemma 7.1, (7.39), and (7.41),
∑

Xn∈Xn
c

Xn⊆E

|v(yXn)|
∣∣∣eSns̃φ(yXn ) − eSns̃φ(y

′
Xn

)
∣∣∣

≤
∑

Xn∈Xn
c

Xn⊆E

|v(yXn)|
∣∣∣1− eSns̃φ(y

′
Xn

)−Sns̃φ(yXn)
∣∣∣eSnãφ(yXn )

≤ C10(f, C, d, α, T0)
∣∣s̃φ
∣∣
α, (S2,d)

d(x, x′)αL(n)

ãφ,c,E
(|v|)(x)(7.43)

≤ A1

2T0max{1, |b|}L(n)

ãφ,c,E
(|v|)(x)

1− Λ−α
d(x, x′)α

= A0max{1, |b|}L(n)

ãφ,c,E
(|v|)(x)d(x, x′)α,

where the last inequality follows from (7.40).
By (7.16), Lemma 3.22, and (7.20) in Lemma 7.11,

∑

Xn∈Xn
c

Xn⊆E

|v(yXn)− v(y′Xn)|
∣∣∣eSns̃φ(y′Xn )

∣∣∣ ≤
∑

Xn∈Xn
c

Xn⊆E

|v|α, (E,d) d(yXn, y′Xn)αeSnãφ(y
′
Xn

)

≤ |v|α, (E,d)
d(x, x′)αCα

0

Λαn

∑

Xn∈Xn
c

eSnãφ(y
′
Xn

) ≤ C0

|v|α, (E,d)
Λαn

d(x, x′)α.(7.44)

Thus (7.34) follows from (7.42), (7.43) and (7.44).
If, in addition, there exists a non-negative real-valued Hölder continuous function h ∈

C0,α(E, d) such that

|v(y)− v(y′)| ≤ B(h(y) + h(y′))d(y, y′)α

when y, y′ ∈ E, then by Lemma 3.24, Lemma 3.22, (7.36), (7.39), and (7.38),

∑

Xn∈Xn
c

Xn⊆E

|v(yXn)− v(y′Xn)|
∣∣∣eSns̃φ(y′Xn )

∣∣∣

(7.45)

≤
∑

Xn∈Xn
c

Xn⊆E

B
(
h(yXn)eSnãφ(yXn)e

∣∣Snãφ(y′Xn )−Snãφ(yXn )
∣∣
+ h(y′Xn)eSnãφ(y

′
Xn

)
)
d(yXn, y′Xn)α

≤ B exp

(∣∣ãφ
∣∣
α, (S2,d)

C0

(
diamd(S

2)
)α

1− Λ−α

)
d(x, x′)αCα

0

Λαn

(
L(n)

ãφ,c,E
(h)(x) + L(n)

ãφ,c,E
(h)(x′)

)

≤ A1
B

Λαn

(
L(n)

ãφ,c,E
(h)(x) + L(n)

ãφ,c,E
(h)(x′)

)
d(x, x′)α.

Therefore, (7.35) follows from (7.42), (7.43), (7.45), and the fact that A0 ≥ A1 from
(7.40). �
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7.3. Spectral gap. Let (X, d) be a metric space. A function h : [0,+∞) → [0,+∞) is
an abstract modulus of continuity if it is continuous at 0, non-decreasing, and h(0) = 0.
Given any constant τ ∈ [0,+∞], and any abstract modulus of continuity g, we define the
subclass Cτ

g ((X, d),C) of C(X,C) as

Cτ
g ((X, d),C) =

{
u ∈ C(X,C)

∣∣ ‖u‖C0(X) ≤ b and for x, y ∈ X, |u(x)− u(y)| ≤ g(d(x, y))
}
.

We denote Cτ
g (X, d) := Cτ

g ((X, d),C) ∩ C(X).
Assume now that (X, d) is compact. Then by the Arzelà-Ascoli Theorem, each Cτ

g ((X, d),C)
(resp. Cτ

g (X, d)) is precompact in C(X,C) (resp. C(X)) equipped with the uniform norm.
It is easy to see that each Cτ

g ((X, d),C) (resp. Cτ
g (X, d)) is actually compact. On the

other hand, for u ∈ C(X,C), we can define an abstract modulus of continuity by

(7.46) g(t) := sup{|u(x)− u(y)| | x, y ∈ X, d(x, y) ≤ t}
for t ∈ [0,+∞), so that u ∈ Cι

g((X, d),C), where ι := ‖u‖∞.
The following lemma is easy to check (see also [Li17, Lemma 5.24]).

Lemma 7.14. Let (X, d) be a metric space. For each pair of constants τ1, τ2 ≥ 0 and
each pair of abstract moduli of continuity g1, g2, we have

(7.47)
{
u1u2

∣∣ u1 ∈ Cτ1
g1
((X, d),C), u2 ∈ Cτ2

g2
((X, d),C)

}
⊆ Cτ1τ2

τ1g2+τ2g1
((X, d),C),

and for each c > 0,

(7.48)
{1
u

∣∣∣ u ∈ Cτ1
g1
((X, d),C), u(x) ≥ c for each x ∈ X

}
⊆ Cc−1

c−2g1
((X, d),C).

The following corollary follows immediately from Lemma 7.14. We leave the proof to
the readers.

Corollary 7.15. Let (X, d) be a metric space, and α ∈ (0, 1] a constant. Then for all
Hölder continuous functions u, v ∈ C0,α((X, d),C), we have u, v ∈ C0,α((X, d),C) with

‖uv‖C0,α(X,d) ≤ ‖u‖C0,α(X,d) ‖v‖C0,α(X,d) ,

and if, in addition, |u(x)| ≥ c, for each x ∈ X, for some constant c > 0, then 1
u
∈

C0,α((X, d),C) with ∥∥∥∥
1

u

∥∥∥∥
C0,α(X,d)

≤ 1

c
+

1

c2
‖u‖C0,α(X,d) .

Lemma 7.16. Let f , C, d, α satisfy the Assumptions. Assume in addition that f(C) ⊆ C.
Let φ ∈ C0,α(S2, d) be a real-valued Hölder continuous function with an exponent α, and
µφ denote the unique equilibrium state for f and φ. Given arbitrary c ∈ {b,w} and
u ∈ C(X0). Then ∫

X0
c

u dµφ =
∑

c′∈{b,w}

∫

X0
c′

L(n)

φ̃,c′,c
(u) dµφ.

for each n ∈ N.
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Proof. We denote a function v ∈ B(S2) by

v(x) :=

{
u(x) if x ∈ inte(X0

c ),

0 otherwise.

We choose a pointwise increasing sequence of continuous non-negative functions τi ∈
C(S2), i ∈ N, such that lim

i→+∞
τi(x) = 1inte(X0

c ) for all x ∈ S2. Then {vτi}i∈N is a bounded

sequence of continuous functions on S2, convergent pointwise to v.
Fix n ∈ N. Since µφ(C) = 0 by [Li17, Proposition 5.39], then by (7.6), Proposi-

tion 3.11 (i) and (ii), and the Dominated Convergence Theorem, we get

∑

c′∈{b,w}

∫

X0
c′

L(n)

φ̃,c′,c
(u) dµφ =

∑

c′∈{b,w}

∫

X0
c′

∑

Xn∈Xn
c′

Xn⊆X0
c

(
eSnφ̃u

)(
(fn|Xn)−1(x)

)
dµφ(x)

=
∑

c′∈{b,w}

lim
i→+∞

∫

inte(X0
c′
)

∑

Xn∈Xn
c′

Xn⊆X0
c

(
eSnφ̃vτi

)(
(fn|Xn)−1(x)

)
dµφ(x)

=
∑

c′∈{b,w}

lim
i→+∞

∫

inte(X0
c′
)

Ln
φ̃
(vτi)(x) dµφ(x)

= lim
i→+∞

∫

S2

Ln
φ̃
(vτi) dµφ = lim

i→+∞

∫

S2

vτi d
(
L∗
φ̃

)n
(µφ)

= lim
i→+∞

∫

S2

vτi dµφ =

∫

S2

v dµφ =

∫

X0
c

u dµφ.

The proof is now complete. �

Lemma 7.17. Let f , C, d satisfy the Assumptions. Assume in addition that f(C) ⊆ C.
Given an abstract modulus of continuity g. Then for each α ∈ (0, 1], K ∈ (0,+∞), and
δ1 ∈ (0,+∞), there exist constants δ2 ∈ (0,+∞) and N ∈ N with the following property:
For all c ∈ {b,w}, ub ∈ C+∞

g (X0
b , d), uw ∈ C+∞

g (X0
w, d), and φ ∈ C0,α(S2, d), if

‖φ‖C0,α(S2,d) ≤ K, max
{
‖ub‖C0(X0

b
), ‖uw‖C0(X0

w)

}
≥ δ1, and

∫
X0

b

ub dµφ +
∫
X0

w

uw dµφ = 0

where µφ denotes the unique equilibrium state for f and φ, then
∥∥∥L(N)

φ̃,c,b
(ub) + L(N)

φ̃,c,w
(uw)

∥∥∥
C0(X0

c )
≤ max

{
‖ub‖C0(X0

b
), ‖uw‖C0(X0

w)

}
− δ2.

Proof. Fix arbitrary constants α ∈ (0, 1], K ∈ (0,+∞), and δ1 ∈ (0,+∞). Choose
ǫ > 0 small enough such that g(ǫ) < δ1

2
. Let n0 ∈ N be the smallest number such that

fn0
(
inte

(
X0

b

))
= S2 = fn0

(
inte

(
X0

w

))
.

By Lemma 3.15 (iv), there exists a number N ∈ N depending only on f , C, d, g, and
δ1 such that N ≥ 2n0 and for each z ∈ S2, we have UN−n0(z) ⊆ Bd(z, ǫ) (see (3.14)).
Fix arbitrary c ∈ {b,w}, φ ∈ C0,α(S2, d) with ‖φ‖C0,α(S2,d) ≤ K, and functions

ub ∈ C+∞
g (X0

b , d) and uw ∈ C+∞
g (X0

w, d) with max
{
‖ub‖C0(X0

b
), ‖uw‖C0(X0

w)

}
≥ δ1 and∫

X0
b

ub dµφ +
∫
X0

w

uw dµφ = 0. Without loss of generality, we assume that
∫
X0

b

ub dµφ ≤ 0
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and
∫
X0

w

uw dµφ ≥ 0. So we can choose points y1 ∈ X0
b and y2 ∈ X0

w in such a way that

ub(y1) ≤ 0 and uw(y2) ≥ 0.
We denote

M := max
{
‖ub‖C0(X0

b
), ‖uw‖C0(X0

w)

}
.

We fix a point x ∈ X0
c . Since f

N
(
UN−n0(y1)∩X0

b

)
= S2, there exists y ∈ f−N(x)∩X0

b

such that y ∈ UN−n0(y1) ⊆ Bd(y1, ǫ). Since M ≥ δ1,

ub(y) ≤ ub(y1) + g(ǫ) <
δ1
2

≤M − δ1
2
.

Choose XN
y ∈ XN

c such that y ∈ XN
y ⊆ X0

b . Denote wXN := (fN |XN )−1(x) for each

XN ∈ XN
c . So by Lemma 7.11, we have

L(N)

φ̃,c,b
(ub)(x) + L(N)

φ̃,c,w
(uw)(x)

= ub(y)e
SN φ̃(y) +

∑

XN∈XN
c \{XN

y }

XN⊆X0
b

ub(wXN )eSN φ̃(wXN ) +
∑

XN∈XN
c

XN⊆X0
w

uw(wXN )eSN φ̃(wXN )

≤
(
M − δ1

2

)
exp
(
SN φ̃(y)

)
+M

∑

XN∈XN
c \{XN

y }

exp
(
SN φ̃(wXN )

)

=M
∑

XN∈XN
c

exp
(
SN φ̃(wXN )

)
− δ1

2
exp
(
SN φ̃(y)

)

=M − δ1
2
exp
(
SN φ̃(y)

)
.

Similarly, there exists z ∈ f−N(x) ∩X0
w such that z ∈ UN−n0(y2) ⊆ Bd(y2, ǫ) and

L(N)

φ̃,c,b
(ub)(x) + L(N)

φ̃,c,w
(uw)(x) ≥ −M +

δ1
2
exp
(
SN φ̃(z)

)
.

Hence we get
∥∥∥L(N)

φ̃,c,b
(ub) + L(N)

φ̃,c,w
(uw)

∥∥∥
C0(X0

c )
≤M − δ1

2
inf
{
exp
(
SN φ̃(w)

) ∣∣w ∈ S2
}
.

By (7.22) in Lemma 7.12 with T := 1, the definition of M above, and (2.8), we have
∥∥∥L(N)

φ̃,c,b
(ub) + L(N)

φ̃,c,w
(uw)

∥∥∥
C0(X0

c )
≤ max

{
‖ub‖C0(X0

b
), ‖uw‖C0(X0

w)

}
− δ2

with

δ2 :=
δ1
2
exp(−N(C13K + |log(deg f)|)),

where C13 is a constant from Lemma 7.12 depending only on f , C, d, and α. Therefore
the constant δ2 depends only on f , C, d, α, g, K, and δ1. �

Theorem 7.18. Let f : S2 → S2 be an expanding Thurston map with a Jordan curve
C ⊆ S2 satisfying f(C) ⊆ C and post f ⊆ C. Let d be a visual metric on S2 for f with
expansion factor Λ > 1 and α ∈ (0, 1] be a constant. Let H, Hb, and Hw be bounded
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subsets of C0,α(S2, d), C0,α
(
X0

b , d
)
, and C0,α

(
X0

w, d
)
, respectively (with respect to Hölder

norms). Then for all c ∈ {b,w}, φ ∈ H, ub ∈ Hb, and uw ∈ Hw, we have

(7.49) lim
n→+∞

∥∥∥L(n)

φ̃,c,b
(ub) + L(n)

φ̃,c,w
(uw)

∥∥∥
C0(X0

c )
= 0,

where the pair of functions ub ∈ C0,α
(
X0

b , d
)
and uw ∈ C0,α

(
X0

w, d
)
are given by

ub := ub −
∫

X0
b

ub dµφ −
∫

X0
w

uw dµφ and uw := uw −
∫

X0
b

ub dµφ −
∫

X0
w

uw dµφ

with µφ denoting the unique equilibrium state for f and φ.
Moreover, the convergence in (7.49) is uniform in φ ∈ H, ub ∈ Hb, and uw ∈ Hw.

Proof. Without loss of generality, we assume that H 6= ∅, Hb 6= ∅, and Hw 6= ∅. Define
constants K := sup

{
‖φ‖C0,α(S2,d)

∣∣φ ∈ H
}
∈ [0,+∞) and Kc := sup

{
‖uc‖C0,α(X0

b
,d)

∣∣ uc ∈
Hc

}
∈ [0,+∞) for c ∈ {b,w}. Define for each n ∈ N0,

an := sup

{∥∥∥L(n)

φ̃,c,b
(ub) + L(n)

φ̃,c,w
(uw)

∥∥∥
C0(X0

c )

∣∣∣∣ c ∈ {b,w}, φ ∈ H, ub ∈ Hb, uw ∈ Hw

}
.

Note that by Definition 7.2, a0 ≤ 2Kb + 2Kw < +∞.
By (7.8) in Lemma 7.3 and (7.21) in Lemma 7.11, for all n ∈ N0, φ ∈ H , c ∈ {b,w},

vb ∈ C(X0
b ), and vw ∈ C(X0

w), we have
∥∥∥L(n+1)

φ̃,c,b
(vb) + L(n+1)

φ̃,c,w
(vw)

∥∥∥
C0(X0

c ,d)
=

∥∥∥∥
∑

c′∈{b,w}

L(1)

φ̃,c,c′

(
L(n)

φ̃,c′,b
(vb) + L(n)

φ̃,c′,w
(vw)

)∥∥∥∥
C0(X0

c ,d)

≤max

{∥∥∥L(n)

φ̃,c′,b
(vb) + L(n)

φ̃,c′,w
(vw)

∥∥∥
C0(X0

c′
,d)

∣∣∣∣ c′ ∈ {b,w}
}
.

So {an}n∈N0 is a non-increasing sequence of non-negative real numbers.
Suppose now that lim

n→+∞
an =: a∗ > 0. By Lemma 7.11, (7.34) in Lemma 7.13 with

a := 1 and b := 0, (7.40), (7.37), and (7.2), we get that L(n)

φ̃,c,b
(ub) + L(n)

φ̃,c,w
(uw) ∈

C
2(Kb+Kw)
g (X0

c , d), for each c ∈ {b,w} and each pair of ub ∈ Hb and uw ∈ Hw, with
an abstract modulus of continuity g given by g(t) := 2(C0(Kb +Kw) + 2(Kb +Kw)A)t

α,
t ∈ [0,+∞), where the constant A > 1 is given by

A := (1 + 2T )
2C0

1− Λ−α
exp

(
C0T

1− Λ−α

(
diamd(S

2)
)α
)
,

and T := (2s0 + 1)C13K exp(2s0C14K). Here the constant C0 > 1 depending only on f ,
d, and C comes from Lemma 3.22, and C13 > 1, C14 > 0 are constants from Lemma 7.12
depending only on f , C, d, and α. So g and A both depend only on f , C, d, α, H , Hb,
and Hw. By Lemma 7.16,

∑

c∈{b,w}

∫

X0
c

(
L(n)

φ̃,c,b
(ub) + L(n)

φ̃,c,w
(uw)

)
dµφ =

∫

X0
b

ub dµφ +

∫

X0
w

uw dµφ = 0.
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By (7.8) in Lemma 7.3, (7.21) in Lemma 7.11, and applying Lemma 7.17 with f , C, d, g,
α, K, and δ1 :=

a∗
2
> 0, we find constants N ∈ N and δ2 > 0 such that

∥∥∥∥L
(N+n)

φ̃,c,b
(ub) + L(N+n)

φ̃,c,w
(uw)

∥∥∥∥
C0(X0

c )

=

∥∥∥∥
∑

c′∈{b,w}

L(N)

φ̃,c,c′

(
L(n)

φ̃,c′,b
(ub) + L(n)

φ̃,c′,w
(uw)

)∥∥∥∥
C0(X0

c )

≤max

{∥∥∥L(n)

φ̃,c′,b
(ub) + L(n)

φ̃,c′,w
(uw)

∥∥∥
C0(X0

c′
)

∣∣∣∣ c′ ∈ {b,w}
}
− δ2

≤an − δ2,

for each n ∈ N0, each c ∈ {b,w}, each φ ∈ H , and each pair ub ∈ Hb and uw ∈ Hw

satisfying

(7.50) max

{∥∥∥L(n)

φ̃,c′,b
(ub) + L(n)

φ̃,c′,w
(uw)

∥∥∥
C0(X0

c′
)

∣∣∣∣ c′ ∈ {b,w}
}

≥ a∗
2
.

Since lim
n→+∞

an = a∗, we can fix m ≥ 1 large enough so that am ≤ a∗ +
δ2
2
. Then for

each c ∈ {b,w}, each φ ∈ H , and each pair ub ∈ Hb and uw ∈ Hw satisfying (7.50) with
n := m, we have

∥∥∥L(N+m)

φ̃,c,b
(ub) + L(N+m)

φ̃,c,w
(uw)

∥∥∥
C0(X0

c )
≤ am − δ2 ≤ a∗ −

δ2
2
.

On the other hand, by (7.21) in Lemma 7.11, for all φ ∈ H , ub ∈ Hb, and uw ∈ Hw with

max

{∥∥∥L(m)

φ̃,c′,b
(ub) + L(m)

φ̃,c′,w
(uw)

∥∥∥
C0(X0

c′
)

∣∣∣∣ c′ ∈ {b,w}
}
<
a∗
2
,

the following holds for each c ∈ {b,w}:
∥∥∥L(N+m)

φ̃,c,b
(ub) + L(N+m)

φ̃,c,w
(uw)

∥∥∥
C0(X0

c )
<
a∗
2
.

Thus aN+m ≤ max
{
a∗ − δ2

2
, a∗

2

}
< a∗, contradicting the fact that {an}n∈N0 is a non-

increasing sequence and the assumption that lim
n→+∞

an = a∗ > 0. This proves the uniform

convergence in (7.49). �

Theorem 7.19. Let f : S2 → S2 be an expanding Thurston map with a Jordan curve
C ⊆ S2 satisfying f(C) ⊆ C and post f ⊆ C. Let d be a visual metric on S2 for f with
expansion factor Λ > 1. Let α ∈ (0, 1] be a constant and H be a bounded subsets of
C0,α(S2, d). Then there exists a constant ρ1 ∈ (0, 1) depending on f , C, d, α, and H such
that the following property is satisfied:

For all φ ∈ H, n ∈ N0, c ∈ {b,w}, ub ∈ C0,α
(
X0

b , d
)
, and uw ∈ C0,α

(
X0

w, d
)
, we have

(7.51)
∥∥∥L(n)

φ̃,c,b
(ub) + L(n)

φ̃,c,w
(uw)

∥∥∥
C0(X0

c )
≤ 6ρn1 max

{
‖ub‖C0,α(X0

b
,d) , ‖uw‖C0,α(X0

w,d)

}
,

where ub ∈ C0,α
(
X0

b , d
)
and uw ∈ C0,α

(
X0

w, d
)
are given by

ub := ub −
∫

X0
b

ub dµφ −
∫

X0
w

uw dµφ and uw := uw −
∫

X0
b

ub dµφ −
∫

X0
w

uw dµφ
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with µφ denoting the unique equilibrium state for f and φ. In particular,
∥∥∥L(n)

φ̃,c,b
(ub) + L(n)

φ̃,c,w
(uw)

∥∥∥
C0(X0

c )

≤
∣∣∣∣
∫

X0
b

ub dµφ +

∫

X0
w

uw dµφ

∣∣∣∣ + 6ρn1 max
{
‖ub‖C0,α(X0

b
,d) , ‖uw‖C0,α(X0

w,d)

}
.(7.52)

Proof. Without loss of generality, we assume that H 6= ∅. Define a constant

(7.53) K := sup
{
‖φ‖C0,α(S2,d)

∣∣φ ∈ H
}
∈ [0,+∞).

Denote, for each c ∈ {b,w},

Hc :=
{
vc ∈ C0,α

(
X0

c , d
) ∣∣∣ ‖vc‖C0,α(X0

c ,d)
≤ 3
}
.

The equation (7.52) follows immediately from the equation (7.51), the triangle inequa-

lity, and the fact that L(1)

φ̃,c,b

(
1X0

b

)
+ L(1)

φ̃,c,w

(
1X0

w

)
= 1X0

c
by (7.6) and Lemma 7.11. So it

suffices to establish (7.51).
We first consider the special case when ub ∈ Hb and uw ∈ Hw.
By (7.34) in Lemma 7.13 with s := 1, (7.20) in Lemma 7.11, and (7.53), for all j ∈ N,

c ∈ {b,w}, φ ∈ H , ub ∈ Hb, and uw ∈ Hw, we have
∣∣∣∣
∑

c′∈{b,w}

L(j)

φ̃,c,c′
(uc′)

∣∣∣∣
α, (X0

c ,d)

≤ C0

Λαj

∑

c′∈{b,w}

|uc′|α, (X0
c′
,d) + A0

∑

c′∈{b,w}

∥∥∥L(j)

φ̃,c,c′
(|uc′|)

∥∥∥
C0(X0

c )

≤6C0

Λαj
+ A0

∑

c′∈{b,w}

‖uc′‖C0(X0
c′
) ≤ C17,(7.54)

where the constant C17 is given by C17 := 6C0+12A0, the constant A0 := A0

(
f, C, d,K, α

)
>

2 defined in (7.40) from Lemma 7.13 depends only on f , C, d, H , and α, and the constant
C0 > 1 from Lemma 3.22 depends only on f , C, and d. Thus C17 > 1 depends only on f ,
C, d, and H .
So by (7.8) in Lemma 7.3, (7.34) in Lemma 7.13 with s := 1, (7.54), and (7.20) in

Lemma 7.11, we get that for all k ∈ N,

∣∣∣L(k+j)

φ̃,c,b
(ub) + L(k+j)

φ̃,c,w
(uw)

∣∣∣
α, (X0

c ,d)
≤

∑

c′∈{b,w}

∣∣∣L(k)

φ̃,c,c′

(
L(j)

φ̃,c′,b
(ub) + L(j)

φ̃,c′,w
(uw)

)∣∣∣
α, (X0

c ,d)

(7.55)

≤
∑

c′∈{b,w}

(
C0

Λαk

∣∣∣L(j)

φ̃,c′,b
(ub) + L(j)

φ̃,c′,w
(uw)

∣∣∣
α, (X0

c′
,d)

+ A0L(k)

φ̃,c,c′

(∣∣∣L(j)

φ̃,c′,b
(ub) + L(j)

φ̃,c′,w
(uw)

∣∣∣
))

≤ 2C0C17

Λαk
+ A0

∑

c′∈{b,w}

∥∥∥L(j)

φ̃,c′,b
(ub) + L(j)

φ̃,c′,w
(uw)

∥∥∥
C0(X0

c′
)
.

By Theorem 7.18, we can choose N0 ∈ N with the property that

(7.56)
2C0C17

Λαj
≤ 1

8
and (1 + A0)

∥∥∥L(j)

φ̃,c,b
(ub) + L(j)

φ̃,c,w
(uw)

∥∥∥
C0(X0

c )
≤ 1

8
,
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for all j ∈ N with j ≥ N0, c ∈ {b,w}, φ ∈ H , ub ∈ Hb, and uw ∈ Hw. We fix N0 ∈ N to
be the smallest integer with this property. So N0 depends only on f , C, d, α, and H .
For each m ∈ N, each c ∈ {b,w}, each φ ∈ H , and each pair of functions ub ∈ Hb and

uw ∈ Hw, we denote

(7.57) vm,c := L(2N0m)

φ̃,c,b
(ub) + L(2N0m)

φ̃,c,w
(uw).

Then by (7.55) and (7.56), the function vm,c ∈ C0,α
(
X0

c , d
)
satisfies

‖vm,c‖C0,α(X0
c ,d)

≤ 3

8
.

So 2vm,c ∈ Hc. We also note that by Lemma 7.16,

∑

c∈{b,w}

∫

X0
c

vm,c dµφ =
∑

c∈{b,w}

∑

c′∈{b,w}

∫

X0
c

L(2N0m)

φ̃,c,c′
(uc′) dµφ =

∑

c′∈{b,w}

∫

X0
c′

uc′ dµφ = 0.

Next, we prove by induction that for each m ∈ N, each φ ∈ H , and each pair of
functions ub ∈ Hb and uw ∈ Hw, we have

(7.58) max
{
‖vm,b‖C0,α(X0

b
,d) , ‖vm,w‖C0,α(X0

w,d)

}
≤ 3
(1
2

)m
.

We have already shown that (7.58) holds for m = 1.
Assume that (7.58) holds for m = j for some j ∈ N, then 2jvj,b ∈ Hb and 2jvj,w ∈ Hw.

By (7.8) in Lemma 7.3, for each c ∈ {b,w}, we have

2jvj+1,c = L(2N0)

φ̃,c,b

(
2jvj,b

)
+ L(2N0)

φ̃,c,w

(
2jvj,w

)
.

Thus
∥∥2jvj+1,c

∥∥
C0,α(X0

c ,d)
≤ 3

8
< 1

2
. So

∥∥vj+1,c

∥∥
C0,α(X0

c ,d)
≤
(
1
2

)j+1
< 3
(
1
2

)j+1
.

The induction is now complete.

Then by (7.8) in Lemma 7.3, (7.21) in Lemma 7.11, (7.57), and (7.58), the following
holds for all j ∈ N, m ∈ N0, c ∈ {b,w}, φ ∈ H , ub ∈ Hb, and uw ∈ Hw:

∥∥∥L(j+2N0m)

φ̃,c,b
(ub) + L(j+2N0m)

φ̃,c,w
(uw)

∥∥∥
C0(X0

c )
=

∥∥∥∥
∑

c′∈{b,w}

L(j)

φ̃,c,c′

(
L(2N0m)

φ̃,c′,b
(ub) + L(2N0m)

φ̃,c′,w
(uw)

)∥∥∥∥
C0(X0

c )

≤ max

{∥∥∥L(2N0m)

φ̃,c′,b
(ub) + L(2N0m)

φ̃,c′,w
(uw)

∥∥∥
C0(X0

c′
)

∣∣∣∣ c′ ∈ {b,w}
}

≤ 3
(1
2

)m
.

Hence for each n ∈ N0,

(7.59)
∥∥∥L(n)

φ̃,c,b
(ub) + L(n)

φ̃,c,w
(uw)

∥∥∥
C0(X0

c )
≤ 3
(1
2

)⌊ n
2N0

⌋

≤ 6ρn1 ,

where the constant

ρ1 := 2
− 1

2N0

depends only on f , C, d, α, and H .
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Finally, we consider the general case. For each pair of functions wb ∈ C0,α
(
X0

b , d
)
and

ww ∈ C0,α
(
X0

w, d
)
, we denote

M := max
{
‖wb‖C0,α(X0

b
,d) , ‖ww‖C0,α(X0

w,d)

}
,

wb := wb −
∫

X0
b

wb dµφ −
∫

X0
w

ww dµφ, ww := ww −
∫

X0
b

wb dµφ −
∫

X0
w

ww dµφ.

Let ub := 1
M
wb and uw := 1

M
ww. Then clearly ub ∈ Hb, uw ∈ Hw, ub = 1

M
wb, and

uw = 1
M
ww. Therefore, by (7.59), for each n ∈ N0, each φ ∈ H , and each c ∈ {b,w},

∥∥∥L(n)

φ̃,c,b

(wb

M

)
+ L(n)

φ̃,c,w

(ww

M

)∥∥∥
C0(X0

c )
≤ 6ρn1 .

Now (7.51) follows. This completes the proof. �

Remark 7.20. For φ ∈ C0,α(S2, d), the existence of the spectral gap for the split Ruelle
operator Lφ̃ on C0,α

(
X0

b , d
)
×C0,α

(
X0

w, d
)
follows immediately from (7.14) in Lemma 7.7,

Theorem 7.19, and Lemma 7.13 (ii).

Finally, we establish the following lemma that will be used in Section 8.

Lemma 7.21. Let f , C, d, α, φ, s0 satisfy the Assumptions. Assume in addition f(C) ⊆
C. Then for all n ∈ N and s ∈ C satisfying |ℜ(s)| ≤ 2s0 and |ℑ(s)| ≥ 1, we have

(7.60)
∣∣∣
∣∣∣
∣∣∣Ln

s̃φ

∣∣∣
∣∣∣
∣∣∣
[ℑ(s)]

α
≤ 4A0,

and more generally,

(7.61)
∥∥∥
(
L(n)

s̃φ,c,b
(ub) + L(n)

s̃φ,c,w
(uw)

)m∥∥∥
[ℑ(s)]

C0,α(X0
c ,d)

≤ (3m+ 1)A0

for all m ∈ N, c ∈ {b,w}, ub ∈ C0,α
((
X0

b , d
)
,C
)
, and uw ∈ C0,α

((
X0

w, d
)
,C
)
satisfying

(7.62) ‖ub‖[ℑ(s)]

C0,α(X0
b
,d)

≤ 1 and ‖uw‖[ℑ(s)]

C0,α(X0
w,d)

≤ 1.

Here A0 = A0

(
f, C, d, |φ|α, (S2,d) , α

)
≥ 2C0 > 2 is a constant from Lemma 7.13 depending

only on f , C, d, |φ|α, (S2,d), and α, and C0 > 1 is a constant depending only on f , C, and
d from Lemma 3.22.

Proof. Fix n,m ∈ N, c ∈ {b,w}, and s = a + ib with a, b ∈ R satisfying |a| ≤ 2s0 and
|b| ≥ 1. Choose arbitrary ub ∈ C0,α

((
X0

b , d
)
,C
)
and uw ∈ C0,α

((
X0

w, d
)
,C
)
satisfying

(7.62). We denote M :=
∥∥∥L(n)

s̃φ,c,b
(ub) + L(n)

s̃φ,c,w
(uw)

∥∥∥
C0(X0

c )
. By (7.21) in Lemma 7.11, we

have M ≤ 1.
We then observe that for each Hölder continuous function v ∈ C0,α((X, d0),C) on a

compact metric space (X, d0), we have |vm|α, (X,d0) ≤ m‖v‖m−1
C0(X) |v|α, (X,d0). Thus we get
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from (7.34) in Lemma 7.13, (7.20) in Lemma 7.11, (7.62), and the observation above that
∥∥∥
(
L(n)

s̃φ,c,b
(ub) + L(n)

s̃φ,c,w
(uw)

)m∥∥∥
[b]

C0,α(X0
c ,d)

=Mm +
1

|b|
∣∣∣
(
L(n)

s̃φ,c,b
(ub) + L(n)

s̃φ,c,w
(uw)

)m∣∣∣
α, (X0

c ,d)

≤ 1 +
mMm−1

|b|
∣∣∣L(n)

s̃φ,c,b
(ub) + L(n)

s̃φ,c,w
(uw)

∣∣∣
α, (X0

c ,d)

≤ 1 +m
C0

Λαn

∑

c′∈{b,w}

‖uc′‖[b]C0,α(X0
c′
,d)

+mA0

∑

c′∈{b,w}

∥∥∥L(n)

ãφ,c,c′
(|uc′|)

∥∥∥
C0(X0

c )

≤ 1 + 2mC0 +mA0

(
‖ub‖C0(X0

b
) + ‖uw‖C0(X0

w)

)
≤ (3m+ 1)A0,

where C0 > 1 is a constant depending only on f , C, and d from Lemma 3.22, and the last
inequality follows from the fact that A0 ≥ 2C0 > 2 (see Lemma 7.13).
The inequality (7.61) is now established, and (7.60) follows from (7.15) in Lemma 7.7

and (7.61). �

8. Bound the zeta function with the operator norm

In this section, we bound the dynamical zeta function ζσA△
,−φ◦π△ using some bounds of

the operator norm of L−sφ, for an expanding Thurston map f with some forward invariant
Jordan curve C and an eventually positive real-valued Hölder continuous potential φ.
Subsection 8.1 focuses on Proposition 8.1, which provides a bound of the dynamical

zeta function ζσA△
,−φ◦π△ for the symbolic system

(
Σ+
A△
, σA△

)
asscociated to f in terms of

the operator norms of Ln−sφ, n ∈ N and s ∈ C in some vertical strip with |ℑ(s)| large
enough. The idea of the proof originated from D. Ruelle [Rue90]. In Subsection 8.2, we
establish in Theorem 8.3 an exponential decay bound on the operator norm

∣∣∣∣∣∣
L

n
−sφ
∣∣∣∣∣∣
α
of

L

n
−sφ, n ∈ N, assuming the bound stated in Theorem 8.2. Theorem 8.2 will be proved at

the end of Subsection 9.3. Combining the bounds in Proposition 8.1 and Theorem 8.3,
we give a proof of Theorem 1.5 in Subsection 8.3. Finally in Subsection 8.4, we deduce
Theorem 1.6 from Theorem 1.3 following the ideas from [PoSh98] using basic complex
analysis.

8.1. Ruelle’s estimate.

Proposition 8.1. Let f , C, d, Λ, α, φ, s0 satisfy the Assumptions. We assume in
addition that f(C) ⊆ C and no 1-tile in X1(f, C) joins opposite sides of C. Let

(
Σ+
A△
, σA△

)

be the one-sided subshift of finite type associated to f and C defined in Proposition 3.38,
and let π△ : Σ

+
A△

→ S2 be defined in (3.35).
Then for each δ > 0 there exists a constant Dδ > 0 such that for all integers n ≥ 2 and

k ∈ N, we have
(8.1) ∑

Xk∈Xk(f,C)

max
c∈{b,w}

∥∥L(k)

−sφ,c,Xk(1Xk)
∥∥
C0,α(X0

c ,d)
≤ Dδ|ℑ(s)|Λ−α exp(k(δ + P (f,−ℜ(s)φ)))
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and
∣∣∣∣Z

(n)
σA△

,−φ◦π△(s)−
∑

c∈{b,w}

∑

X1∈X1(f,C)
X1⊆X0

c

L(n)

−sφ,c,X1(1X1)(xX1)

∣∣∣∣(8.2)

≤ Dδ|ℑ(s)|
n∑

m=2

∣∣∣∣∣∣
L

n−m
−sφ

∣∣∣∣∣∣
α

( 1

Λα
exp(δ + P (f,−ℜ(s)φ))

)m

for any choice of a point xX1 ∈ inte(X1) for each X1 ∈ X1(f, C), and for all s ∈ C with

|ℑ(s)| ≥ 2s0 + 1 and |ℜ(s)− s0| ≤ s0, where Z
(n)
σA△

,−φ◦π△(s) is defined in (3.36).

Proof. Fix the integer n ≥ 2.
We first choose xXn ∈ Xn for each n-tile Xn ∈ Xn in the following way. If Xn ⊆

fn(Xn), then let xXn be the unique point in Xn∩P1,fn (see Lemma 3.20 and Lemma 3.21);
otherwise Xn must be a black n-tile contained in the white 0-tile, or a white n-tile contai-
ned in the black 0-tile, in which case we choose an arbitrary point xXn ∈ inte(Xn). Next,
for each i ∈ N0 with i ≤ n−1, and each X i ∈ Xi, we fix an arbitrary point xXi ∈ inte(X i).
By (7.6) and our construction, we get that for all s ∈ C, c ∈ {b,w}, and Xn ∈ Xn with

Xn ⊆ X0
c ,

(8.3) L(n)
−sφ,c,Xn(1Xn)(xXn) =

{
exp(−sSnφ(xXn)) if Xn ⊆ fn(Xn),

0 otherwise.

It is easy to check that by (8.3), the function Z
(n)
σA△

,−φ◦π△(s) defined in (3.36) satisfies

(8.4) Z
(n)
σA△

,−φ◦π△(s) =
∑

c∈{b,w}

∑

Xn∈Xn

Xn⊆X0
c

L(n)
−sφ,c,Xn(1Xn)(xXn).

Thus by the triangle inequality, we get

∣∣∣∣Z
(n)
σA△

,−φ◦π△(s)−
∑

c∈{b,w}

∑

X1∈X1

X1⊆X0
c

L(n)
−sφ,c,X1(1X1)(xX1)

∣∣∣∣

(8.5)

≤
n∑

m=2

∑

c∈{b,w}

∣∣∣∣
∑

Xm−1∈Xm−1

Xm−1⊆X0
c

L(n)
−sφ,c,Xm−1(1Xm−1)(xXm−1)−

∑

Xm∈Xm

Xm⊆X0
c

L(n)
−sφ,c,Xm(1Xm)(xXm)

∣∣∣∣

≤
n∑

m=2

∑

c∈{b,w}

∑

Xm−1∈Xm−1

Xm−1⊆X0
c

∣∣∣∣L
(n)

−sφ,c,Xm−1(1Xm−1)(xXm−1)−
∑

Xm∈Xm

Xm⊆Xm−1

L(n)
−sφ,c,Xm(1Xm)(xXm)

∣∣∣∣.
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Note that for all s ∈ C, 2 ≤ m ≤ n, c ∈ {b,w}, and Xm−1 ∈ Xm−1 with Xm−1 ⊆ X0
c ,

by (7.6),

L(n)

−sφ,c,Xm−1(1Xm−1)(xXm−1) =
∑

Xn∈Xn
c

Xn⊆Xm−1

exp
(
−sSnφ

(
(fn|Xn)−1(xXm−1)

))

=
∑

Xm∈Xm

Xm⊆Xm−1

∑

Xn∈Xn
c

Xn⊆Xm

exp
(
−sSnφ

(
(fn|Xn)−1(xXm−1)

))
(8.6)

=
∑

Xm∈Xm

Xm⊆Xm−1

L(n)
−sφ,c,Xm(1Xm)(xXm−1).

Hence by (8.5), (8.6), and (7.9), we get
∣∣∣∣Z

(n)
σA△

,−φ◦π△(s)−
∑

c∈{b,w}

∑

X1∈X1

X1⊆X0
c

L(n)
−sφ,c,X1(1X1)(xX1)

∣∣∣∣

≤
n∑

m=2

∑

c∈{b,w}

∑

Xm−1∈Xm−1

Xm−1⊆X0
c

∑

Xm∈Xm

Xm⊆Xm−1

∣∣L(n)
−sφ,c,Xm(1Xm)(xXm−1)−L(n)

−sφ,c,Xm(1Xm)(xXm)
∣∣

≤
n∑

m=2

∑

c∈{b,w}

∑

Xm−1∈Xm−1

Xm−1⊆X0
c

∑

Xm∈Xm

Xm⊆Xm−1

∥∥L(n)
−sφ,c,Xm(1Xm)

∥∥
C0,α(X0

c ,d)
d(xXm−1 , xXm)α.

Note that by (7.9),

L(m)
−sφ,c,Xm(1Xm) ∈ C0,α

((
X0

c , d
)
,C
)

for s ∈ C, m ∈ N, c ∈ {b,w}, Xm ∈ Xm, and that by Lemma 3.15 (ii),

d(xXm−1 , xXm) ≤ diamd(X
m−1) ≤ CΛ−m+1.

Here C ≥ 1 is a constant from Lemma 3.15 depending only on f , C, and d. So by (7.8)
in Lemma 7.3 and (7.15) in Lemma 7.7,

∣∣∣∣Z
(n)
σA△

,−φ◦π△(s)−
∑

c∈{b,w}

∑

X1∈X1

X1⊆X0
c

L(n)
−sφ,c,X1(1X1)(xX1)

∣∣∣∣(8.7)

≤
n∑

m=2

∑

Xm∈Xm

∣∣∣∣∣∣
L

n−m
−sφ

∣∣∣∣∣∣
α

(
max

c′∈{b,w}

∥∥L(m)
−sφ,c′,Xm(1Xm)

∥∥
C0,α(X0

c′
,d)

)
CαΛα(1−m).

We now give an upper bound for
∑

Xm∈Xm

max
c′∈{b,w}

∥∥L(m)
−sφ,c′,Xm(1Xm)

∥∥
C0,α(X0

c′
,d)
.

Fix an arbitrary point y ∈ C \ post f .
Consider arbitrary s ∈ C with |ℜ(s) − s0| ≤ s0, m ∈ N, Xm

b ∈ Xm
b , X

m
w ∈ Xm

w ,
Xm ∈ Xm, xb, x

′
b ∈ X0

b , xw, x
′
w ∈ X0

w, and c, c′ ∈ {b,w} with c 6= c′. By (7.6), Lemma 3.22,
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Lemma 3.15 (ii), we have

(8.8) L(m)
−sφ,c′,Xm

c

(
1Xm

c

)
(xc′) = 0,

and ∣∣∣L(m)
−sφ,c′,Xm

c′
(1Xm

c′
)(xc′)

∣∣∣ =
∣∣∣exp

(
−sSmφ

(
(fm|Xm

c′
)−1(xc′)

))∣∣∣

= exp
(
−ℜ(s)Smφ

(
(fm|Xm

c′
)−1(y)

))exp(−ℜ(s)Smφ((fm|Xm
c′
)−1(xc′)))

exp(−ℜ(s)Smφ((fm|Xm
c′
)−1(y)))

(8.9)

≤ exp
(
−ℜ(s)Smφ

(
(fm|Xm

c′
)−1(y)

))
exp
(
ℜ(s)C1

(
diamd

(
X0

c′

))α)

≤ exp
(
−ℜ(s)Smφ

(
(fm|Xm

c′
)−1(y)

))
exp(ℜ(s)CαC1),

where C1 > 0 is a constant from Lemma 3.24 depending only on f , C, d, φ, and α.
Hence by (8.8) and (8.9), we get

(8.10)
∥∥∥L(m)

−sφ,c′,Xm(1Xm)
∥∥∥
C0(X0

c′
)
≤ exp

(
−ℜ(s)Smφ

(
(fm|Xm)−1(y)

))
exp (ℜ(s)CαC1) .

By (7.6),

(8.11) L(m)
−sφ,c′,Xm

c

(
1Xm

c

)
(xc′)− L(m)

−sφ,c′,Xm
c

(
1Xm

c

)
(x′c′) = 0.

By (7.6) and Lemma 7.1 with T := 2s0 |φ|α, (S2,d),
∣∣∣∣∣∣
1−

L(m)
−sφ,c′,Xm

c′
(1Xm

c′
)(xc′)

L(m)
−sφ,c′,Xm

c′
(1Xm

c′
)(x′c′)

∣∣∣∣∣∣
=
∣∣∣1− exp

(
−s
(
Smφ

(
(fm|Xm

c′
)−1(xc′)

))
− Smφ

(
(fm|Xm

c′
)−1(x′c′)

))))∣∣∣

≤ C10 |sφ|α, (S2,d) d(xc′, x
′
c′)
α = C10|s| |φ|α, (S2,d) d(xc′ , x

′
c′)
α,

where the constant C10 = C10(f, C, d, α, T ) > 1 depends only on f , C, d, α, and φ in our
context.
Thus by (8.9),

∣∣L(m)
−sφ,c′,Xm

c′
(1Xm

c′
)(xc′)− L(m)

−sφ,c′,Xm
c′
(1Xm

c′
)(x′c′)

∣∣

≤

∣∣∣∣∣∣
1−

L(m)
−sφ,c′,Xm

c′
(1Xm

c′
)(xc′)

L(m)
−sφ,c′,Xm

c′
(1Xm

c′
)(x′c′)

∣∣∣∣∣∣
∣∣L(m)

−sφ,c′,Xm
c′
(1Xm

c′
)(x′c′)

∣∣

≤ 4−1C11|s|d(xc′, x′c′)α exp
(
−ℜ(s)Smφ

(
(fm|Xm

c′
)−1(y)

))
,

where we define the constant

(8.12) C11 := max
{
2, 4C10 |φ|α, (S2,d)

}
exp (2s0C

αC1)

depending only on f , C, d, α, and φ.
So we get

(8.13)
∣∣L(m)

−sφ,c′,Xm
c′
(1Xm

c′
)
∣∣
α, (X0

c′
,d)

≤ 4−1C11|s| exp
(
−ℜ(s)Smφ

(
(fm|Xm

c′
)−1(y)

))
.
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Thus by (8.11) and (8.13), we have

(8.14)
∣∣L(m)

−sφ,c′,Xm(1Xm)
∣∣
α, (X0

c′
,d)

≤ 4−1C11|s| exp
(
−ℜ(s)Smφ

(
(fm|Xm)−1(y)

))
.

Hence by (8.10) and (8.14), for all m ∈ N, Xm ∈ Xm, s ∈ C, and c′ ∈ {b,w} satisfying

|ℑ(s)| ≥ 2s0 + 1 and |ℜ(s)− s0| ≤ s0,

we have

(8.15)
∥∥L(m)

−sφ,c′,Xm(1Xm)
∥∥
C0,α(X0

c′
,d)

≤ C11|ℑ(s)| exp
(
−ℜ(s)Smφ

(
(fm|Xm)−1(y)

))
.

So by (8.15) and the fact that y ∈ C, we get

∑

Xm∈Xm

max
c′∈{b,w}

∥∥L(m)
−sφ,c′,Xm(1Xm)

∥∥
C0,α(X0

c′
,d)

≤ C11|ℑ(s)|
∑

Xm∈Xm

exp
(
−ℜ(s)Smφ

(
(fm|Xm)−1(y)

))
(8.16)

= 2C11|ℑ(s)|Lm−ℜ(s)φ(1S2)(y).

We construct a sequence of continuous functions pm : R → R, m ∈ N, as

(8.17) pm(a) :=
(
Lm−aφ(1S2)(y)

) 1
m .

By Corollary 3.30, the function a 7→ pm(a) − eP (f,−aφ) converges to 0 as m tends to
+∞, uniformly in a ∈ [0, 2s0]. Recall that a 7→ P (f,−aφ) is continuous in a ∈ R (see
for example, [PrU10, Theorem 3.6.1]). Thus by (8.16), there exists a constant C12 > 0
depending only on f , C, d, α, φ, and δ such that for all m ∈ N and s ∈ C with |ℑ(s)| ≥
2s0 + 1 and |ℜ(s)− s0| ≤ s0,

∑

Xm∈Xm

max
c′∈{b,w}

∥∥L(m)
−sφ,c′,Xm(1Xm)

∥∥
C0,α(X0

c′
,d)

(8.18)

≤ 2C11|ℑ(s)|(pm(ℜ(s)))m ≤ C12|ℑ(s)|em(δ+P (f,−ℜ(s)φ)).

Combining (8.7) with the above inequality, we get for all s ∈ C with |ℑ(s)| ≥ 2s0 + 1
and |ℜ(s)− s0| ≤ s0,

∣∣∣∣Z
(n)
σA△

,−φ◦π△(s)−
∑

c∈{b,w}

∑

X1∈X1

X1⊆X0
c

L(n)

−sφ,c,X1(1X1)(xX1)

∣∣∣∣

≤ Dδ|ℑ(s)|
n∑

m=2

∣∣∣∣∣∣
L

n−m
−sφ

∣∣∣∣∣∣
α

( 1

Λα
exp(δ + P (f,−ℜ(s)φ))

)m
,

where Dδ := CαC12Λ
α > C12 > 0 is a constant depending only on f , C, d, φ, α, and δ.

Inequality (8.1) now follows from (8.18) and DδΛ
−α ≥ C12. �
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8.2. Operator norm. The following theorem is one of the main estimates we need to
prove in this paper.

Theorem 8.2. Let f : S2 → S2 be an expanding Thurston map with a Jordan curve
C ⊆ S2 satisfying f(C) ⊆ C and post f ⊆ C. Let d be a visual metric on S2 for f with
expansion factor Λ > 1, and φ ∈ C0,α(S2, d) be an eventually positive real-valued Hölder
continuous function with an exponent α ∈ (0, 1] that satisfies the α-strong non-integrability
condition. Let s0 ∈ R be the unique positive real number satisfying P (f,−s0φ) = 0.
Then there exist constants ι ∈ N, a0 ∈ (0, s0], b0 ∈ [2s0 + 1,+∞), and ρ ∈ (0, 1) such

that for each c ∈ {b,w}, each n ∈ N, each s ∈ C with |ℜ(s) − s0| ≤ a0 and |ℑ(s)| ≥ b0,
and each pair of functions ub ∈ C0,α

((
X0

b , d
)
,C
)
and uw ∈ C0,α

((
X0

w, d
)
,C
)
satisfying

‖ub‖[ℑ(s)]

C0,α(X0
b
,d)

≤ 1 and ‖uw‖[ℑ(s)]

C0,α(X0
w,d)

≤ 1, we have

(8.19)

∫

X0
c

∣∣∣L(nι)

−̃sφ,c,b
(ub) + L(nι)

−̃sφ,c,w
(uw)

∣∣∣
2

dµ−s0φ ≤ ρn.

Here µ−s0φ denotes the unique equilibrium state for the map f and the potential −s0φ.
We will prove the above theorem at the end of Section 9. Assuming Theorem 8.2, we

can establish the following theorem.

Theorem 8.3. Let f : S2 → S2 be an expanding Thurston map with a Jordan curve
C ⊆ S2 satisfying f(C) ⊆ C and post f ⊆ C. Let d be a visual metric on S2 for f with
expansion factor Λ > 1, and φ ∈ C0,α(S2, d) be an eventually positive real-valued Hölder
continuous function with an exponent α ∈ (0, 1] that satisfies the α-strong non-integrability
condition. Let s0 ∈ R be the unique positive real number satisfying P (f,−s0φ) = 0.
Then there exists a constant D′ = D′(f, C, d, α, φ) > 0 such that for each ǫ > 0, there

exist constants δǫ ∈ (0, s0), b̃ǫ ≥ 2s0 + 1, and ρǫ ∈ (0, 1) with the following property:

For each n ∈ N and all s ∈ C satisfying |ℜ(s)− s0| < δǫ and |ℑ(s)| ≥ b̃ǫ, we have

(8.20)
∣∣∣∣∣∣
L

n
−sφ
∣∣∣∣∣∣
α
≤ D′|ℑ(s)|1+ǫρnǫ .

Proof. Fix an arbitrary number ǫ > 0. Let ι ∈ N, a0 ∈ (0, s0], b0 ∈ [2s0 + 1,+∞), and
ρ ∈ (0, 1) be constants from Theorem 8.2 depending only on f , C, d, α, and φ.
We choose ι0 ∈ N to be the smallest integer satisfying 1

2ι0
< ǫ, ι0 ≥ 2, and ι0

ι
∈ N.

Denote

(8.21) γ := − logmax
{
ρ
ι0
2ι , ρ

1
2
1 , Λ

−α
}
> 0,

where ρ1 := ρ1
(
f, C, d, α,H

)
∈ (0, 1), with H :=

{
−̃tφ

∣∣ t ∈ R, |t − s0| ≤ a0
}
a bounded

subset of C0,α(S2, d), is a constant from Theorem 7.19 depending only on f , C, d, and α
in our context here.
We define

(8.22) ρǫ := exp
(
− γ

32ι0

)
∈ (0, 1),

and

(8.23) b̃ǫ := max
{
eι0γ , (21A2

0)
2ι0 , 2s0 + 1

}
> e.
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Here A0 = A0

(
f, C, d, |φ|α, (S2,d) , α

)
> 2 is a constant from Lemma 7.13 depending only

on f , C, d, |φ|α, (S2,d), and α.

Moreover, note that by (3.27),

∥∥−̃aφ − −̃s0φ
∥∥
C0(S2)

≤ |a− s0|‖φ‖C0(S2) + |P (f,−aφ)− P (f,−s0φ)|+ 2‖ log u−aφ − log u−s0φ‖C0(S2).

Since the function t 7→ P (f, tφ) is continuous (see for example, [PrU10, Theorem 3.6.1]),
P (f,−s0φ) = 0, and the map t 7→ utφ is continuous in C0,α(S2, d) equipped with the
uniform norm ‖ · ‖C0(S2) by Corollary 3.29, we can choose δǫ ∈ (0, a0) sufficiently small so
that if a ∈ [s0 − δǫ, s0 + δǫ], then

(8.24) |P (f,−aφ)| ≤ − log ρǫ and
∥∥−̃aφ − −̃s0φ

∥∥
C0(S2)

≤ logmin
{
ρ−

1
2ι , ρ

− 1
2

1

}
.

Fix an arbitrary number s = a + ib ∈ C with a, b ∈ R satisfying |a − s0| ≤ δǫ
and |b| ≥ b̃ǫ, and fix an arbitrary pair of complex-valued Hölder continuous functi-

ons ub ∈ C0,α
((
X0

b , d
)
,C
)
and uw ∈ C0,α

((
X0

w, d
)
,C
)
satisfying ‖ub‖[b]C0,α(X0

b
,d)

≤ 1 and

‖uw‖[b]C0,α(X0
w,d)

≤ 1.

We denote by m ∈ N the smallest integer satisfying

(8.25) mι0γ ≥ 2 log|b| ≥ 0.

Then m ≥ 2 by (8.23).
We first note that by (7.6), the Cauchy–Schwartz inequality, Lemma 7.11, (7.52) in

Theorem 7.19, Theorem 8.2, (7.61) in Lemma 7.21, and (8.24), and by denoting Lc′ :=∣∣L(mι0)

−̃sφ,c′,b
(ub) + L(mι0)

−̃sφ,c′,w
(uw)

∣∣, we have for each c ∈ {b,w} and each x ∈ X0
c ,

( ∑

c′∈{b,w}

L(mι0)

−̃aφ,c,c′

(∣∣L(mι0)

−̃sφ,c′,b
(ub) + L(mι0)

−̃sφ,c′,w
(uw)

∣∣
)
(x)

)2

=

( ∑

c′∈{b,w}

∑

X∈X
mι0
c

X∈X0
c′

(
e

1
2
Smι0 −̃aφ+

1
2
Smι0 (−̃aφ−−̃s0φ) · e 1

2
Smι0 −̃s0φLc′

)((
fmι0|X

)−1
(x)
))2

≤
( ∑

c′∈{b,w}

L(mι0)

−̃aφ,c,c′

(
emι0‖−̃aφ−−̃s0φ‖C0(S2)

)
(x)

)( ∑

c′∈{b,w}

L(mι0)

−̃s0φ,c,c′
(
L2
c′

)
(x)

)

≤ emι0‖−̃aφ−−̃s0φ‖C0(S2)

(
6ρmι01 max

c′∈{b,w}

∥∥L2
c′

∥∥
C0,α(X0

c′
,d)

+
∑

c′∈{b,w}

∫

X0
c′

L2
c′ dµ−s0φ

)

≤ 42A0ρ
1
2
mι0

1 |b|+ 2ρ
ι0
2ι
m.
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Combining with (8.25), (8.21), and the fact that ι0 ≥ 2 and A0 > 2, we get
∥∥∥∥
∑

c′∈{b,w}

L(mι0)

−̃aφ,c,c′

(∣∣∣L(mι0)

−̃sφ,c′,b
(ub) + L(mι0)

−̃sφ,c′,w
(uw)

∣∣∣
)∥∥∥∥

C0(X0
c )

≤
(
42A0|b|−2+1 + 2|b|−

2
ι0

) 1
2 ≤ 7A0|b|−

1
ι0 ,(8.26)

for each c ∈ {b,w}.
Thus by (7.11), (7.14), (7.8), and (8.26), we get that for each c ∈ {b,w},
∥∥∥πc
(
L

2mι0
−̃sφ

(ub, uw)
)∥∥∥

C0(X0
c )
=

∥∥∥∥
∑

c′∈{b,w}

L(mι0)

−̃sφ,c,c′

(
L(mι0)

−̃sφ,c′,b
(ub) + L(mι0)

−̃sφ,c′,w
(uw)

)∥∥∥∥
C0(X0

c )

≤
∥∥∥∥
∑

c′∈{b,w}

L(mι0)

−̃aφ,c,c′

(∣∣∣L(mι0)

−̃sφ,c′,b
(ub) + L(mι0)

−̃sφ,c′,w
(uw)

∣∣∣
)∥∥∥∥

C0(X0
c )

(8.27)

≤ 7A0|b|−
1
ι0 .

By (7.11), (7.14), (7.34) in Lemma 7.13, Lemma 7.21, (8.26), (8.25), and (8.21), we
have for each c ∈ {b,w},

1

|b|
∣∣∣πc
(
L

2mι0
−̃sφ

(ub, uw)
)∣∣∣
α, (X0

c ,d)

=
1

|b|

∣∣∣∣
∑

c′∈{b,w}

L(mι0)

−̃sφ,c,c′

(
L(mι0)

−̃sφ,c′,b
(ub) + L(mι0)

−̃sφ,c′,w
(uw)

)∣∣∣∣
α, (X0

c ,d)

≤
∑

c′∈{b,w}

C0

Λαmι0

∥∥∥L(mι0)

−̃sφ,c′,b
(ub) + L(mι0)

−̃sφ,c′,w
(uw)

∥∥∥
[b]

C0,α(X0
c′
,d)

(8.28)

+
∑

c′∈{b,w}

A0

∥∥∥L(mι0)

−̃aφ,c,c′

(∣∣∣L(mι0)

−̃sφ,c′,b
(ub) + L(mι0)

−̃sφ,c′,w
(uw)

∣∣∣
)∥∥∥

C0(X0
c )

≤ 8A0
C0

Λαmι0
+ A0

(
7A0|b|−

1
ι0

)
≤ 7A2

0|b|−2 + 7A2
0|b|−

1
ι0 ≤ 14A2

0|b|−
1
ι0 ,

where C0 > 1 is a constant depending only on f , C, and d from Lemma 3.22, and
A0 ≥ 2C0 > 2 (see Lemma 7.13).
Hence for each n ∈ N, by choosing k ∈ N0 and r ∈ {0, 1, . . . , 2mι0 − 1} with n =

2mι0k+ r, we get from (8.27), (8.28), Definition 7.6, and (7.60) in Lemma 7.21 that since

|b| ≥ b̃ǫ and m ≥ 2,

∣∣∣
∣∣∣
∣∣∣Ln−̃sφ

∣∣∣
∣∣∣
∣∣∣
α
≤|b|

∣∣∣
∣∣∣
∣∣∣L2mι0k+r

−̃sφ

∣∣∣
∣∣∣
∣∣∣
[b]

α
≤ |b|

(∣∣∣
∣∣∣
∣∣∣L2mι0

−̃sφ

∣∣∣
∣∣∣
∣∣∣
[b]

α

)k ∣∣∣
∣∣∣
∣∣∣Lr−̃sφ

∣∣∣
∣∣∣
∣∣∣
[b]

α

≤4A0|b|
(
7A0|b|−

1
ι0 + 14A2

0|b|−
1
ι0

)k
≤ 4A0|b|1−

k
2ι0(8.29)

≤4A0|b|1+
1

2ι0
−

2mι0k+r
2ι0

1
2mι0 ≤ 4A0|b|1+

1
2ι0 |b|−

n

4mι2
0
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≤4A0|b|1+ǫe
−

n log|b|

8(m−1)ι2
0 ≤ 4A0|b|1+ǫρ2nǫ ,

where the last inequality follows from (8.22) and the fact that m is the smallest integer
satisfying (8.25).

We now turn the upper bound for
∣∣∣
∣∣∣
∣∣∣Ln−̃sφ

∣∣∣
∣∣∣
∣∣∣
α
in (8.29) into a bound for

∣∣∣∣∣∣
L

n
−sφ
∣∣∣∣∣∣
α
.

By (7.15), (7.18), (7.25) in Lemma 7.12, and Corollary 7.15, we get

∣∣∣∣∣∣
L

n
−sφ
∣∣∣∣∣∣
α
= sup

{ ∥∥∑
c∈{b,w} L

(n)
−sφ,c′,c(vc)

∥∥
C0,α(X0

c′
,d)

max
{
‖vc‖C0,α(X0

c ,d)

∣∣ c ∈ {b,w}
}
}

≤enP (f,−aφ) ‖u−aφ‖C0,α(S2,d) sup

{∥∥∑
c∈{b,w} L

(n)

−̃sφ,c′,c

(
vc/u−aφ

)∥∥
C0,α(X0

c′
,d)

max
{
‖vc‖C0,α(X0

c ,d)

∣∣ c ∈ {b,w}
}

}

≤enP (f,−aφ) ‖u−aφ‖C0,α(S2,d)

∣∣∣
∣∣∣
∣∣∣Ln−̃sφ

∣∣∣
∣∣∣
∣∣∣
α
sup

{
max

{
‖vc/u−aφ‖C0,α(X0

c ,d)

∣∣ c ∈ {b,w}
}

max
{
‖vc‖C0,α(X0

c ,d)

∣∣ c ∈ {b,w}
}

}

≤enP (f,−aφ) ‖u−aφ‖C0,α(S2,d)

∣∣∣
∣∣∣
∣∣∣Ln−̃sφ

∣∣∣
∣∣∣
∣∣∣
α

∥∥∥ 1

u−aφ

∥∥∥
C0,α(S2,d)

≤enP (f,−aφ) ‖u−aφ‖C0,α(S2,d)

∣∣∣
∣∣∣
∣∣∣Ln−̃sφ

∣∣∣
∣∣∣
∣∣∣
α

1

exp(−2C15)

(
1 + ‖u−aφ‖C0,α(S2,d)

)

≤
∣∣∣
∣∣∣
∣∣∣Ln−̃sφ

∣∣∣
∣∣∣
∣∣∣
α
e2C15

(
1 + ‖u−aφ‖C0,α(S2,d)

)2
exp(nP (f,−aφ)),

where the suprema are taken over all vb ∈ C0,α
((
X0

b , d
)
,C
)
, vw ∈ C0,α

((
X0

w, d
)
,C
)
, and

c′ ∈ {b,w} with ‖vb‖C0(X0
b
)‖vw‖C0(X0

w) 6= 0. Here the constant C15 = C15(f, C, d, α, T,K),

with T := 2s0 and K := |φ|α, (S2,d) > 0, is defined in (7.26) in Lemma 7.12 and depends

only on f , C, d, α, and |φ|α, (S2,d) in our context.

Combining the above inequality with (8.29), (8.23), (8.24), and (7.24) in Lemma 7.12,

we get that if a ∈ (s0 − δǫ, s0 + δǫ) and |b| ≥ b̃ǫ, then
∣∣∣∣∣∣
L

n
−sφ
∣∣∣∣∣∣
α
≤ 4A0|b|1+ǫρ2nǫ ρ−nǫ e2C15

(
1 + ‖u−aφ‖C0,α(S2,d)

)2 ≤ D′|b|1+ǫρnǫ ,

where D′ := 4A0e
2C15
(
8
s0|φ|α, (S2,d)C0

1−Λ−α L + 2
)2(

e2C15
)2
> 1, which depends only on f , C, d,

α, and φ. �

8.3. Proof of Theorem 1.5. Using Proposition 8.1 and Theorem 8.3, we can get the
following bound for the zeta function ζσA△

,−φ◦π△ (c.f. (3.37)).

Proposition 8.4. Let f , C, d, Λ, α, φ, s0 satisfy the Assumptions. We assume in
addition that φ satisfies the α-strong non-integrability condition, and that f(C) ⊆ C and
no 1-tile in X1(f, C) joins opposite sides of C. Then for each ǫ > 0 there exist constants

C̃ǫ > 0 and ãǫ ∈ (0, s0) such that

(8.30)

∣∣∣∣
+∞∑

n=1

1

n
Z

(n)
σA△

,−φ◦π△(s)

∣∣∣∣ ≤ C̃ǫ|ℑ(s)|2+ǫ
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for all s ∈ C with |ℜ(s) − s0| < ãǫ and |ℑ(s)| ≥ b̃ǫ, where b̃ǫ ≥ 2s0 + 1 is a constant
depending only on f , C, d, α, φ, and ǫ defined in Theorem 8.3.

Recall Z
(n)
σA△

,−φ◦π△(s) defined in (3.36).

Proof. Let δ := 1
3
log(Λα) > 0.

Since t 7→ P (f,−tφ) is continuous on R (see for example, [PrU10, Theorem 3.6.1]), we
fix ãǫ ∈ (0, δǫ) ⊆ (0, s0) such that |P (f,−tφ)| < 1

3
log(Λα) for each t ∈ R with |t−s0| < ãǫ,

where δǫ ∈ (0, s0) is a constant defined in Theorem 8.3 depending only on f , C, d, α, φ,
and ǫ.
Fix an arbitrary point xX1 ∈ inte(X1) for each X1 ∈ X1. By Lemma 7.3, Lemma 7.7,

and (8.1) in Proposition 8.1, for each n ≥ 2 and each s ∈ C with |ℜ(s)−s0| < ãǫ, we have
∣∣∣∣
∑

c∈{b,w}

∑

X1∈X1

X1⊆X0
c

L(n)

−sφ,c,X1(1X1)(xX1)

∣∣∣∣

≤
∑

c∈{b,w}

∑

X1∈X1

X1⊆X0
c

∣∣∣∣
∑

c′∈{b,w}

L(n−1)
−sφ,c,c′

(
L(1)

−sφ,c′,X1(1X1)
)
(xX1)

∣∣∣∣(8.31)

≤
∣∣∣∣∣∣
L

n−1
−sφ
∣∣∣∣∣∣
α

∑

c∈{b,w}

∑

X1∈X1

X1⊆X0
c

max
c′∈{b,w}

∥∥L(1)

−sφ,c′,X1(1X1)
∥∥
C0,α(X0

c′
,d)

≤
∣∣∣∣∣∣
L

n−1
−sφ
∣∣∣∣∣∣
α
Dδ|ℑ(s)|Λ−α exp(δ + P (f,−ℜ(s)φ)),

where Dδ > 0 is a constant depending only on f , C, d, α, φ, and δ from Proposition 8.1.
Hence by (3.36), Proposition 8.1, (8.31), Theorem 8.3, and the choices of δ and ãǫ

above, we get that for each s ∈ C with |ℜ(s)− s0| < ãǫ and |ℑ(s)| ≥ b̃ǫ,

+∞∑

n=2

1

n

∣∣∣Z(n)
σA△

,−φ◦π△(s)
∣∣∣ ≤

+∞∑

n=2

1

n

(∣∣∣∣
∑

c∈{b,w}

∑

X1∈X1

X1⊆X0
c

L(n)

−sφ,c,X1(1X1)(xX1)

∣∣∣∣

+

∣∣∣∣Z
(n)
σA△

,−φ◦π△(s)−
∑

c∈{b,w}

∑

X1∈X1

X1⊆X0
c

L(n)

−sφ,c,X1(1X1)(xX1)

∣∣∣∣
)

≤
+∞∑

n=2

1

n

(∣∣∣∣∣∣
L

n−1
−sφ
∣∣∣∣∣∣
α
Dδ|ℑ(s)|Λ−α

3 +Dδ|ℑ(s)|
n∑

m=2

∣∣∣∣∣∣
L

n−m
−sφ

∣∣∣∣∣∣
α
Λ−mα

3

)

≤|ℑ(s)|2+ǫ
+∞∑

n=2

D′

n
Dδ

n∑

m=1

ρn−mǫ Λ−mα
3

≤D′Dδ|ℑ(s)|2+ǫ
+∞∑

n=2

ρ̃nǫ ≤ D′Dδ

1− ρ̃ǫ
|ℑ(s)|2+ǫ,
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where the constant ρ̃ǫ := max
{
ρǫ, Λ

− 1
3
α
}
< 1 depends only on f , C, d, α, φ, and ǫ. Here

constants D′ ∈ (0, s0) and ρǫ ∈ (0, 1) are from Theorem 8.3 depending only on f , C, d, α,
φ, and ǫ.
Therefore, by (3.36) and Proposition 3.35 (i), we have

∣∣∣∣
+∞∑

n=1

1

n
Z

(n)
σA△

,−φ◦π△(s)

∣∣∣∣ ≤
∣∣∣Z(1)

σA△
,−φ◦π△(s)

∣∣∣+
+∞∑

n=2

1

n

∣∣∣Z(n)
σA△

,−φ◦π△(s)
∣∣∣ ≤ C̃ǫ|ℑ(s)|2+ǫ

for all s ∈ C with |ℜ(s)− s0| < ãǫ and |ℑ(s)| ≥ b̃ǫ, where the constant

C̃ǫ := D′Dδ(1− ρ̃ǫ)
−1 + 2deg f exp

(
2s0‖φ‖C0(S2)

)

depends only on f , C, d, α, φ, and ǫ. �

It follows immediately from the above proposition that ζσA△
,−φ◦π△(s) has a non-vanishing

holomorphic extension across the vertical line ℜ(s) = s0 for high frequency. In order to
verify Theorem 1.5, we just need to establish the holomorphic extension for low frequency.

Proof of Theorem 1.5. In this proof, for s ∈ C and r ∈ R, B(s, r) denotes the open ball
in C.
For an arbitrary number t ∈ R, by Proposition 3.44 (i), we have

(8.32) P (σA△
,−tφ ◦ π△) = 0 if and only if t = s0.

Fix an arbitrary number θ ∈ (0, 1). By [PP90, Theorem 4.5, Propositions 4.6, 4.7,
and 4.8] and the discussion preceding them in [PP90], the exponential of the topological
pressure exp(P (σA△

, ·)) as a function on C0,1
(
Σ+
A△
, dθ
)
can be extended to a new function

(still denoted by exp(P (σA△
, ·))) with the following properties:

(1) The domain dom(exp(P (σA△
, ·))) of exp(P (σA△

, ·)) is an nonempty open subset of
C0,1

((
Σ+
A△
, dθ
)
,C
)
.

(2) The function s 7→ exp(P (σA△
,−sφ ◦ π△)) is a holomorphic map from an open

neighborhood U ⊆ C of s to C if −sφ ◦ π△ ∈ dom(exp(P (σA△
, ·))) .

(3) If ψ ∈ dom(exp(P (σA△
, ·))) and η := ψ + c+ 2πiM + u− u ◦ σA△

for some c ∈ C,
M ∈ C

(
Σ+
A△
,Z
)
, and u ∈ C0,1

((
Σ+
A△
, dθ
)
,C
)
, then η ∈ dom(exp(P (σA△

, ·))) and
exp(P (σA△

, η)) = ec exp(P (σA△
, ψ)).

We first show that s0 is not an accumulation point of zeros of the function s 7→ 1 −
exp(P (σA△

,−sφ ◦ π△)). We argue by contradiction and assume otherwise. Then by
Property (2) above, exp(P (σA△

,−sφ ◦ π△)) = 1 for all s in a neighborhood of s0. This
contradicts with (8.32).
Thus by [PP90, Theorem 5.5 (ii) and Theorem 5.6 (b), (c)], we can choose ϑ0 > 0 small

enough such that ζσA△
,−φ◦π△(s) has a non-vanishing holomorphic extension

(8.33)

ζσA△
,−φ◦π△(s) =

exp

(
+∞∑
n=1

1
n

∑
x∈P1,σn

A△

(
exp
(
−sSσA△

n (φ ◦ π△)(x)
)
− exp(nP (σA△

,−sφ ◦ π△))
))

1− exp(P (σA△
,−sφ ◦ π△))
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to B(s0, ϑ0) \ {s0}, and ζσA△
,−φ◦π△(s) has a pole at s = s0. Moreover, the numerator on

the right-hand side of (8.33) is a non-vanishing holomorphic function on B(s0, ϑ0).
Next, we show that ζσA△

,−φ◦π△(s) has a simple pole at s = s0. It suffices to show that
1 − exp(P (σA△

,−sφ ◦ π△)) has a simple zero at s = s0. Indeed, since φ is eventually
positive, we fix m ∈ N such that Sfmφ is strictly positive on S2 (see Definition 3.32). By
Proposition 3.44 (i), Theorem 3.23 (ii), and the fact that the equilibrium state µ−tφ for f
and −tφ is an f -invariant probability measure (see Theorem 3.23 (i) and Subsection 3.1),
we have for t ∈ R,

d

dt
(1− exp(P (σA△

,−tφ ◦ π△))) =
d

dt

(
1− eP (f,−tφ)

)
= −eP (f,−tφ) d

dt
P (f,−tφ)

=eP (f,−tφ)

∫
φ dµ−tφ =

eP (f,−tφ)

m

∫
Sfmφ dµ−tφ > 0.(8.34)

Hence by (8.34) and Property (2) above, we get that ζσA△
,−φ◦π△(s) has a simple pole at

s = s0.
We now show that for each b ∈ R \ {0}, there exists ϑb > 0 such that ζσA△

,−φ◦π△(s) has
a non-vanishing holomorphic extension to B(s0 + ib, ϑb).
By [PP90, Theorem 5.5 (ii) and Theorem 5.6], and the fact that dom(exp(P (σA△

, ·)))
is open and exp(P (σA△

, ·)) is continuous on dom(exp(P (σA△
, ·))) (see Properties (2) and

(3) above), we get that for each b ∈
[
−b̃ǫ, b̃ǫ

]
\ {0}, we can always choose ϑb > 0 such

that ζσA△
,−φ◦π△(s) has a non-vanishing holomorphic extension to B(s0 + ib, ϑb) unless the

following two conditions are both satisfied:

(i) −(s0 + ib)φ ◦ π△ = −s0φ ◦ π△ + ic+2πiM + u− u ◦ σA△
∈ dom(exp(P (σA△

, ·))) for
some c ∈ C, M ∈ C

(
Σ+
A△
,Z
)
and u ∈ C0,1

((
Σ+
A△
, dθ
)
,C
)
.

(ii) 1− exp(P (σA△
,−(s0 + ib)φ ◦ π△)) = 0.

We will show that conditions (i) and (ii) cannot be both satisfied. We argue by contra-
diction and assume that conditions (i) and (ii) are both satisfied. Then by Property (3)
above, c ≡ 0 (mod 2π). Thus by taking the imaginary part of both sides of the identity
in condition (i), we get that φ◦π△ = KM + τ − τ ◦σA△

for some K ∈ R, M ∈ C
(
Σ+
A△
,Z
)
,

and τ ∈ C0,1
((
Σ+
A△
, dθ
)
,C
)
. Then by Theorem 6.4, φ is co-homologous to a constant in

C(S2,R), a contradiction, establishing statement (i) in Theorem 1.5.
To verify statement (ii) in Theorem 1.5, we assume in addition that φ satisfies the

α-strong non-integrability condition.

Fix an arbitrary ǫ > 0. Let C̃ǫ > 0 and ãǫ ∈ (0, s0) be constants from Proposition 8.4,

and b̃ǫ ≥ 2s0 +1 be a constant from Theorem 8.3, all of which depend only on f , C, d, α,
φ, and ǫ. The inequality (1.7) follows immediately from (8.30) in Proposition 8.4.

Therefore, by the compactness of
[
−b̃ǫ, b̃ǫ

]
, we can choose ǫ̃0 ∈ (0, ãǫ) ⊆ (0, s0) small

enough such that ζσA△
,−φ◦π△(s) extends to a non-vanishing holomorphic function on the

closed half-plane {s ∈ C | ℜ(s) ≥ s0 − ǫ̃0} except for a simple pole at s = s0. �

8.4. Proof of Theorem 1.6. Following the ideas from [PoSh98], we convert the bounds
of the zeta function for an expanding Thurston map from Theorem 1.3 to a bound of its
logarithmic derivative.
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We first record a standard result from complex analysis (see [EE85, Theorem 4.2]) as
in [PoSh98, Section 2].

Lemma 8.5. Given z ∈ C, R > 0, and δ > 0. Let F : ∆ → C is a holomorphic function
on the closed disk ∆ :=

{
s ∈ C

∣∣ |s−z| ≤ R(1+δ)3
}
. Assume that F satisfies the following

two conditions:

(i) F (s) has no zeros on the subset
{
s ∈ C

∣∣ |s− z| ≤ R(1 + δ)2,ℜ(s) > ℜ(z)− R(1 + δ)
}
⊆ ∆.

(ii) There exists a constant U ≥ 0 depending only on z, R, δ, and F such that

log|F (s)| ≤ U + log|F (z)|
for all s ∈ ∆ with |s− z| ≤ R(1 + δ)3.

Then for each s ∈ ∆ with |s− z| ≤ R, we have
∣∣∣∣
F ′(s)

F (s)

∣∣∣∣ ≤
2 + δ

δ

(∣∣∣∣
F ′(z)

F (z)

∣∣∣∣+
(
2 + (1 + δ)−2

)
(1 + δ)

Rδ2
U

)
.

We will also need a version of the well-known Phragmén–Lindelöf theorem recorded
below. See [Ti39, Section 5.65] for the statement and proof of this theorem.

Theorem 8.6 (The Phragmén–Lindelöf Theorem). Given real numbers δ1 < δ2. Let
h(s) be a holomorphic function on the strip {s ∈ C | δ1 ≤ ℜ(s) ≤ δ2}. Assume that the
following conditions are satisfied:

(i) For each σ > 0, there exist real numbers Cσ > 0 and Tσ > 0 such that

|h(δ + it)| ≤ Cσe
σ|t|

for all δ, t ∈ R with δ1 ≤ δ ≤ δ2 and |t| ≥ Tσ.

(ii) There exist real numbers C0 > 0, T0 > 0, and k1, k2 ∈ R such that

|h(δ1 + it)| ≤ C0|t|k1 and |h(δ2 + it)| ≤ C0|t|k2
for all t ∈ R with |t| ≥ T0.

Then there exist real numbers D > 0 and T > 0 such that

|h(δ + it)| ≤ C|t|k(δ)

for all δ, t ∈ R with δ1 ≤ δ ≤ δ2 and |t| ≥ T , where k(δ) is the linear function of δ which
takes values k1, k2 for δ = δ1, δ2, respectively.

Assuming Theorem 1.3, we establish Theorem 1.6 as follows.

Proof of Theorem 1.6. We choose Nf ∈ N as in Remark 1.4. Note that P
(
f i,−s0Sfi φ

)
=

iP (f,−s0φ) = 0 for each i ∈ N (see for example, [Wal82, Theorem 9.8]). We observe that
by Lemma 3.17, it suffices to prove the case n = Nf = 1. In this case, F = f , Φ = φ,
and there exists a Jordan curve C ⊆ S2 satisfying f(C) ⊆ C, post f ⊆ C, and no 1-tile in
X1(f, C) joins opposite sides of C.
Let Cǫ, aǫ ∈ (0, s0), and bǫ ≥ 2s0 + 1 be constants from Theorem 1.3 depending only

on f , C, d, α, φ, and ǫ. We fix ǫ := 1 throughout this proof.
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Define R := aǫ
3
, β := bǫ +

aǫ
2
, and δ :=

(
3
2

) 1
3 − 1. Note that R(1 + δ)3 = aǫ

2
.

Fix an arbitrary z ∈ C with ℜ(z) = s0 +
aǫ
4
and |ℑ(z)| ≥ β. The closed disk

∆ :=
{
s ∈ C

∣∣ |s− z| ≤ R(1 + δ)3
}
=
{
s ∈ C

∣∣∣ |s− z| ≤ aǫ
2

}

is a subset of {s ∈ C | |ℜ(s)−s0| < aǫ, |ℑ(s)| ≥ bǫ}. Thus by Theorem 1.3, inequality (1.5)
holds for all s ∈ ∆, and the zeta function ζf,−φ has no zeros in ∆.
For each s ∈ ∆, by (1.5) in Theorem 1.3 and the fact that |ℑ(z)| ≥ β = bǫ +

aǫ
2
,

∣∣log
∣∣ζf,−φ(s)

∣∣− log
∣∣ζf,−φ(z)

∣∣∣∣ ≤ 2Cǫ

(
|ℑ(z)|+ aǫ

2

)3
≤ 24Cǫ|ℑ(z)|3 =: U.

Claim. For each a ∈ R with a > s0, there exists a real number K(a) > 0 depending
only on f , C, d, φ, and a such that

∣∣∣∣
ζ ′f,−φ(a + it)

ζf,−φ(a + it)

∣∣∣∣ ≤ K(a)

for all t ∈ R.
To establish the claim, we first fix an arbitrary a ∈ R with a > s0. By Corollary 3.34,

the topological pressure P (f,−aφ) < 0. It follows from Proposition 3.31 that there exist
numbers Na ∈ N and τa ∈ (0, 1) such that for each integer n ∈ N with n ≥ Na,∑

x∈P1,fn

exp(−aSnφ(x)) ≤ τna .

Since the zeta function ζf,−φ converges uniformly and absolutely to a non-vanishing ho-
lomorphic function on

{
s ∈ C

∣∣ℜ(s) ≥ a+s0
2

}
(see Proposition 3.44), we get from (3.37),

Theorem 3.19 (ii), and (3.10) that
∣∣∣∣
ζ ′f,−φ(a+ it)

ζf,−φ(a+ it)

∣∣∣∣ =
∣∣∣∣
+∞∑

n=1

1

n

∑

x∈P1,fn

(Snφ(x)) exp(−(a + it)Snφ(x))

∣∣∣∣

≤ ‖φ‖C0(S2)

+∞∑

n=1

∑

x∈P1,fn

exp(−aSnφ(x))

≤ ‖φ‖C0(S2)

( +∞∑

n=Na+1

τna +
Na∑

n=1

cardP1,fn

)

≤ K(a),

for all t ∈ R, where K(a) := ‖φ‖C0(S2)

(
1

1−τa
+Na+

∑Na
n=1(deg f)

n
)
is a constant depending

only on f , C, d, φ, and a. This establishes the claim.

Hence by Lemma 8.5, the claim with a := s0+
aǫ
4
, and the choices of U , R, and δ above,

we get that for all s ∈ ∆ with ℑ(s) = ℑ(z) and
∣∣ℜ(s)−

(
s0 +

aǫ
4

)∣∣ ≤ R = aǫ
3
, we have

(8.35)∣∣∣∣
ζ ′f,−φ(s)

ζf,−φ(s)

∣∣∣∣ ≤
2 + δ

δ

(
K
(
s0 +

aǫ
4

)
+

24Cǫ
(
2 + (1 + δ)−2

)
(1 + δ)

Rδ2
|ℑ(z)|3

)
≤ C19|ℑ(s)|3,
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where

C19 :=
2 + δ

δ

(
K
(
s0 +

aǫ
4

)
+

24Cǫ
(
2 + (1 + δ)−2

)
(1 + δ)

Rδ2

)

is a constant depending only on f , C, d, α, and φ. Recall that the only restriction on
ℑ(z) is that |ℑ(z)| ≥ β. Thus (8.35) holds for all s ∈ C with

∣∣ℜ(s)−
(
s0 +

aǫ
4

)∣∣ ≤ aǫ
3
and

|ℑ(s)| ≥ β.

By Theorem 1.3, h(s) :=
ζ′
f,−φ(s)
ζf,−φ(s)

+ 1
s−s0

is holomorphic on {s ∈ C | |ℜ(s) − s0| <
aǫ}. Applying the Phragmén–Lindelöf theorem (Theorem 8.6) to h(s) on the strip {s ∈
C | δ1 ≤ ℜ(s) ≤ δ2} with δ1 := s0 − aǫ

12
and δ2 := s0 +

aǫ
200

. It follows from (8.35) that
condition (i) of Theorem 8.6 holds. On the other hand, (8.35) and the claim above
guarantees condition (ii) of Theorem 8.6 with k1 := 3 and k2 := 0. Hence by Theorem 8.6,

there exist constants D̃ > 0 and b ≥ 2s0 + 1 depending only on f , C, d, α, and φ such
that

|h(s)| ≤ D̃|ℑ(s)| 12
for all s ∈ C with |ℜ(s)− s0| ≤ aǫ

200
and |ℑ(s)| ≥ b.

Therefore inequality (1.8) holds for all s ∈ C with |ℜ(s)−s0| ≤ aǫ
200

=: a and |ℑ(s)| ≥ b,

where a ∈ (0, s0), b ≥ 2s0 + 1, and D := D̃ + 1 are constants depending only on f , C, d,
α, and φ. �

9. The Dolgopyat cancellation estimate

We adapt the arguments of D. Dolgopyat [Dol98] in our metric-topological setting
aiming to prove Theorem 8.2 at the end of this section. In Subsection 9.1, we first give
a formulation of the α-strong non-integrability condition, α ∈ (0, 1], for our setting and
then show its independence on the choice of the Jordan curve C. In Subsection 9.2, a
consequence of the α-strong non-integrability condition that we will use in the remaining
part of this section is formulated in Proposition 9.5. We remark that it is crucial for
the arguments in Subsection 9.3 to have the same exponent α ∈ (0, 1] in both the lower
bound and the upper bound in (9.25). The definition of the Dolgopyat operator MJ,s,φ

in our context is given in Definition 9.7 after important constants in the construction are
carefully chosen. In Subsection 9.3, we adapt the cancellation arguments of D. Dolgopyat
to establish the l2-bound in Theorem 8.2.

9.1. Strong non-integrability.

Definition 9.1 (Strong non-integrability condition). Let f : S2 → S2 be an expanding
Thurston map and d be a visual metric on S2 for f . Given α ∈ (0, 1]. Let φ ∈ C0,α(S2, d)
be a real-valued Hölder continuous function with an exponent α.

(1) We say that φ satisfies the (C, α)-strong non-integrability condition (with respect
to f and d), for a Jordan curve C ⊆ S2 with post f ⊆ C, if there exist numbers
N0, M0 ∈ N, ε ∈ (0, 1), andM0-tiles Y

M0
b ∈ XM0

b (f, C), Y M0
w ∈ XM0

w (f, C) such that
for each c ∈ {b,w}, each integer M ≥ M0, and each M-tile X ∈ XM(f, C) with
X ⊆ Y M0

c , there exist two points x1(X), x2(X) ∈ X with the following properties:
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(i) min{d(x1(X), S2\X), d(x2(X), S2\X), d(x1(X), x2(X))} ≥ ε diamd(X), and

(ii) for each integer N ≥ N0, there exist two (N +M0)-tiles X
N+M0
c,1 , XN+M0

c,2 ∈
XN+M0(f, C) such that Y M0

c = fN
(
XN+M0

c,1

)
= fN

(
XN+M0

c,2

)
, and that

(9.1)
|SNφ(ς1(x1(X)))− SNφ(ς2(x1(X)))− SNφ(ς1(x2(X))) + SNφ(ς2(x2(X)))|

d(x1(X), x2(X))α
≥ ε,

where we write ς1 :=
(
fN
∣∣
X
N+M0
c,1

)−1

and ς2 :=
(
fN
∣∣
X
N+M0
c,2

)−1

.

(2) We say that φ satisfies the α-strong non-integrability condition (with respect to f
and d) if φ satisfies the (C, α)-strong non-integrability condition with respect to f
and d for some Jordan curve C ⊆ S2 with post f ⊆ C.

(3) We say that φ satisfies the strong non-integrability condition (with respect to f
and d) if φ satisfies the α′-strong non-integrability condition with respect to f and
d for some α′ ∈ (0, α].

For given f , d, and α as in Definition 9.1, if φ ∈ C0,α(S2, d) satisfies the (C, α)-strong
non-integrability condition for some Jordan curve C ⊆ S2 with post f ⊆ C, then we fix
the choices of N0, M0, ε, Y

M0
b , Y M0

w , x1(X), x2(X), XN+M0
b,1 , XN+M0

w,1 as in Definition 9.1,
and say that something depends only on f , d, α, and φ even if it also depends on some
of these choices.
We will see in the next lemma that the strong non-integrability condition is independent

of the Jordan curve C.
Lemma 9.2. Let f , d, α satisfies the Assumptions. Let C and Ĉ be Jordan curves on S2

with post f ⊆ C ∩ Ĉ. Let φ ∈ C0,α(S2, d) be a real-valued Hölder continuous function with

an exponent α. Given arbitrary integers n, n̂ ∈ N. Let F := fn and F̂ := f n̂ be iterates
of f . Then Φ := Sfnφ satisfies the (C, α)-strong non-integrability condition with respect to

F and d if and only if Φ̂ := Sfn̂φ satisfies the (Ĉ, α)-strong non-integrability condition with

respect to F̂ and d.
In particular, if φ satisfies the α-strong non-integrability condition with respect to f and

d, then it satisfies the (C, α)-strong non-integrability condition with respect to f and d.

Proof. Let Λ > 1 be the expansion factor of the visual metric d for f . Note that post f =

postF = post F̂ , and that it follows immediately from Lemma 3.15 that d is a visual
metric for both F and F̂ .
By Lemma 3.15 (ii) and (v), there exist numbers C20 ∈ (0, 1) and l ∈ N such that for

each m̂ ∈ N0, each X̂ ∈ Xm̂(F̂ , Ĉ), there exists X ∈ X⌈ m̂n̂
n

⌉+l(F, C) such that X ⊆ X̂ and

diamd(X) ≥ C20 diamd(X̂).
By symmetry, it suffices to show the forward implication in the first statement of

Lemma 9.2.
We assume that Φ satisfies the (C, α)-strong non-integrability condition with respect

to F and d. We use the choices of numbers N0, M0, ε, tiles Y
M0
b ∈ XM0

b (F, C), Y M0
w ∈

XM0
w (F, C), XN+M0

c,1 , XN+M0
c,2 ∈ XN+M0(F, C), points x1(X), x2(X), and functions ς1, ς2 as

in Definition 9.1 (with f and φ replaced by F and Φ, respectively).
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It follows from Lemma 3.15 (ii) and (v) again that we can choose an integer M̂0 ∈ N
large enough such that the following statements hold:

(1)
⌈
M̂0n̂
n

⌉
+ l ≥ M0.

(2) There exist M̂0-tiles Ŷ
M̂0
b ∈ XM̂0

b (F̂ , Ĉ) and Ŷ M̂0
w ∈ XM̂0

w (F̂ , Ĉ) such that Ŷ M̂0
b ⊆

inte
(
Y M0
b

)
and Ŷ M̂0

w ⊆ inte
(
Y M0
w

)
.

We define the following constants:

N̂0 :=

⌈
1

αn̂
logΛ

2 |φ|α, (S2,d)C0C
2α

(1− Λ−α)ε1+α(1− C20)

⌉
.(9.2)

ε̂ :=εC20 ∈ (0, ε).(9.3)

For each c ∈ {b,w}, each integer M̂ ≥ M̂0, and each M̂-tile X̂ ∈ XM̂(F̂ , Ĉ) with

X̂ ⊆ Ŷ M̂0
c , we denote M :=

⌈
M̂n̂
n

⌉
+ l ≥M0, and choose an M-tile X ∈ XM(F, C) with

(9.4) X ⊆ X̂ and diamd(X) ≥ C20 diamd(X̂).

Define, for each i ∈ {1, 2},
(9.5) x̂i(X̂) := xi(X).

We need to verify Properties (i) and (ii) in Definition 9.1 for the (Ĉ, α)-strong non-

integrability condition of Φ̂ with respect to F̂ and d.

Fix arbitrary c ∈ {b,w}, M̂ ∈ N, and X̂ ∈ XM̂(F̂ , Ĉ) with M̂ ≥ M̂0 and X̂ ⊆ Ŷ M̂0
c .

Property (i). By (9.4), (9.5), (9.3), and Property (i) for the (C, α)-strong non-integrability
condition of Φ with respect to F and d, we get

d(x̂1(X̂), x̂2(X̂))

diamd(X̂)
≥ d(x1(X), x2(X))

C−1
20 diamd(X)

≥ εC20 = ε̂,

and for each i ∈ {1, 2},
d(x̂i(X̂), S2 \ X̂)

diamd(X̂)
≥ d(xi(X), S2 \X)

C−1
20 diamd(X)

≥ εC20 = ε̂.

Property (ii). Fix an arbitrary integer N̂ ≥ N̂0. Choose an integer N ≥ N0 large

enough so that Nn > N̂n̂.
By Proposition 3.11 (i) and (vii), for each i ∈ {1, 2}, since FN maps XN+M0

c,i injectively

onto Y M0
c and Ŷ M̂0

c ⊆ inte
(
Y M0
c

)
, we have

ςi
(
Ŷ M̂0
c

)
∈ XM̂0n̂+Nn(f, Ĉ),

where ςi =
(
FN
∣∣
X
N+M0
c,i

)−1

. Define, for each i ∈ {1, 2},

X̂N̂+M̂0
c,i := fNn−N̂n̂

(
ςi
(
Ŷ M̂0
c

))
∈ XN̂n̂+M̂0n̂(f, Ĉ) = XN̂+M̂0(F̂ , Ĉ),

and write ς̂i =
(
F̂ N̂
∣∣
X̂
N̂+M̂0
c,i

)−1

=
(
f N̂n̂

∣∣
X̂
N̂+M̂0
c,i

)−1

. Note that fNn−N̂n̂ ◦ ςi = ς̂i.
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By (9.4), (9.5), Properties (i) and (ii) for the (C, α)-strong non-integrability condition
of Φ with respect to F and d, Lemma 3.22, Lemma 3.15 (ii), (9.2), and (9.3), we have∣∣∣SF̂

N̂
Φ̂(ς̂1(x̂1(X̂)))− SF̂

N̂
Φ̂(ς̂2(x̂1(X̂)))− SF̂

N̂
Φ̂(ς̂1(x̂2(X̂))) + SF̂

N̂
Φ̂(ς̂2(x̂2(X̂)))

∣∣∣
d(x̂1(X̂), x̂2(X̂))α

=

∣∣∣Sf
N̂n̂
φ(ς̂1(x1(X)))− Sf

N̂n̂
φ(ς̂2(x1(X)))− Sf

N̂n̂
φ(ς̂1(x2(X))) + Sf

N̂n̂
φ(ς̂2(x2(X)))

∣∣∣
d(x1(X), x2(X))α

≥

∣∣∣SfNnφ(ς1(x1(X)))− SfNnφ(ς2(x1(X)))− SfNnφ(ς1(x2(X))) + SfNnφ(ς2(x2(X)))
∣∣∣

d(x1(X), x2(X))α

−
∑

i∈{1,2}

∣∣∣Sf
Nn−N̂n̂

φ(ςi(x1(X)))− Sf
Nn−N̂n̂

φ(ςi(x2(X)))
∣∣∣

d(x1(X), x2(X))α

≥

∣∣∣SFNΦ(ς1(x1(X)))− SFNΦ(ς2(x1(X)))− SFNΦ(ς1(x2(X))) + SFNΦ(ς2(x2(X)))
∣∣∣

d(x1(X), x2(X))α

−
∑

i∈{1,2}

|φ|α, (S2,d)C0

1− Λ−α
· d
((
fNn−N̂n̂ ◦ ςi

)
(x1(X)),

(
fNn−N̂n̂ ◦ ςi

)
(x2(X))

)

εα(diamd(X))α

≥ ε−
∑

i∈{1,2}

|φ|α, (S2,d)C0

1− Λ−α
· diamd

((
fNn−N̂n̂ ◦ ςi

)
(X)

)

εα(diamd(X))α

≥ ε−
2 |φ|α, (S2,d)C0

1− Λ−α
· C

αΛ−α(Mn+Nn−(Nn−N̂n̂))

εαC−αΛ−αMn

≥ ε−
2 |φ|α, (S2,d)C0C

2α

(1− Λ−α)εα
Λ−αN̂0n̂ ≥ ε− ε(1− C20) = ε̂,

where C ≥ 1 is a constant from Lemma 3.15 and C0 > 1 is a constant from Lemma 3.22,
both of which depend only on f , C, and d.
The first statement of Lemma 9.2 is now established. The second statement is a special

case of the first statement. �

Proposition 9.3. Let f , d, α satisfy the Assumptions. Let φ ∈ C0,α(S2, d) be a real-
valued Hölder continuous function with an exponent α. If φ satisfies the α-strong non-
integrability condition (in the sense of Definition 9.1), then φ is non-locally integrable (in
the sense of Definition 6.3).

Proof. We argue by contradiction and assume that φ is locally integrable and satisfies the
α-strong non-integrability condition.
Let Λ > 1 be the expansion factor of d for f . We first fix a Jordan curve C ⊆ S2

containing post f . Then we fix N0, M0, Y
M0
b , and Y M0

w as in Definition 9.1. We choose

M := M0 and consider an arbitrary M-tile X ∈ XM(f, C) with X ⊆ Y M0
b . We fix

x1(X), x2(X) ∈ X satisfying Properties (i) and (ii) in Definition 9.1 (1). By Theorem 6.4,
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φ = K + β ◦ f − β for some constant K ∈ C and some Hölder continuous function
β ∈ C0,α((S2, d),C).
Then by Property (ii) in Definition 9.1 (1), for each N ≥ N0,

|β(ς1(x1(X)))− β(ς2(x1(X)))− β(ς1(x2(X))) + β(ς2(x2(X)))|
d(x1(X), x2(X))α

≥ ε > 0,

where ς1 :=
(
fN
∣∣
X
N+M0
c,1

)−1

and ς2 :=
(
fN
∣∣
X
N+M0
c,2

)−1

. Combining the above with Pro-

perty (i) in Definition 9.1 and Proposition 3.11 (i), we get

2 |β|α, (S2,d)

(
max

{
diamd

(
Y N+M0

) ∣∣Y N+M0 ∈ XN+M0(f, C)
})α

εα(diamd(X))α
≥ ε > 0.

Thus by Lemma 3.15 (ii), 2 |β|α, (S2,d)
CαΛ−αN−αM0

C−αΛ−αM0
≥ ε1+α > 0, where C ≥ 1 is a constant

from Lemma 3.15 depending only on f , C, and d. This is impossible since N ≥ N0 is
arbitrary. �

9.2. Dolgopyat operator. We now fix an expanding Thurston map f : S2 → S2, a
visual metric d on S2 for f with expansion factor Λ > 1, a Jordan curve C ⊆ S2 with
f(C) ⊆ C and post f ⊆ C, and an eventually positive real-valued Hölder continuous
function φ ∈ C0,α(S2, d) that satisfies the (C, α)-strong non-integrability condition. We
use the notations from Definition 9.1 below.
We set the following constants that will be repeatedly used in this section. We will see

that all these constants defined below from (9.6) to (9.12) depend only on f , C, d, α, and
φ.

m0 := max

{⌈
1

α
logΛ

(
8C1ε

α−1
)⌉
,
⌈
logΛ

(
10ε−1C2

)⌉}
≥ 1.(9.6)

δ0 := min
{ 1

2C1

,
ε2

20C2

}
∈ (0, 1).(9.7)

b0 := max

{
2s0 + 1,

C0T0
1− Λ−α

,
2A0

∣∣−̃s0φ
∣∣
α, (S2,d)

1− Λ−α

}
.(9.8)

A := max{3C10T0, 4}.(9.9)

ǫ1 := min
{ π
16
δ0,

1

4A
Λ−M0

}
∈ (0, 1).(9.10)

N1 := max

{
N0,

⌈
1

α
logΛ

(
max

{
210A,

1280AΛC2

δ0
, 4A0, 4C10

})⌉}
.(9.11)

η := min

{
2−12,

(
δ0ǫ1

1280ΛC2

)2

,
Aǫ1ε

α

240C10C2
Λ−2αm0−1

(
LIPd(f)

)−αN1

}
.(9.12)

Here the constants M0 ∈ N, N0 ∈ N, and ε ∈ (0, 1) depending only on f , d, C, and
φ are from Definition 9.1; the constant s0 is the unique positive real number satisfying
P (f,−s0φ) = 0; the constant C ≥ 1 depending only on f , d, and C is from Lemma 3.15;
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the constant C0 > 1 depending only on f , d, and C is from Lemma 3.22; the con-
stant C1 > 0 depending only on f , d, C, φ, and α is from Lemma 3.24; the constant
A0 > 2 depending only on f , C, d, |φ|α, (S2,d), and α is from Lemma 7.13; the constant

C10 = C10(f, C, d, α, T0) > 1 depending only on f , C, d, α, and φ is defined in (7.2) from
Lemma 7.1; and the constant T0 > 0 depending only on f , C, d, φ, and α is defined in
(7.37), and according to Lemma 7.12 satisfies

(9.13) sup
{∣∣ãφ

∣∣
α, (S2,d)

∣∣ a ∈ R, |a| ≤ 2s0
}
≤ T0.

We denote for each b ∈ R with |b| ≥ 1,

(9.14) Cb :=
{
X ∈ Xm(b)(f, C)

∣∣X ⊆ Y M0
b ∪ Y M0

w

}
,

where we write

(9.15) m(b) :=

⌈
1

α
logΛ

(
C|b|
ǫ1

)⌉
.

Note that by (9.10),

m(b) ≥ logΛ
1

ǫ1
≥ M0,

and if X ∈ Cb, then diamd(X) ≤
(
ǫ1
|b|

) 1
α by Lemma 3.15 (ii).

For each X ∈ Cb, we now fix choices of tiles X1(X),X2(X) ∈ Xm(b)+m0(f, C) and
X′

1(X),X′
2(X) ∈ Xm(b)+2m0(f, C) in such a way that for each i ∈ {1, 2},

(9.16) xi(X) ∈ X′
i(X) ⊆ Xi(X).

By Property (i) in Definition 9.1, (9.6), and Lemma 3.15 (ii) and (v), it is easy to see
that the constant m0 we defined in (9.6) is large enough so that the following inequalities
hold:

d(Xi(X), S2 \X) ≥ ε

10
C−1Λ−m(b),(9.17)

diamd(Xi(X)) ≤ ε

10
C−1Λ−m(b),(9.18)

d(X′
i(X), S2 \ Xi(X)) ≥ ε

10
C−1Λ−m(b)−m0 ,(9.19)

diamd(X
′
i(X)) ≤ ε

10
C−1Λ−m(b)−m0(9.20)

for i ∈ {1, 2}, and that

(9.21) d(X1(X),X2(X)) ≥ ε

10
C−1Λ−m(b).

For each X ∈ Cb and each i ∈ {1, 2}, we define a function ψi,X : S2 → R by

(9.22) ψi,X(x) :=
d(x, S2 \ Xi(X))α

d(x,X′
i(X))α + d(x, S2 \ Xi(X))α

for x ∈ S2. Note that

(9.23) ψi,X(x) = 1 if x ∈ X′
i(X), and ψi,X(x) = 0 if x /∈ Xi(X).
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Definition 9.4. We say that a subset J ⊆ {1, 2} × {1, 2} × Cb has full projection if
π3(J) = Cb, where π3 : {1, 2} × {1, 2} × Cb → Cb is the projection π3(j, i, X) = X . We
write F for the collection of all subsets of {1, 2} × {1, 2} × Cb that have full projections.

For a subset J ⊆ {1, 2} × {1, 2} × Cb, we define a function βJ : S
2 → R as

(9.24)

βJ(x) :=





1− η
∑

i∈{1,2}

∑
X∈Cb

{1,i,X}∈J

ψi,X
(
fN1(x)

)
if x ∈ inte

(
XN1+M0

b,1

)
∪ inte

(
XN1+M0

w,1

)
,

1− η
∑

i∈{1,2}

∑
X∈Cb

{2,i,X}∈J

ψi,X
(
fN1(x)

)
if x ∈ inte

(
XN1+M0

b,2

)
∪ inte

(
XN1+M0

w,2

)
,

1 otherwise,

for x ∈ S2.
The only properties of potentials that satisfy α-strong non-integrability used in this

section are summarized in the following proposition.

Proposition 9.5. Let f , C, d, α, φ satisfy the Assumptions. We assume in addition that
f(C) ⊆ C and that φ satisfies the α-strong non-integrability condition. Let b ∈ R with
|b| ≥ 1. Using the notation above, the following statement holds:

For each c ∈ {b,w}, each X ∈ Cb, each x ∈ X′
1(X), and each y ∈ X′

2(X),
(9.25)
δ0d(x, y)

α ≤ |SN1φ(τ1(x))− SN1φ(τ2(x))− SN1φ(τ1(y)) + SN1φ(τ2(y))| ≤ δ−1
0 d(x, y)α,

where we write τ1 :=
(
fN1
∣∣
X
N1+M0
c,1

)−1

and τ2 :=
(
fN1
∣∣
X
N1+M0
c,2

)−1

.

Proof. We first observe that the second inequality in (9.25) follows immediately from the
triangle inequality, Lemma 3.24, and (9.7).
It suffices to prove the first inequality in (9.25). Fix arbitrary c ∈ {b,w}, X ∈ Cb,

x ∈ X′
1(X), and y ∈ X′

2(X). By (9.16), (9.21), Lemma 3.15 (ii), Lemma 3.24, (9.19), we
get

|SN1φ(τ1(x))− SN1φ(τ2(x))− SN1φ(τ1(y)) + SN1φ(τ2(y))|
d(x, y)α

≥ |SN1φ(τ1(x))− SN1φ(τ2(x))− SN1φ(τ1(y)) + SN1φ(τ2(y))|
d(x1(X), x2(X))α

· d(X1(X),X2(X))α

(diamd(X))α

≥
(
ε− 2C1(diamd(X

′
1(X))α + 2C1(diamd(X

′
2(X))α

(diamd(X))α

)
10−αεαC−αΛ−αm(b)

(diamd(X))α

≥
(
ε− 4C110

−αεαC−αΛ−αm(b)−αm0

C−αΛ−αm(b)

)
10−αεαC−αΛ−αm(b)

CαΛ−αm(b)

≥ ε1+α

2C2α10α
≥ δ0,

where the last two inequalities follow from (9.6) and (9.7). �
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Lemma 9.6. Let f , C, d, Λ, α, φ, s0 satisfy the Assumptions. We assume in addition
that f(C) ⊆ C and that φ satisfies the α-strong non-integrability condition. We use the
notation in this section.
Given b ∈ R with |b| ≥ 2s0+1. Then for each X ∈ Cb and each i ∈ {1, 2}, the function

ψi,X : S2 → R defined in (9.22) is Hölder with an exponent α and

(9.26) |ψi,X |α, (S2,d) ≤ 20ε−αCΛα(m(b)+2m0).

Moreover, for each subset J ⊆ {1, 2} × {1, 2} × Cb, the function βJ : S
2 → R defined in

(9.24) satisfies

(9.27) 1 ≥ βJ(x) ≥ 1− η >
1

2

for x ∈ S2. In addition, βJ ∈ C0,α(S2, d) with |βJ |α, (S2,d) ≤ Lβ, where

(9.28) Lβ := 40ε−αCΛα(m(b)+2m0)(LIPd(f))
αN1η

is a constant depending only on f , C, d, α, φ, and b. Here C ≥ 1 is a constant from
Lemma 3.15 depending only on f , C, and d.
Proof. We will first establish (9.26). Consider distinct points x, y ∈ S2.

If x, y ∈ S2 \ Xi(X), then
ψi,X(x)−ψi,X (y)

d(x,y)α
= 0.

If x ∈ S2 \ Xi(X) and y ∈ Xi(X), then by (9.19),

|ψi,X(x)− ψi,X(y)|
d(x, y)α

=
d(y, S2 \ Xi(X))

d(x, y)α
1

d(y,X′
i(X))α + d(y, S2 \ Xi(X))α

≤ 1

d(X′
i(X), S2 \ Xi(X))α

≤ 10α

εα
CαΛα(m(b)+m0) ≤ 20

εα
CΛα(m(b)+2m0).

Similarly, if y ∈ S2 \Xi(X) and x ∈ Xi(X), then
|ψi,X(x)−ψi,X (y)|

d(x,y)α
≤ 20ε−αCΛα(m(b)+2m0).

If x, y ∈ Xi(X), then by (9.18), (9.16), and (9.19),

|ψi,X(x)− ψi,X(y)|
d(x, y)α

≤ d(x, S2 \ Xi(X))α|d(x,X′
i(X))α − d(y,X′

i(X))α|
d(x, y)α(d(x,X′

i(X))α + d(x, S2 \ Xi(X))α)(d(y,X′
i(X))α + d(y, S2 \ Xi(X))α)

+
|d(x, S2 \ Xi(X))α − d(y, S2 \ Xi(X))α|d(x,X′

i(X))α

d(x, y)α(d(x,X′
i(X))α + d(x, S2 \ Xi(X))α)(d(y,X′

i(X))α + d(y, S2 \ Xi(X))α)

≤d(x, S
2 \ Xi(X))αd(x, y)α + d(x, y)αd(x,X′

i(X))α

d(x, y)αd(X′
i(X), S2 \ Xi(X))2α

≤
εα

10α
C−αΛ−αm(b) + εα

10α
C−αΛ−αm(b)

(
ε
10
C−1Λ−m(b)−m0

)2α ≤ 20ε−αCΛα(m(b)+2m0).

Hence |ψi,X |α, (S2,d) ≤ 20ε−αCΛα(m(b)+2m0), establishing (9.26).

In order to establish (9.27), we only need to observe that for each j ∈ {1, 2}, and
each X ∈ inte

(
XN1+M0

b,j

)
∪ inte

(
XN1+M0

w,j

)
, at most one term in the summations in (9.24)



130 ZHIQIANG LI, TIANYI ZHENG

is nonzero. Indeed, we note that for each pair of distinct tiles X1, X2 ∈ Cb, Xi1(X1) ∩
Xi2(X2) = ∅ for all i1, i2 ∈ {1, 2} by (9.17), and X1(X1)∩X2(X1) = ∅ by (9.21). Hence by
(9.23), at most one term in the summations in (9.24) is nonzero, and (9.27) follows from
(9.12).
We now show the continuity of βJ . Note that for each i ∈ {1, 2} and each X ∈ Cb, by

(9.17), (9.23), and the continuity of ψi,X , we have

ψi,X
(
fN1
(
∂XN1+M0

c,j

))
= ψi,X

(
Y M0
c

)
= {0}

for c ∈ {b,w} and j ∈ {1, 2}. It follows immediately from (9.24) that βJ is continuous.

Finally, for arbitrary x, y ∈ S2 with x 6= y, we will establish |βJ(x)−βJ (y)|
d(x,y)α

≤ Lβ by

considering the following two cases.

Case 1. x, y ∈ XN1+m(b) for some XN1+m(b) ∈ XN1+m(b). If

XN1+m(b) *
⋃{

XN1+M0
c,j

∣∣ c ∈ {b,w}, j ∈ {1, 2}
}
,

then βJ(x)− βJ(y) = 1− 1 = 0. If

XN1+m(b) ⊆
⋃{

XN1+M0
c,j

∣∣ c ∈ {b,w}, j ∈ {1, 2}
}
,

then by (9.23),

|βJ(x)− βJ(y)|
d(x, y)α

=

(
1− η

∑
i∈{1,2}

ψi,X∗

(
fN1(x)

))
−
(
1− η

∑
i∈{1,2}

ψi,X∗

(
fN1(y)

))

d(x, y)α

≤2η |ψi,X∗|α, (S2,d)

(
LIPd(f)

)αN1 ≤ Lβ,

where we denote X∗ := fN1
(
XN1+m(b)

)
.

Case 2. card
(
{x, y}∩XN1+m(b)

)
≤ 1 for all XN1+m(b) ∈ XN1+m(b). We assume, without

loss of generality, that βJ(x)−βJ (y) 6= 0. Then by (9.23) and (9.17), d
(
fN1(x), fN1(y)

)
≥

ε
10
C−1Λ−m(b). Thus d(x, y) ≥ ε

10
C−1Λ−m(b)(LIPd(f))

−N1. Hence by (9.27), |βJ(x)−βJ (y)|
d(x,y)α

≤
10ε−αCΛαm(b)(LIPd(f))

αN1η ≤ Lβ. �

Definition 9.7. Let f , C, d, α, φ satisfy the Assumptions. We assume in addition that
f(C) ⊆ C and that φ satisfies the α-strong non-integrability condition. Let a, b ∈ R satisfy
|b| ≥ 1. Denote s := a+ib. For each subset J ⊆ {1, 2}×{1, 2}×Cb, the Dolgopyat operator
MJ,s,φ on C0,α

((
X0

b , d
)
,C
)
× C0,α

((
X0

w, d
)
,C
)
is defined by

(9.29) MJ,s,φ(ub, uw) = L
N1+M0

ãφ

(
ubβJ |X0

b

, uwβJ |X0
w

)

for ub ∈ C0,α
((
X0

b , d
)
,C
)
and uw ∈ C0,α

((
X0

w, d
)
,C
)
.

Here Cb is defined in (9.14), βJ is defined in (9.24), M0 ∈ N is a constant from De-
finition 9.1, and N1 is given in (9.11). Note that in (9.29), since βJ ∈ C0,α(S2, d) (see
Lemma 9.6), we have ucβJ |X0

c
∈ C0,α

((
X0

c , d
)
,C
)
for c ∈ {b,w}.



PRIME ORBIT THEOREMS FOR EXPANDING THURSTON MAPS 131

9.3. Cancellation argument.

Lemma 9.8. Let f , C, d satisfy the Assumptions. Let ϕ ∈ C0,α(S2, d) be a real-valued
Hölder continuous function with an exponent α ∈ (0, 1]. Then there exists a constant
Cµϕ ≥ 1 depending only on f , d, and ϕ such that for all integers m,n ∈ N0, and tiles
Xn ∈ Xn(f, C), Xm+n ∈ Xm+n(f, C) satisfying Xm+n ⊆ Xn, we have

(9.30)
µϕ(X

n)

µϕ(Xm+n)
≤ C2

µϕ exp(m(‖ϕ‖C0(S2) + P (f, ϕ))),

where µϕ is the unique equilibrium state for the map f and the potential ϕ, and P (f, ϕ)
denotes the topological pressure for f and ϕ.

Proof. By Theorem 5.16, Corollary 5.18, and Theorem 1.1 in [Li18], the unique equilibrium
state µϕ is a Gibbs state with respect to f , C, and ϕ as defined in Definition 5.3 in [Li18].
More precisely, there exist constants Pµϕ ∈ R and Cµϕ ≥ 1 such that for each n ∈ N0,
each n-tile Xn ∈ Xn, and each x ∈ Xn, we have

1

Cµϕ
≤ µϕ(X

n)

exp
(
Snϕ(x)− nPµϕ

) ≤ Cµϕ .

We fix arbitrary integers m,n ∈ N0, and tiles Xn ∈ Xn, Xm+n ∈ Xm+n satisfying
Xm+n ⊆ Xn. Choose an arbitrary point x ∈ Xm+n. Then

µϕ(X
n)

µϕ(Xm+n)
≤ C2

µϕ

exp
(
Snϕ(x)− nPµϕ

)

exp
(
Sn+mϕ(x)− (n+m)Pµϕ

) ≤ C2
µϕ exp(m(‖ϕ‖C0(S2) + P (f, ϕ))).

Inequality (9.30) follows immediately from the fact that Pµϕ = P (f, ϕ) (see [Li18,
Theorem 5.16 and Proposition 5.17]). �

Lemma 9.9. For all z1, z2 ∈ C \ {0}, the following inequalities hold:

(9.31) |Arg(z1z2)| ≤ |Arg(z1)|+ |Arg(z2)|,

(9.32) |z1 + z2| ≤ |z1|+ |z2| −
1

16

(
Arg

(z1
z2

))2
min{|z1|, |z2|},

(9.33)
∣∣∣Arg

(z1
z2

)∣∣∣ ≤ 2|z1 − z2|
min{|z1|, |z2|}

.

Proof. Inequality (9.31) follows immediately from the definition of Arg (see Section 2).
We then verify (9.32). Without loss of generality, we assume that |z1| ≤ |z2| and

θ := Arg
(
z1
z2

)
≥ 0. Using the labeling in Figure 9.1, we let

−→
OQ = z2 and

−→
QC = z1. Then

|z1 + z2| =|OA|+ |AC| ≤ |z2|+ |BC| ≤ |z2|+ |z1| cos
(
θ

2

)

≤|z2|+ |z1|
(
1− θ2

8
+

θ4

4!24

)
≤ |z2|+

(
1− θ2

16

)
|z1|.

Inequality (9.33) follows immediately from the following observation in elementary Eu-
clidean plane geometry. As seen in Figure 9.2, assume A = z1 and B = z2. Then
|z1 − z2| = |AB| ≥ |AC| ≥ 1

2
|OA|∡AOC = 1

2
|z1|
∣∣Arg

(
z1
z2

)∣∣. �
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O

D

Q

A

B

C

z1

z2

Figure 9.1. Proof of (9.32) of Lemma 9.9.

B

C

O

A

Figure 9.2. Proof of (9.33) of Lemma 9.9.

Lemma 9.10. Let f , C, d, α, φ, s0 satisfy the Assumptions. We assume in addition that
f(C) ⊆ C and that φ satisfies the α-strong non-integrability condition. Given b ∈ R with
|b| ≥ 2s0+1. Given c ∈ {b,w} and hc ∈ KA|b|

(
X0

c , d
)
. For each m ≥ m(b)−M0 and each

m-tile Xm ∈ Xm(f, C) with Xm ⊆ X0
c , we have

sup{hc(x) | x ∈ Xm} ≤ 2 inf{hc(x) | x ∈ Xm}.
Recall that the cone KA|b|

(
X0

c , d
)
is defined in Definition 7.9.

Proof. Consider arbitrary x, x′ ∈ Xm. By Definition 7.9, Lemma 3.15 (ii), (9.15), and
(9.10),

|hc(x)− hc(x
′)| ≤A|b|(hc(x) + hc(x

′))d(x, x′)α

≤A|b|(hc(x) + hc(x
′))(diamd(X

m))α

≤A|b|(hc(x) + hc(x
′))CΛαM0−αm(b)

≤A|b| ǫ1|b|Λ
αM0(hc(x) + hc(x

′))

≤1

4
(hc(x) + hc(x

′)),

where C ≥ 1 is a constant from Lemma 3.15 depending only on f , C, and d. The lemma
follows immediately. �
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Lemma 9.11. Let f , C, d, α, φ, s0 satisfy the Assumptions. We assume in addition
that f(C) ⊆ C and that φ satisfies the α-strong non-integrability condition. Given b ∈ R,
m ∈ N, c ∈ {b,w}, uc ∈ C0,α

((
X0

c , d
)
,C
)
, and hc ∈ KA|b|

(
X0

c , d
)
such that |b| ≥ 2s0 + 1,

m ≥ N1+m(b), |uc(y)| ≤ hc(y), and |uc(y)−uc(y′)| ≤ A|b|(hc(y)+hc(y′))d(y, y′)α whenever
y, y′ ∈ X0

c . Then for each Xm ∈ Xm(f, C) with Xm ⊆ X0
c , at least one of the following

statements holds:

(1) |uc(x)| ≤ 3
4
hc(x) for all x ∈ Xm.

(2) |uc(x)| ≥ 1
4
hc(x) for all x ∈ Xm.

Proof. Assume that |uc(x0)| ≤ 1
4
hc(x0) for some x0 ∈ Xm. Then by Lemma 3.15 (ii),

Lemma 9.10, and (9.15), for each x ∈ Xm,

|uc(x)| ≤|uc(x)− uc(x0)|+
1

4
hc(x0) ≤ A|b|(hc(x) + hc(x0))(diamd(X

m))α +
1

4
hc(x0)

≤
(
2A|b|CΛ−αN1−αm(b) +

1

4

)
sup{hc(y) | y ∈ Xm}

≤
(
4Aǫ1Λ

−αN1 +
1

2

)
hc(x) ≤

3

4
hc(x),

where C ≥ 1 is a constant from Lemma 3.15. The last inequality follows from (9.11) and
the fact that ǫ1 ∈ (0, 1) (see (9.10)). �

Lemma 9.12. Let f , C, d, α, φ, s0 satisfy the Assumptions. We assume in addition
that f(C) ⊆ C and that φ satisfies the α-strong non-integrability condition. Fix arbi-
trary s := a + ib with a, b ∈ R satisfying |a − s0| ≤ s0 and |b| ≥ b0. Given arbitrary
hb ∈ KA|b|

(
X0

b , d
)
, hw ∈ KA|b|

(
X0

w, d
)
, ub ∈ C0,α

((
X0

b , d
)
,C
)
, and uw ∈ C0,α

((
X0

w, d
)
,C
)

satisfying the property that for each c ∈ {b,w}, we have |uc(y)| ≤ hc(y) and |uc(y) −
uc(y

′)| ≤ A|b|(hc(y) + hc(y
′))d(y, y′)α whenever y, y′ ∈ X0

c .
Define the functions Qc,j : Y

M0
c → R for j ∈ {1, 2} and c ∈ {b,w} by

Qc,j(x) :=

∣∣∣
∑

k∈{1,2}

uς(c,k)(τk(x))e
SN1

−̃sφ(τk(x))
∣∣∣

−2ηhς(c,j)(τj(x))e
SN1

−̃aφ(τj(x)) +
∑

k∈{1,2}

hς(c,k)(τk(x))e
SN1

−̃aφ(τk(x))
,

for x ∈ Y M0
c , where we write τk :=

(
fN1
∣∣
X
N1+M0
c,k

)−1

for k ∈ {1, 2}, and we set ς(c, j) ∈
{b,w} in such a way that τj

(
Y M0
c

)
⊆ X0

ς(c,j) for j ∈ {1, 2}.
Then for each c ∈ {b,w} and each X ∈ Cb with X ⊆ Y M0

c , we have

min
{
‖Qc,j‖C0(Xi(X))

∣∣∣ i, j ∈ {1, 2}
}
≤ 1.

Proof. Fix arbitrary c ∈ {b,w} and X ∈ Cb with X ⊆ Y M0
c . For typographic reason, we

denote in this proof

(9.34) u(i, x) := uς(c,i)(τi(x)), h(i, x) := hς(c,i)(τi(x)), e(i, x) := eSN1
−̃sφ(τi(x))

for i ∈ {1, 2} and x ∈ X .
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If |u(j, ·)| ≤ 3
4
h(j, ·) on X , for some j ∈ {1, 2}, then ‖Qc,j‖C0(Xi(X)) ≤ 1 for all i ∈ {1, 2}.

Thus, by Lemma 9.11, we can assume that

(9.35) |u(k, x)| ≥ 1

4
h(k, x) for all x ∈ X and k ∈ {1, 2}.

We define a function Θ: X → (−π, π] by setting

(9.36) Θ(x) := Arg

(
u(1, x)e(1, x)

u(2, x)e(2, x)

)

for x ∈ X .

We first claim that for all x, y ∈ X , we have

(9.37)

∣∣∣∣Arg
(
u(1, x)/u(2, x)

u(1, y)/u(2, y)

)∣∣∣∣ ≤ 16Aǫ1Λ
−αN1 ≤ π

16

and

(9.38) |b||−SN1φ(τ1(x)) + SN1φ(τ2(x)) + SN1φ(τ1(y))− SN1φ(τ2(y))| ≤
π

16
.

Indeed, by (9.31) and (9.33) in Lemma 9.9, (9.34), (9.35), Lemma 3.15 (ii), Lemma 9.10,
(9.14), and (9.15),

∣∣∣∣Arg
(
u(1, x)/u(2, x)

u(1, y)/u(2, y)

)∣∣∣∣ ≤
∣∣∣∣Arg

(
u(1, x)

u(1, y)

)∣∣∣∣+
∣∣∣∣Arg

(
u(2, x)

u(2, y)

)∣∣∣∣

≤
∑

j∈{1,2}

2|u(j, x)− u(j, y)|
inf{|u(j, z)| | z ∈ X}

≤
∑

j∈{1,2}

2A|b|(h(j, x) + h(j, y))

inf{h(j, z) | z ∈ X} d(τj(x), τj(y))
α

≤ 4A|b|
∑

j∈{1,2}

sup{h(j, z) | z ∈ X}
inf{h(j, z) | z ∈ X} CΛ

−αN1−αm(b)

≤ 16A|b| ǫ1|b|Λ
−αN1 ≤ π

16
,

where C ≥ 1 is a constant from Lemma 3.15. The last inequality follows from the fact
that N1 ≥

⌈
1
α
logΛ

(
28A

)⌉
(see (9.11)) and the fact that ǫ1 ∈ (0, 1) (see (9.10)). We have

now verified (9.37). To show (9.38), we note that by Lemma 3.15 (ii), (9.14), (9.15), and
(9.10),

|b||−SN1φ(τ1(x)) + SN1φ(τ2(x)) + SN1φ(τ1(y))− SN1φ(τ2(y))|
≤ |b|δ−1

0 d(x, y)α ≤ |b|δ−1
0 (diamd(X))α ≤ |b|δ−1

0 CαΛ−αm(b) ≤ δ−1
0 ǫ1 ≤

π

16
.

The claim is now verified.

We will choose i0 ∈ {1, 2}, by separate discussions in the following two cases, in such a
way that

(9.39) |Θ(x)| ≥ 16η
1
2 for all x ∈ Xi0(X).
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Case 1. |Θ(y)| ≥ π
4
for some y ∈ X . Then by (9.31) in Lemma 9.9, (9.34), (9.36),

(9.37), (9.38), and the fact that η ∈
(
0, 2−12

)
(see (9.12)), for each x ∈ X ,

|Θ(x)| ≥|Θ(y)| −
∣∣∣∣Arg

(
(u(1, y)e(1, y))/(u(2, y)e(2, y))

(u(1, x)e(1, x))/(u(2, x)e(2, x))

)∣∣∣∣

≥π
4
−
∣∣∣∣Arg

(
u(1, y)/u(2, y)

u(1, x)/u(2, x)

)∣∣∣∣−
∣∣∣∣Arg

(
e(1, y)/e(2, y)

e(1, x)/e(2, x)

)∣∣∣∣

≥π
4
− π

16
− π

16
≥ π

8
≥ 16η

1
2 .

We can choose i0 = 1 in this case.

Case 2. |Θ(z)| < π
4
for all z ∈ X . Then by (9.31) in Lemma 9.9, (9.34), (9.36), (9.37),

(9.38), |b| ≥ b0 ≥ 1 (see (9.8)), (9.25), (9.14), and (9.15), for each x ∈ X1(X) and each
y ∈ X2(X),

|Θ(x)−Θ(y)|

=

∣∣∣∣Arg
(
(u(1, x)e(1, x))/(u(2, x)e(2, x))

(u(1, y)e(1, y))/(u(2, y)e(2, y))

)∣∣∣∣

≥
∣∣∣∣Arg

(
e(1, x)/e(2, x)

e(1, y)/e(2, y)

)∣∣∣∣−
∣∣∣∣Arg

(
u(2, y)/u(1, y)

u(2, x)/u(1, x)

)∣∣∣∣
≥ |b||−SN1φ(τ1(x)) + SN1φ(τ2(x)) + SN1φ(τ1(y))− SN1φ(τ2(y))| − 16Aǫ1Λ

−αN1

≥ |b|δ0d(x, y)α − 16Aǫ1Λ
−αN1 ≥ |b|δ0

(
10−1C−1Λ−m(b)

)α − 16Aǫ1Λ
−αN1

≥ δ0
1

10Λ
C−2ǫ1 − 16Aǫ1Λ

−αN1 ≥ δ0ǫ1
20ΛC2

,

where the last inequality follows from the observation that 16AΛ−αN1 ≤ δ0
20ΛC2 since

N1 ≥
⌈
1
α
logΛ

(
320AΛC2

δ0

)⌉
(see (9.11)).

We now claim that at least one of the following statements holds:

(1) |Θ(x)| ≥ δ0ǫ1
80ΛC2 for all x ∈ X1(X).

(2) |Θ(y)| ≥ δ0ǫ1
80ΛC2 for all y ∈ X2(X).

Indeed, assume that statement (1) fails, then there exists x0 ∈ X1(X) such that
|Θ(x0)| ≤ δ0ǫ1

80ΛC2 . Hence for all y ∈ X2(X),

|Θ(y)| ≥ |Θ(y)−Θ(x0)| − |Θ(x0)| ≥
δ0ǫ1

20ΛC2
− δ0ǫ1

80ΛC2
≥ δ0ǫ1

80ΛC2
.

The claim is now verified.

Thus we can fix i0 ∈ {1, 2} such that |Θ(x)| ≥ δ0ǫ1
80ΛC2 ≥ 16η

1
2 (see (9.12)) for all

x ∈ Xi0(X) in this case.
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By Lemma 3.24, (9.34), Lemma 9.10, Lemma 3.15 (ii), (9.14), and (9.15), for arbitrary
x, y ∈ Xi0(X) and j ∈ {1, 2},

∣∣∣∣∣
h(j, x) exp

(
SN1−̃aφ

(
τj(x)

))

h(j, y) exp
(
SN1−̃aφ

(
τj(y)

))
∣∣∣∣∣ ≤

∣∣∣∣
h(j, x)

h(j, y)

∣∣∣∣e|SN1
−̃aφ(τj(x))−SN1

−̃aφ(τj(y))|

≤ 2 exp

(
C0

∣∣−̃aφ
∣∣
α, (S2,d)

d(x, y)α

1− Λ−α

)

≤ 2 exp

(
C0

∣∣−̃aφ
∣∣
α, (S2,d)

CαΛ−αm(b)

1− Λ−α

)
(9.40)

≤ 2 exp

(
ǫ1
|b|C0

∣∣−̃aφ
∣∣
α, (S2,d)

1

1− Λ−α

)
≤ 8,

where the last inequality follows from (9.8), (9.13), the condition that |b| ≥ b0, and the
fact that ǫ1 ∈ (0, 1) (see (9.10)).
We fix k0 ∈ {1, 2} such that

(9.41) inf{h(j, x)e(j, x) | x ∈ Xi0(X), j ∈ {1, 2}} = inf{h(k0, x)e(k0, x) | x ∈ Xi0(X)}.
Hence by (9.32) in Lemma 9.9, (9.36), (9.34), (9.39), (9.41), (7.16), and (9.40), for each

x ∈ Xi0(X), we have

|u(1, x)e(1, x) + u(2, x)e(2, x)|

≤ −Θ2(x)

16
min
k∈{1,2}

{|u(k, x)e(k, x)|}+
∑

j∈{1,2}

|u(j, x)e(j, x)|

≤ −Θ2(x)

16
min
k∈{1,2}

{
h(k, x)eSN1

−̃aφ(τk(x))
}
+
∑

j∈{1,2}

h(j, x)eSN1
−̃aφ(τj(x))

≤ −16η inf
{
h(k0, y)e

SN1
−̃aφ(τk0 (y))

∣∣∣ y ∈ Xi0(X)
}
+
∑

j∈{1,2}

h(j, x)eSN1
−̃aφ(τj(x))

≤ −2ηh(k0, x)e
SN1

−̃aφ(τk0 (x)) +
∑

j∈{1,2}

h(j, x)eSN1
−̃aφ(τj(x)).

Therefore, we conclude that ‖Qc,k0‖C0(Xi0 (X)) ≤ 1. �

Proposition 9.13. Let f , C, d, α, φ, s0 satisfy the Assumptions. We assume in addition
that f(C) ⊆ C and that φ satisfies the α-strong non-integrability condition. We use the
notation in this section.
There exist numbers a0 ∈ (0, s0) and ρ ∈ (0, 1) such that for all s := a+ ib with a, b ∈ R

satisfying |a−s0| ≤ a0 and |b| ≥ b0, there exists a subset Es ⊆ F of the set F of all subsets
of {1, 2}× {1, 2}×Cb with full projection such that the following statements are satisfied:

(i) The cone KA|b|

(
X0

b , d
)
× KA|b|

(
X0

w, d
)
is invariant under MJ,−s,φ for all J ∈ F ,

i.e.,

(9.42) MJ,−s,φ
(
KA|b|

(
X0

b , d
)
×KA|b|

(
X0

w, d
))

⊆ KA|b|

(
X0

b , d
)
×KA|b|

(
X0

w, d
)
.
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(ii) For all J ∈ F , hb ∈ KA|b|

(
X0

b , d
)
, and hw ∈ KA|b|

(
X0

w, d
)
, we have

(9.43)
∑

c∈{b,w}

∫

X0
c

|πc(MJ,−s,φ(hb, hw))|2 dµ−s0φ ≤ ρ
∑

c∈{b,w}

∫

X0
c

|hc|2 dµ−s0φ.

(iii) Given arbitrary hb ∈ KA|b|

(
X0

b , d
)
, hw ∈ KA|b|

(
X0

w, d
)
, ub ∈ C0,α

((
X0

b , d
)
,C
)
,

and uw ∈ C0,α
((
X0

w, d
)
,C
)
satisfying the property that for each c ∈ {b,w}, we

have |uc(y)| ≤ hc(y) and |uc(y) − uc(y
′)| ≤ A|b|(hc(y) + hc(y

′))d(y, y′)α whenever
y, y′ ∈ X0

c . Then the following statement is true:

There exists J ∈ Es such that

(9.44)
∣∣∣πc
(
L

N1+M0

−̃sφ
(ub, uw)

)
(x)
∣∣∣ ≤ πc(MJ,−s,φ(hb, hw))(x)

and ∣∣∣πc
(
L

N1+M0

−̃sφ
(ub, uw)

)
(x)− πc

(
L

N1+M0

−̃sφ
(ub, uw)

)
(x′)
∣∣∣(9.45)

≤A|b|(πc(MJ,−s,φ(hb, hw))(x) + πc(MJ,−s,φ(hb, hw))(x
′))d(x, x′)α

for each c ∈ {b,w} and all x, x′ ∈ X0
c .

Proof. For typographical convenience, we write ι := N1 +M0 in this proof.
We fix an arbitrary number s = a+ ib with a, b ∈ R satisfying |a−s0| ≤ s0 and |b| ≥ b0.

(i) Without loss of generality, it suffices to show that for each J ∈ F ,

πb
(
MJ,−s,φ

(
KA|b|

(
X0

b , d
)
×KA|b|

(
X0

w, d
)))

⊆ KA|b|

(
X0

b , d
)
.

Fix J ∈ F , functions hb ∈ KA|b|

(
X0

b , d
)
, hw ∈ KA|b|

(
X0

w, d
)
, and points x, x′ ∈ X0

b with
x 6= x′. For each X ι ∈ Xι

b, denote yXι := (f ι|Xι)−1(x) and y′Xι := (f ι|Xι)−1(x′).
Then by Definition 9.7, (7.14) in Lemma 7.7, Definition 7.2, and (7.16),

|πb(MJ,−s,φ(hb, hw))(x)− πb(MJ,−s,φ(hb, hw))(x
′)|

=

∣∣∣∣L
(ι)

−̃aφ,b,b

(
hbβJ |X0

b

)
(x) + L(ι)

−̃aφ,b,w

(
hwβJ |X0

w

)
(x)

− L(ι)

−̃aφ,b,b

(
hbβJ |X0

b

)
(x′)− L(ι)

−̃aφ,b,w

(
hwβJ |X0

w

)
(x′)

∣∣∣∣

≤
∑

c∈{b,w}

∑

Xι∈Xι
b

Xι⊆X0
c

∣∣∣hc(yXι)βJ(yXι)eSι−̃aφ(yXι ) − hc(y
′
Xι)βJ(y

′
Xι)eSι−̃aφ(y

′
Xι

)
∣∣∣

≤
∑

c∈{b,w}

∑

Xι∈Xι
b

Xι⊆X0
c

∣∣hc(yXι)βJ(yXι)− hc(y
′
Xι)βJ(y

′
Xι)
∣∣eSι−̃aφ(y′Xι)

+
∑

c∈{b,w}

∑

Xι∈Xι
b

Xι⊆X0
c

hc(yXι)βJ(yXι)
∣∣∣eSι−̃aφ(yXι ) − eSι−̃aφ(y

′
Xι

)
∣∣∣
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≤
∑

c∈{b,w}

∑

Xι∈Xι
b

Xι⊆X0
c

hc(yXι)
∣∣βJ(yXι)− βJ(y

′
Xι)
∣∣eSι−̃aφ(yXι)e

∣∣Sι−̃aφ(y′Xι )−Sι−̃aφ(yXι )
∣∣

+
∑

c∈{b,w}

∑

Xι∈Xι
b

Xι⊆X0
c

∣∣hc(yXι)− hc(y
′
Xι)
∣∣βJ(y′Xι)eSι−̃aφ(y

′
Xι

)

+
∑

c∈{b,w}

∑

Xι∈Xι
b

Xι⊆X0
c

hc(yXι)βJ(y
′
Xι)eSι−̃aφ(yXι )

∣∣∣1− eSι−̃aφ(y
′
Xι

)−Sι−̃aφ(yXι )
∣∣∣.

By Lemma 3.24, Lemma 9.6, Lemma 3.22, and Lemma 7.1, the right-hand side of the
last inequality is

≤ exp

(
T0C0

(
diamd(S

2)
)α

1− Λ−α

)( ∑

c∈{b,w}

∑

Xι∈Xι
b

Xι⊆X0
c

hc(yXι)LβC
α
0 Λ

−ιαd(x, x′)αeSι−̃aφ(yXι)

+
∑

c∈{b,w}

∑

Xι∈Xι
b

Xι⊆X0
c

A|b|
(
hc(yXι)eSι−̃aφ(yXι) + hc(y

′
Xι)eSι−̃aφ(y

′
Xι

)
)
Cα

0 Λ
−αιd(x, x′)α

)

+ C10T0d(x, x
′)α

∑

c∈{b,w}

L(ι)

−̃aφ,b,c

(
hcβJ |X0

c

)
(x),

where C0 > 1 is a constant from Lemma 3.22 depending only on f , C, and d; Lβ is a
constant defined in (9.28) in Lemma 9.6; T0 > 0 is a constant defined in (7.37) giving an

upper bound of
∣∣−̃aφ

∣∣
α, (S2,d)

by Lemma 7.12 (c.f. (7.36)); and C10 := C10(f, C, d, α, T0) > 1

is a constant defined in (7.2) in Lemma 7.1. Both T0 and C10 depend only on f , C, d,
φ, and α. Thus by (7.2), (9.27) and (9.28) in Lemma 9.6, Definition 9.7, (9.15), and the
calculation above, we get

|πb(MJ,−s,φ(hb, hw))(x)− πb(MJ,−s,φ(hb, hw))(x
′)|

A|b|(πb(MJ,−s,φ(hb, hw))(x) + πb(MJ,−s,φ(hb, hw))(x′))d(x, x′)α

≤ C10

A|b|(1− η)
(Lβ + A|b|)Λ−αι +

C10T0
A|b|

≤ C10

1− η

(
40ε−α

A|b| CΛ
2αm0+1C|b|

ǫ1
(LIPd(f))

αN1η + 1

)
Λ−α(N1+M0) +

C10T0
A|b|

≤ 1.

The last inequality follows from the observations that C10T0
A

≤ 1
3
(see (9.9)), that

Λ−α(N1+M0) ≤ 1

4C10
≤ 1

3

1− η

C10



PRIME ORBIT THEOREMS FOR EXPANDING THURSTON MAPS 139

(see (9.11) and (9.12)), and that by (9.12) ,

40ε−αC10C
2η

Aǫ1(1− η)
Λ−αN1−αM0+2αm0+1(LIPd(f))

αN1 ≤ 1

3
.

(ii) Fix J ∈ F and two functions hb ∈ KA|b|

(
X0

b , d
)
, hw ∈ KA|b|

(
X0

w, d
)
.

We first establish that
(9.46)(

πc
(
MJ,−s,φ(hb, hw)

)
(x)
)2 ≤ πc

(
L

ι
−̃aφ

(
h2b, h

2
w

))
(x) · πc

(
L

ι
−̃aφ

((
βJ |X0

b

)2
,
(
βJ |X0

w

)2))
(x)

for c ∈ {b,w} and x ∈ X0
c . Indeed, fix arbitrary c ∈ {b,w} and x ∈ X0

c . For each
X ι ∈ Xι

c, denote yXι := (f ι|Xι)−1(x). Then by Definition 9.7, (7.14) in Lemma 7.7, and
the Cauchy–Schwartz inequality, we have
(
πc
(
MJ,−s,φ(hb, hw)

)
(x)
)2

=

( ∑

c′∈{b,w}

L(ι)

−̃aφ,c,c′
(
hc′βJ |X0

c′

)
(x)

)2

=

( ∑

c′∈{b,w}

∑

Xι∈Xι
c

Xι⊆X0
c′

(
hc′βJ exp

(
Sι−̃aφ

))
(yXι)

)2

≤
( ∑

c′∈{b,w}

∑

Xι∈Xι
c

Xι⊆X0
c′

(
h2c′ exp

(
Sι−̃aφ

))
(yXι)

)( ∑

c′∈{b,w}

∑

Xι∈Xι
c

Xι⊆X0
c′

(
β2
J exp

(
Sι−̃aφ

))
(yXι)

)

= πc

(
L

ι
−̃aφ

(
h2b, h

2
w

))
(x) · πc

(
L

ι
−̃aφ

((
βJ |X0

b

)2
,
(
βJ |X0

w

)2))
(x).

We will focus on the case when the potential is −̃s0φ for now, and only consider the
general case at the end of the proof of statement (ii).
Next, we define a set

(9.47) WJ :=
⋃

(j,i,X)∈J

fM0(X′
i(X)).

We claim that for each c ∈ {b,w} and each x ∈ WJ ∩X0
c , we have

(9.48) πc

(
L

ι

−̃s0φ

((
βJ |X0

b

)2
,
(
βJ |X0

w

)2))
(x) ≤ 1− η exp

(
−ι
∥∥−̃s0φ

∥∥
C0(S2)

)
.

Indeed, we first fix arbitrary c ∈ {b,w} and x ∈ WJ ∩X0
c . Let X ∈ Cb denote the unique

m(b)-tile in Cb with x ∈ fM0(X). By (7.14) in Lemma 7.7, Definition 7.2, and (9.24),

πc

(
L

ι
−̃s0φ

((
βJ |X0

b

)2
,
(
βJ |X0

w

)2))
(x)

=
∑

c′∈{b,w}

L(ι)

−̃s0φ,c,c′

((
βJ |X0

c′

)2)
(x) =

∑

c′∈{b,w}

∑

Xι∈Xι
c

Xι⊆X0
c′

β2
J(yXι) exp

(
Sι−̃s0φ(yXι)

)

≤
∑

c′∈{b,w}

L(ι)

−̃s0φ,c,c′
(
1X0

c′

)
(x)− ηψiX ,X

(
fN1(y∗)

)
exp
(
Sι−̃s0φ(y∗)

)
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≤ 1− η exp
(
−ι
∥∥−̃s0φ

∥∥
C0(S2)

)
,

where iX , jX ∈ {1, 2} are chosen in such a way that (jX , iX , X) ∈ J (due to the fact that
J ∈ F has full projection (see Definition 9.4)), and we denote yXι := (f ι|Xι)−1(x) for
X ι ∈ Xι

c, and write y∗ := y
X
N1+M0
c,jX

. The last inequality follows from (7.21) in Lemma 7.11,

(9.23), and (9.47). The claim is now verified.

Next, we claim that for each c ∈ {b,w},

(9.49) πc

(
L

ι
−̃s0φ

(
h2b, h

2
w

))
∈ KA|b|(X

0
c , d).

Indeed, by (7.14) in Lemma 7.7, Lemma 7.10, and Lemma 7.13 (i), for all x, y ∈ X0
c ,

∣∣∣πc
(
L

ι
−̃s0φ

(
h2b, h

2
w

))
(x)− πc

(
L

ι
−̃s0φ

(
h2b, h

2
w

))
(y)
∣∣∣

≤
∑

c′∈{b,w}

∣∣∣L(ι)

−̃s0φ,c,c′
(
h2c′
)
(x)− L(ι)

−̃s0φ,c,c′
(
h2c′
)
(y)
∣∣∣

≤ A0

(
2A|b|
Λαι

+

∣∣−̃s0φ
∣∣
α, (S2,d)

1− Λ−α

)
d(x, y)α

∑

c′∈{b,w}

∑

z∈{x,y}

L(ι)

−̃s0φ,c,c′
(
h2c′
)
(z)

≤ A|b|d(x, y)α
∑

z∈{x,y}

πc

(
L

ι
−̃s0φ

(
h2b, h

2
w

))
(z),

where A0 = A0

(
f, C, d, |φ|α, (S2,d) , α

)
> 2 is a constant from Lemma 7.13 depending only on

f , C, d, |φ|α, (S2,d), and α; and C ≥ 1 is a constant from Lemma 3.15 depending only on f ,

C, and d. The last inequality follows from A0

Λα(N1+M0)
≤ 1

4
(see (9.11)) and

A0|−̃s0φ|
α, (S2,d)

1−Λ−α ≤
1
2
b0 ≤ 1

2
Ab0 ≤ 1

2
A|b| (see (9.8) and (9.9)). The claim now follows immediately.

We now combine (9.49), Lemma 9.10, Lemma 9.8, (9.47), and |b| ≥ b0 ≥ 2s0 + 1 (see
(9.8)) to deduce that for each c ∈ {b,w}, we have

∫

X0
c

πc

(
L

ι
−̃s0φ

(
h2b, h

2
w

))
dµ−s0φ ≤

∑

X∈Cb
X⊆Y

M0
c

∫

fM0 (X)

πc

(
L

ι
−̃s0φ

(
h2b, h

2
w

))
dµ−s0φ(9.50)

≤
∑

X∈Cb
X⊆Y

M0
c

µ−s0φ
(
fM0(X)

)
sup

x∈fM0(X)

{
πc

(
L

ι

−̃s0φ

(
h2b, h

2
w

))
(x)
}

≤
∑

X∈Cb
X⊆Y

M0
c

µ−s0φ
(
fM0(X)

)
· 2 inf

x∈fM0(X)

{
πc

(
L

ι
−̃s0φ

(
h2b, h

2
w

))
(x)
}

≤ C18

∑

X∈Cb
X⊆Y

M0
c

µ−s0φ
(
fM0

(
X′
iJ,X

(X)
))

inf
x∈fM0

(
X′
iJ,X

(X)
)
{
πc

(
L

ι
−̃s0φ

(
h2b, h

2
w

))
(x)
}
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≤ C18

∑

X∈Cb
X⊆Y

M0
c

∫

fM0

(
X′
iJ,X

(X)
) πc

(
L

ι
−̃s0φ

(
h2b, h

2
w

))
dµ−s0φ

≤ C18

∫

WJ∩X
0
c

πc

(
L

ι
−̃s0φ

(
h2b, h

2
w

))
dµ−s0φ,

where iJ,X ∈ {1, 2} can be set in such a way that either (1, iJ,X, X) ∈ J or (2, iJ,X, X) ∈ J
due to the assumption that J ∈ F has full projection, and the constant C18 can be chosen
as

(9.51) C18 := 2C2
µ−s0φ

exp
(
2m0

(
‖−s0φ‖C0(S2) + P (f,−s0φ)

))
> 1,

which depends only on f , C, d, and φ. Here the constant Cµ−s0φ ≥ 1 is from Lemma 9.8,
depending only on f , d, and φ.
We now observe that by (7.14) in Lemma 7.7 and Lemma 7.16,

(9.52)
∑

c∈{b,w}

∫

X0
c

πc

(
L

ι
−̃s0φ

(
h2b, h

2
w

))
dµ−s0φ =

∑

c∈{b,w}

∫

X0
c

h2c dµ−s0φ.

Combining (9.52), (9.46), Lemma 7.11, (9.27) in Lemma 9.6, (9.48), and (9.50), we get

∑

c∈{b,w}

∫

X0
c

h2c dµ−s0φ −
∑

c∈{b,w}

∫

X0
c

∣∣πc
(
MJ,−s0,φ(hb, hw)

)∣∣2 dµ−s0φ

(9.53)

=
∑

c∈{b,w}

∫

X0
c

πc

(
L

ι
−̃s0φ

(
h2b, h

2
w

))
dµ−s0φ −

∑

c∈{b,w}

∫

X0
c

∣∣πc
(
MJ,−s0,φ(hb, hw)

)∣∣2 dµ−s0φ

≥
∑

c∈{b,w}

∫

X0
c

πc

(
L

ι

−̃s0φ

(
h2b, h

2
w

))
·
(
1− πc

(
L

ι

−̃s0φ

((
βJ |X0

b

)2
,
(
βJ |X0

w

)2)))
dµ−s0φ

≥
∑

c∈{b,w}

∫

WJ∩X
0
c

πc

(
L

ι
−̃s0φ

(
h2b, h

2
w

))
·
(
1− πc

(
L

ι
−̃s0φ

((
βJ |X0

b

)2
,
(
βJ |X0

w

)2)))
dµ−s0φ

≥ η exp
(
−ι
∥∥−̃s0φ

∥∥
C0(S2)

) ∑

c∈{b,w}

∫

WJ∩X
0
c

πc

(
L

ι
−̃s0φ

(
h2b, h

2
w

))
dµ−s0φ

≥ η

C18
exp
(
−ι
∥∥−̃s0φ

∥∥
C0(S2)

) ∑

c∈{b,w}

∫

X0
c

πc

(
L

ι
−̃s0φ

(
h2b, h

2
w

))
dµ−s0φ

≥ η

C18

exp
(
−ι
∥∥−̃s0φ

∥∥
C0(S2)

) ∑

c∈{b,w}

∫

X0
c

h2c dµ−s0φ.

We now consider the general case where the potential is −̃sφ. Fix c′ ∈ {b,w} and
an arbitrary point x ∈ X0

c′. For each X ι ∈ Xι
c′, denote yXι := (f ι|Xι)−1(x). Then by
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Definition 9.7 and (7.14) in Lemma 7.7,

πc′
(
MJ,−s,φ(hb, hw)

)
(x) =

∑

c∈{b,w}

∑

Xι∈Xι
c′

Xι⊆X0
c

hc(yXι)βJ(yXι) exp
(
Sι−̃aφ(yXι)

)

≤
∑

c∈{b,w}

∑

Xι∈Xι
c′

Xι⊆X0
c

hc(yXι)βJ(yXι) exp
(
Sι−̃s0φ(yXι)

)
exp
(∣∣Sι−̃aφ(yXι)− Sι−̃s0φ(yXι)

∣∣)

≤ πc′
(
MJ,−s0,φ(hb, hw)

)
(x)eι

(
|a−s0|‖φ‖C0(S2)+|P (f,−aφ)−P (f,−s0φ)|+2‖ logu−aφ−log u−s0φ‖C0(S2)

)
.

Since the function t 7→ P (f, tφ) is continuous (see for example, [PrU10, Theorem 3.6.1])
and the map t 7→ utφ is continuous in C

0,α(S2, d) equipped with the uniform norm ‖·‖C0(S2)

by Corollary 3.29, we can choose a0 ∈ (0, s0) small enough, depending only on f , C, d, α,
and φ such that if s = a+ ib with a, b ∈ R satisfies |a− s0| ≤ a0 and |b| ≥ 2s0 + 1, then

exp
(
ι
(
|a− s0|‖φ‖C0(S2) + |P (f,−aφ)− P (f,−s0φ)|+ 2‖ logu−aφ − log u−s0φ‖C0(S2)

))

≤
(
1 +

η exp
(
−ι‖−̃s0φ‖C0(S2)

)

C18

) 1
2

,

and consequently

(9.54) πc′
(
MJ,−s,φ(hb, hw)

)
(x) ≤

(
1 +

exp
(
−ι‖−̃s0φ‖C0(S2)

)

C18

) 1
2

πc′(MJ,−s0,φ(hb, hw))(x).

Therefore, if s = a + ib with a, b ∈ R satisfies |a− s0| ≤ a0 and |b| ≥ b0 ≥ 2s0 + 1 (see
(9.8)), we get from (9.54) and (9.53) that

∑

c∈{b,w}

∫

X0
c

|πc(MJ,−s,φ(hb, hw))|2 dµ−s0φ

≤
(
1 +

η exp
(
−ι‖−̃s0φ‖C0(S2)

)

C18

) ∑

c∈{b,w}

∫

X0
c

|πc(MJ,−s0,φ(hb, hw))|2 dµ−s0φ

≤
(
1− η2 exp

(
−2ι‖−̃s0φ‖C0(S2)

)

C2
18

) ∑

c∈{b,w}

∫

X0
c

|hc|2 dµ−s0φ.

We finish the proof of (ii) by choosing

ρ := 1− η2 exp
(
−2ι‖−̃s0φ‖C0(S2)

)

C2
18

∈ (0, 1),

which depends only on f , C, d, α, and φ.
(iii) Given arbitrary hb, hw, ub, and uw satisfying the hypotheses in (iii), we construct

a subset J ⊆ {1, 2} × {1, 2} × Cb as follows:
For each X ∈ Cb,

(1) if
∥∥QcX ,1

∥∥
C0(X1(X))

≤ 1, then include (1, 1, X) in J , otherwise
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(2) if
∥∥QcX ,2

∥∥
C0(X1(X))

≤ 1, then include (2, 1, X) in J , otherwise

(3) if
∥∥QcX ,1

∥∥
C0(X2(X))

≤ 1, then include (1, 2, X) in J , otherwise

(4) if
∥∥QcX ,2

∥∥
C0(X2(X))

≤ 1, then include (2, 2, X) in J ,

where we denote cX ∈ {b,w} with the property thatX ⊆ Y M0
cX

. Here functionsQc,j : Y
M0
c →

R, c ∈ {b,w} and j ∈ {1, 2}, are defined in Lemma 9.12.
By Lemma 9.12, at least one of the four cases above occurs for each X ∈ Cb. Thus the

set J constructed above has full projection (c.f. Definition 9.4).
We finally set Es :=

⋃{J}, where the union ranges over all hb, hw, ub, and uw satisfying
the hypotheses in (iii).
We now fix such hb, hw, ub, uw, and the corresponding J constructed above. Then for

each c ∈ {b,w} and each x ∈ X0
c , we will establish (9.44) as follows:

(1) If x /∈ ⋃
X∈Cb

fM0(X1(X) ∪ X2(X)), then by (9.23) and (9.24), βJ(y) = 1 for all

y ∈ f−(N1+M0)(x). Thus (9.44) holds for x by Definition 9.7, (7.14) in Lemma 7.7,
and Definition 7.2.

(2) If x ∈ fM0(Xi(X)) for some X ∈ Cb and i ∈ {1, 2}, then one of the following two
cases occurs:

(a) (1, i, X) /∈ J and (2, i, X) /∈ J . Then by (9.24), βJ(y) = 1 for all y ∈
f−(N1+M0)(x). Thus (9.44) holds for x by Definition 9.7, (7.14) in Lemma 7.7,
and Definition 7.2.

(b) (j, i, X) ∈ J for some j ∈ {1, 2}. Then by the construction of J , we have
(j′, i′, X) ∈ J if and only if (j′, i′) = (j, i). We denote the inverse branches

τk :=
(
fN1
∣∣
X
N1+M0
c,k

)−1

for k ∈ {1, 2}. Write z :=
(
fN1+M0

∣∣
X
N1+M0
c,j

)−1

(x).

Then βJ(y) = 1 for each y ∈ f−(N1+M0)(x) \ τj(Xi(X)) = f−(N1+M0)(x) \
{z}. In particular, βJ

(
τj∗
(
fN1(z)

))
= 1, where j∗ ∈ {1, 2} and j∗ 6= j. By

Lemma 9.12, we get Qc,j

(
fN1(z)

)
≤ 1, i.e.,

∣∣∣∣
∑

k∈{1,2}

(
uς(c,k)e

SN1
−̃sφ
)(
τk
(
fN1(z)

))∣∣∣∣

≤ −2ηhς(c,j)(z)e
SN1

−̃aφ(z) +
∑

k∈{1,2}

(
hς(c,k)e

SN1
−̃aφ
)(
τk
(
fN1(z)

))

≤
(
βJhς(c,j)e

SN1
−̃aφ
)
(z) +

(
βJhς(c,j∗)e

SN1
−̃aφ
)(
τj∗
(
fN1(z)

))
,

where ς(c, k) is defined as in the statement of Lemma 9.12. Hence (9.44) holds
for x by Definition 9.7, (7.14) in Lemma 7.7, and Definition 7.2.
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We are going to establish (9.45) now. By (7.14) in Lemma 7.7, (7.35) in Lemma 7.13,
Definition 7.2, and (9.27), for all c ∈ {b,w} and x, x′ ∈ X0

c with x 6= x′,

1

d(x, x′)α

∣∣∣πc
(
L

N1+M0

−̃sφ
(ub, uw)

)
(x)− πc

(
L

N1+M0

−̃sφ
(ub, uw)

)
(x′)
∣∣∣

≤ 1

d(x, x′)α

∑

c′∈{b,w}

∣∣∣L(ι)

−̃sφ,c,c′
(uc′)(x)−L(ι)

−̃sφ,c,c′
(uc′)(x

′)
∣∣∣

≤ A0

∑

c′∈{b,w}

((
A|b|
Λαι

∑

z∈{x,x′}

L(ι)

−̃aφ,c,c′
(hc′)(z)

)
+ |b|L(ι)

−̃aφ,c,c′
(hc′)(x)

)

≤
(
A0A

Λαι
+ 1

)
|b|

∑

c′∈{b,w}

∑

z∈{x,x′}

L(ι)

−̃aφ,c,c′
(
2hc′βJ |X0

c′

)
(z)

≤
(
2A0A

Λαι
+ 2

)
|b|

∑

z∈{x,x′}

πc(MJ,−s,φ(hb, hw))(z)

≤ A|b|
∑

z∈{x,x′}

πc(MJ,−s,φ(hb, hw))(z),

where the last inequality follows from 2A0

Λαι
≤ 1

2
(see (9.11)) and A ≥ 4 (see (9.9)). �

Proof of Theorem 8.2. We set ι := N1+M0, where N1 ∈ Z is defined in (9.11) andM0 ∈ N
is a constant from Definition 9.1. We take the constants a0 ∈ (0, s0) and ρ ∈ (0, 1) from
Proposition 9.13, and b0 as defined in (9.8).
Fix arbitrary s := a+ ib with a, b ∈ R satisfying |a−s0| ≤ a0 and |b| ≥ b0. Fix arbitrary

ub ∈ C0,α
((
X0

b , d
)
,C
)
and uw ∈ C0,α

((
X0

w, d
)
,C
)
satisfying

(9.55) ‖ub‖[ℑ(s)]

C0,α(X0
b
,d)

≤ 1 and ‖uw‖[ℑ(s)]

C0,α(X0
w,d)

≤ 1.

We recall the constant A ∈ R defined in (9.9) and the subset Es ⊆ F constructed in
Proposition 9.13.
We will construct sequences {hb,k}+∞

k=−1 in KA|b|

(
X0

b , d
)
, {hw,k}+∞

k=−1 in KA|b|

(
X0

w, d
)
,

{ub,k}+∞
k=0 in C

0,α
((
X0

b , d
)
,C
)
, {uw,k}+∞

k=0 in C
0,α
((
X0

w, d
)
,C
)
, and {Jk}+∞

k=0 in Es recursively
so that the following properties are satisfied for each k ∈ N0, each c ∈ {b,w}, and all
x, x′ ∈ X0

c :

(1) uc,k = πc

(
L

kι

−̃sφ
(ub, uw)

)
.

(2) |uc,k(x)| ≤ hc,k(x) and |uc,k(x)− uc,k(x
′)| ≤ A|b|(hc,k(x) + hc,k(x

′))d(x, x′)α.

(3)
∑

c′∈{b,w}

∫
X0

c′
h2c′,k dµ−s0φ ≤ ρ

∑
c′∈{b,w}

∫
X0

c′
h2c′,k−1 dµ−s0φ.

(4) πc

(
L

ι

−̃sφ
(ub,k, uw,k)

)
(x) ≤ πc

(
MJk,−s,φ(hb,k, hw,k)

)
(x) and

∣∣∣πc
(
L

ι

−̃sφ(ub,k, uw,k)
)
(x)− πc

(
L

ι

−̃sφ(ub,k, uw,k)
)
(x′)
∣∣∣

≤A|b|
(
πc
(
MJk,−s,φ(hb,k, hw,k)

)
(x) + πc

(
MJk,−s,φ(hb,k, hw,k)

)
(x′)
)
d(x, x′)α.
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We first set hc,−1 :=
1
ρ
, hc,0 := ‖uc‖[b]C0,α(X0

c ,d)
∈ [0, 1], and uc,0 := uc for each c ∈ {b,w}.

Then clearly Properties (1), (2), and (3) are satisfied for k = 0. By Property (2) for
k = 0, we can choose j0 ∈ Es according to Proposition 9.13 (iii) such that Property (4)
holds for k = 0.
We continue our construction recursively as follows. Assume that we have chosen

ub,i ∈ C0,α
((
X0

b , d
)
,C
)
, uw,i ∈ C0,α

((
X0

w, d
)
,C
)
, hb,i ∈ KA|b|

(
X0

b , d
)
, hw,i ∈ KA|b|

(
X0

w, d
)
,

and Ji ∈ Es for some i ∈ N0. Then we define, for each c ∈ {b,w},

uc,i+1 := πc

(
L

ι

−̃sφ(ub,i, uw,i)
)

and hc,i+1 := πc(MJi,−s,φ(hb,i, hw,i)).

Then for each c ∈ {b,w}, by (7.10) we get uc,i+1 ∈ C0,α
((
X0

c , d
)
,C
)
, and by (9.42) in

Proposition 9.13 we have hc,i+1 ∈ KA|b|

(
X0

c , d
)
. Property (1) for k = i + 1 follows from

Property (1) for k = i. Property (2) for k = i + 1 follows from Property (4) for k = i.
Property (3) for k = i+1 follows from Proposition 9.13 (ii). By Property (2) for k = i+1
and Proposition 9.13 (iii), we can choose Ji+1 ∈ Es such that Property (4) for k = i + 1
holds. This completes the recursive construction and the verification of Properties (1)
through (4) for all k ∈ N.
By (7.14) in Lemma 7.7, Properties (1), (2), (3), and Theorem 3.23 (iii), we have
∫

X0
c

∣∣∣L(nι)

−̃sφ,c,b
(ub) + L(nι)

−̃sφ,c,w
(uw)

∣∣∣
2

dµ−s0φ =

∫

X0
c

∣∣∣πc
(
L

nι

−̃sφ(ub, uw)
)∣∣∣

2

dµ−s0φ

=

∫

X0
c

|uc,n|2 dµ−s0φ ≤
∫

X0
c

h2c,n dµ−s0φ ≤ ρn
(∫

X0
b

h2b,0 dµ−s0φ +

∫

X0
w

h2w,0 dµ−s0φ

)
≤ ρn,

for all c ∈ {b,w} and n ∈ N. �

10. Examples and genericity of strongly non-integrable potentials

In this section, we try to discuss on how general the strong non-integrability condition
is. We show in Subsection 10.1 that for the Lattès maps, in the class of continuously
differentiable real-valued potentials, the weaker condition of non-local integrability implies
the (stronger) 1-strong non-integrability for some visual metric d for f . This leads to a
characterization of the Prime Orbit Theorems in this context, i.e., Theorem 1.12, proved at
the end of Subsection 10.1. The proof relies on the geometric properties of various metrics
in this context, and does not generalize to other rational expanding Thurston maps.
However, we are able to show the genericity of the α-strong non-integrability condition
in the set C0,α(S2, d) of real-valued Hölder continuous functions with an exponent α on
S2 equipped with a visual metric d. See Theorem 1.10 for the precise statement. A
constructive proof of Theorem 1.10 is given at the end of Subsection 10.2, relying on
Theorem 10.5 that gives a construction of a potential φ that satisfies the α-strong non-
integrability condition arbitrarily close to a given ψ ∈ C0,α(S2, d).

10.1. Examples for Lattès maps. In order to carry out the cancellation argument in
Section 9, it is crucial to have both the lower bound and the upper bound in (9.25). As
seen in the proof of Proposition 9.5, the upper bound in (9.25) is guaranteed automatically
by the Hölder continuity of the potential φ with the right exponent α. If we could assume
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in addition that the identity map on S2 is a bi-Lipschitz equivalence (or more generally,
snowflake equivalence) from a visual metric d to the Euclidean metric on S2, and the

temporal distance φf, Cξ, ξ′ is nonconstant and continuously differentiable, then we could
expect a lower bound with the same exponent as that in the upper bound in (9.25) near
the same point.

However, for a rational expanding Thurston map f : Ĉ → Ĉ defined on the Riemann

sphere Ĉ, the chordal metric σ (see Remark 3.16 for the definition), which is bi-Lipschitz
equivalent to the Euclidean metric away from the infinity, is never a visual metric for

f (see [BM17, Lemma 8.12]). In fact, (S2, d) is snowflake equivalent to
(
Ĉ, σ

)
if and

only if f is topologically conjugate to a Lattès map (see [BM17, Theorem 18.1 (iii)] and
Definition 10.1 below).
Recall that we call two metric spaces (X1, d1) and (X2, d2) are bi-Lipschitz, snowflake, or

quasisymmetrically equivalent if there exists a homeomorphism from (X1, d1) to (X2, d2)
with the corresponding property.
We recall a version of the definition of Lattès maps.

Definition 10.1. Let f : Ĉ → Ĉ be a rational Thurston map on the Riemann sphere Ĉ.
If f is expanding and the orbifold Of = (S2, αf) associated to f is parabolic, then it is
called a Lattès map.

See [BM17, Chapter 3] and [Mil06] for other equivalent definitions and more properties
of Lattès maps.
The special phenomenon mentioned above is not common in the study of Prime Orbit

Theorems for smooth dynamical systems, as we are endeavoring out of Riemannian setting
into general self-similar metric spaces. We content ourselves with the smooth examples
of strongly non-integrable potentals for Lattès maps in Proposition 10.3 below.

Remark 10.2. For a Lattès map f : Ĉ → Ĉ, the universal orbifold covering map Θ: C →
Ĉ of the orbifold Of =

(
Ĉ, αf

)
associated to f is holomorphic (see [BM17, Theorem A.26,

Definition A.27, and Corollary A.29]). Let d0 be the Euclidean metric on C. Then the
canonical orbifold metric ωf of f is the pushforward of d0 by Θ, more presicely,

ωf(p, q) := inf
{
d0(z, w)

∣∣ z ∈ Θ−1(p), w ∈ Θ−1(q)
}

for p, q ∈ Ĉ (see Section 2.5 and Appendices A.9 and A.10 in [BM17] for more details on the
canonical orbifold metric). Let σ be the chordal metric on C as recalled in Remark 3.16.

By [BM17, Proposition 8.5], ωf is a visual metric for f . By [BM17, Lemma A.34],
(
Ĉ, ωf

)

and
(
Ĉ, σ

)
are bi-Lipschitz equivalent, i.e., there exists a bi-Lipschitz homeomorphism

h : Ĉ → Ĉ from
(
Ĉ, ωf

)
to
(
Ĉ, σ

)
. Moreover, by the discussion in [BM17, Appendix A.10],

h cannot be the identity map.

Proposition 10.3. Let f : Ĉ → Ĉ be a Lattès map, and d := ωf be the canonical orbifold

metric of f on Ĉ (as recalled in Remark 10.2). Let φ : Ĉ → R be a continuously diffe-

rentiable real-valued function on the Riemann sphere Ĉ. Then φ ∈ C0,1
(
Ĉ, d

)
, and the

following statements are equivalent:
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(i) φ is not co-homologous to a constant in C
(
Ĉ,C

)
, i.e., there are no constant K ∈ C

and function β ∈ C
(
Ĉ,C

)
with φ = K + β ◦ f − β.

(ii) φ is non-locally integrable with respect to f and d (in the sense of Definition 6.3).

(iii) φ satisfies the 1-strong non-integrability condition with respect to f and d (in the
sense of Definition 9.1).

Proof. We denote the Euclidean metric on C by d0. Let σ be the chordal metric on C
as recalled in Remark 3.16. By [BM17, Proposition 8.5], the canonical orbifold metric
d = ωf is a visual metric for f . Let Λ > 1 be the expansion factor of d for f .
Let Of = (S2, αf) be the orbifold associated to f (see Subsection 6.2). Since f has no

periodic critical points, αf(z) < +∞ for all z ∈ Ĉ (see Definition 6.6).
By inequality (A.43) in [BM17, Appendix A.10],

(10.1) sup

{
σ(z1, z2)

d(z1, z2)

∣∣∣∣ z1, z2 ∈ Ĉ, z1 6= z2

}
< +∞.

By (10.1) and the assumption that φ is continuously differentiable, we get φ ∈ C0,1
(
Ĉ, σ

)
⊆

C0,1
(
Ĉ, d

)
.

We establish the equivalence of statements (i) through (iii) as follows.

(i) ⇐⇒ (ii). The equivalence follows immediately from Theorem 6.4.

(ii) ⇐⇒ (iii). The backward implication follows from Proposition 9.3. To show
the forward implication, we assume that φ is non-locally integrable. We observe from
Lemma 3.17, Theorem 6.4, and Lemma 9.2 that by replacing f with an iterate of f
if necessary, we can assume without loss of generality that there exists a Jordan curve
C ⊆ S2 such that post f ⊆ C, f(C) ⊆ C, and that there exist ξ = {ξ−i}i∈N0 ∈ Σ−

f, C and

η = {η−i}i∈N0 ∈ Σ−
f, C, X

1 ∈ X1(f, C), and u0, v0 ∈ X1 with X1 ⊆ f(ξ0) = f(η0), and

(10.2) φf, Cξ, η (u0, v0) 6= 0.

By the continuity of φf, Cξ, η (see Lemma 6.1 and Definition 6.2), we can assume that u0, v0 ∈
inte(X1). Without loss of generality, we can assume that ∞ /∈ X1. We use the usual
coordinate z = (x, y) ∈ R2 on X1. We fix a constant C22 ≥ 1 depending only on f and C
such that

(10.3) C−1
22 σ(z1, z2) ≤ d0(z1, z2) ≤ C22d(z1, z2) for all z1, z2 ∈ X1.

Recall that αf = 1 for all z ∈ Ĉ \ post f (see Definition 6.6). By Proposition A.33 and
the discussion proceeding it in [BM17, Appendix A.10], the following statements hold:

(1) The canonical orbifold metric d is a singular conformal metric with a conformal
factor ρ that is continuous everywhere except at the points in supp(αf) ⊆ post f .

(2) d(z1, z2) = inf
γ

∫
γ
ρ dσ, where the infimum is taken over all σ-rectifiable paths γ in

Ĉ joining z1 and z2.

(3) For each z ∈ Ĉ \ supp(αf), there exists a neighborhood Uz ⊆ Ĉ containing z and
a constant Cz ≥ 1 such that C−1

z ≤ ρ(u) ≤ Cz for all u ∈ Uz.
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Choose connected open sets V and U such that u0, v0 ∈ V ⊆ V ⊆ U ⊆ U ⊆ inte(X1).
By compactness and statement (3) above, there exists a constant C23 ≥ 1 such that

(10.4) C−1
23 ≤ ρ(z) ≤ C23 for all z ∈ U.

Thus by (10.3), (10.1), and a simple covering argument using statement (2) above, ine-
quality (10.4), and the fact that V ⊆ U , there exists a constant C24 ≥ 1 depending only
on f , C, d, φ, and the choices of U and V such that

(10.5) C−1
24 d(z1, z2) ≤ d0(z1, z2) ≤ C24d(z1, z2) for all z1, z2 ∈ V .

We denote, for each i ∈ N,

(10.6) τi := (f |ξ1−i)−1◦· · ·◦(f |ξ−1
)−1◦(f |ξ0)−1 and τ ′i := (f |η1−i)−1◦· · ·◦(f |η−1

)−1◦(f |η0)−1.

We define a function Φ: X1 → R by Φ(z) := φf, Cξ, η (u0, z) for z ∈ X1 (see Definition 6.2
and Lemma 6.1).

Claim. Φ is continuously differentiable on V .

By Definition 6.2, it suffices to show that the function D(·) := ∆f, C
φ, ξ(u0, ·) is continuously

differentiable on V . By Lemma 6.1, the function D(z) =
+∞∑
i=0

((φ ◦ τi)(u0)− (φ ◦ τi)(z)) is
the uniform limit of a series of continuous functions on V . Since V ⊆ inte(X1), by (10.6)
and Proposition 3.11 (i), the function φ ◦ τi is differentiable on V for each i ∈ N.
We fix an arbitrary integer i ∈ N. For each pair of distinct points z1, z2 ∈ inte(X1),

we choose the maximal integer m ∈ N with the property that there exist two m-tiles
Xm

1 , X
m
2 ∈ Xm(f, C) such that z1 ∈ Xm

1 , z2 ∈ Xm
2 , and Xm

1 ∩ Xm
2 6= ∅. Then by

Proposition 3.11 (i) and Lemma 3.15 (i) and (ii),

|(φ ◦ τi)(z1)− (φ ◦ τi)(z2)|
d(z1, z2)

≤
‖φ‖C0,1(Ĉ,d) diamd(τi(X

m
1 ∪Xm

2 ))

C−1Λ−(m+1)

≤‖φ‖C0,1(Ĉ,d)
2CΛ−(m+i)

C−1Λ−(m+1)
≤ 2C2 ‖φ‖C0,1(Ĉ,d) Λ

1−i,

where C ≥ 1 is a constant from Lemma 3.15 depending only on f , C, and d. Thus by
(10.5),

sup

{∣∣∣∣
∂

∂x
(φ ◦ τi)(z)

∣∣∣∣
∣∣∣∣ z ∈ V

}
≤ sup

{ |(φ ◦ τi)(z1)− (φ ◦ τi)(z2)|
d0(z1, z2)

∣∣∣∣ z1, z2 ∈ V, z1 6= z2

}

≤ C24 sup

{ |(φ ◦ τi)(z1)− (φ ◦ τi)(z2)|
d(z1, z2)

∣∣∣∣ z1, z2 ∈ V, z1 6= z2

}
≤ 2C24C

2 ‖φ‖C0,1(Ĉ,d) Λ
1−i.

Hence ∂
∂x
D exists and is continuous on V . Similarly, ∂

∂y
D exists and is continuous on

V . Therefore D is continuously differentiable on V , establishing the claim.

By the claim, (10.2), and the simple observation that φf, Cξ, η (u0, u0) = 0, there exist

numbers M0 ∈ N, ε ∈ (0, 1), and C25 > 1, and M0-tiles Y
M0

b ∈ XM0

b (f, C) and Y M0
w ∈

XM0
w (f, C) such that C25 ≥ C24, Y

M0
b ∪ Y M0

w ⊆ V ⊆ inte(X1), and at least one of the
following two inequalities holds:
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(a) inf
{∣∣ ∂

∂x
Φ(z)

∣∣ ∣∣ z ∈ h−1
(
Y M0

b ∪ Y M0
w

)}
≥ 2C25ε, or

(b) inf
{∣∣ ∂

∂y
Φ(z)

∣∣ ∣∣ z ∈ h−1
(
Y M0
b ∪ Y M0

w

)}
≥ 2C25ε.

We assume now that inequality (a) holds, and remark that the proof in the other case
is similar.
Without loss of generality, we can assume that ε ∈

(
0, (2C25C)

−2
)
.

Then by Lemma 3.15 (v), for each c ∈ {b,w}, each integer M ≥ M0, and each M-tile
X ∈ XM(f, C) with X ⊆ Y M0

c , there exists a point u1(X) = (x1(X), y0(X)) ∈ X such
that Bd

(
u1(X), C−1Λ−M

)
⊆ X . We choose x2(X) ∈ R such that |x1(X) − x2(X)| =

(4C25C)
−1Λ−M . Then by (10.5) and C25 ≥ C24, we get

u2(X) := (x2(X), y0(X)) ∈Bd0

(
u1(X), (2C25C)

−1Λ−M
)

⊆ Bd

(
u1(X), (2C)−1Λ−M

)
⊆ Bd

(
u1(X), C−1Λ−M

)
⊆ X.(10.7)

In particular, the entire horizontal line segment connecting u1(X) and u2(X) is contained
in inte(X). By (10.7), Lemma 3.15 (ii), (10.5), and C25 ≥ C24, we get

min
{
d
(
u1(X), Ĉ \X

)
, d
(
u2(X), Ĉ \X

)
, d(u1(X), u2(X))

}
(10.8)

≥ min
{
(2C)−1Λ−M , C−1

25 (4C25C)
−1Λ−M

}
≥ ε diamd(X).

On the other hand, by (10.5), C25 ≥ C24, Definition 6.2, inequality (a) above, and the
mean value theorem,

∣∣φf, Cξ, η (u1(X), u2(X))
∣∣

d(u1(X), u2(X))
≥
∣∣φf, Cξ, η (u1(X), u2(X))

∣∣
C25d0(u1(X), u2(X))

=
|Φ(u1(X))− Φ(u2(X))|
C25|x1(X)− x2(X)| ≥ 2ε.

We choose

(10.9) N0 :=

⌈
logΛ

2C2ε−2 |φ|1,(Ĉ,d) C0

1− Λ−1

⌉
.

where C0 > 1 is a constant depending only on f , C, and d from Lemma 3.22.
Fix arbitrary N ≥ N0. Define XN+M0

c,1 := τN
(
Y M0
c

)
and XN+M0

c,2 := τ ′N
(
Y M0
c

)
(c.f.

(10.6)). Note that ς1 = τN |YM0
c

and ς2 = τ ′N |YM0
c

.

Then by Definition 6.2, Lemma 6.1, (10.8), Lemma 3.24, Proposition 3.11 (i), and
Lemma 3.15 (i) and (ii),

|SNφ(ς1(u1(X)))− SNφ(ς2(u1(X)))− SNφ(ς1(u2(X))) + SNφ(ς2(u2(X)))|
d(u1(X), u2(X))

≥
∣∣φf, Cξ, η (u1(X)), u2(X))

∣∣
d(u1(X), u2(X))

− lim sup
n→+∞

|Sn−Nφ(τn(u1(X)))− Sn−Nφ(τn(u2(X)))|
ε diamd(X)

− lim sup
n→+∞

|Sn−Nφ(τ ′n(u1(X)))− Sn−Nφ(τ
′
n(u2(X)))|

ε diamd(X)

≥ 2ε−
|φ|1,(Ĉ,d)C0

1− Λ−1
· d(τN (u1(X)), τN(u2(X))) + d(τ ′N(u1(X)), τ ′N(u2(X)))

ε diamd(X)
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≥ 2ε−
|φ|1,(Ĉ,d)C0

1− Λ−1
· diamd(τN (X)) + diamd(τ

′
N (X))

ε diamd(X)

≥ 2ε−
|φ|1,(Ĉ,d)C0

1− Λ−1
· 2CΛ

−(M+N)

εC−1Λ−M
≥ 2ε−

2C2ε−1 |φ|1,(Ĉ,d)C0

1− Λ−1
Λ−N0 ≥ ε.

where the last inequality follows from (10.9).
Therefore φ satisfies the 1-strong non-integrability condition with respect to f and

d. �

Proof of Theorem 1.12. By Proposition 10.3, φ ∈ C0,α
(
Ĉ, d

)
. So the existence and uni-

queness of s0 > 0 follows from Corollary 3.34.
The implication (i) =⇒ (iii) follows from Proposition 10.3 and Theorem 1.7. The

implication (iii) =⇒ (ii) is trivial. The implication (ii) =⇒ (i) follows immediately by a
contradiction argument using Theorem 6.4 and Corollary 6.5. �

10.2. Genericity of strongly non-integrable potentials. We recall some concepts
related to the expansion of expanding Thurston maps from a combinatorial point of view.
Suppose f : S2 → S2 be a Thurston map and C ⊆ S2 is a Jordan curve with post f ⊆ C.

For each n ∈ N0, we denote by Dn(f, C) the minimal number of n-tiles required to form
a connected set joining opposite sides of C; more precisely,

Dn(f, C) := min

{
N ∈ N

∣∣∣∣ there exist X1, X2, . . . , XN ∈ Xn(f, C) such that(10.10)

N⋃

j=1

Xj is connected and joins opposite sides of C
}
.

See [BM17, Section 5.7] for more properties of Dn(f, C). M. Bonk and D. Meyer showed
in [BM17, Proposition 16.1] that the limit

(10.11) Λ0(f) := lim
n→+∞

Dn(f, C)1/n

exists and is independent of C. We have Λ0(f) ∈ (1,+∞). The constant Λ0(f) is called
the combinatorial expansion factor of f .
The combinatorial expansion factor Λ0(f) serves as a sharp upper bound of the expan-

sion factors of visual metrics of f ; more precisely, for an expanding Thurston map f , the
following statements are true:

(i) If Λ is the expansion factor of a visual metric for f , then Λ ∈ (1,Λ0(f)].

(ii) Conversely, if Λ ∈ (1,Λ0(f)), then there exists a visual metric for f with expansion
factor Λ.

See [BM17, Theorem 16.3] for more details.

Lemma 10.4. Let f and C satisfy the Assumptions. We assume in addition that f(C) ⊆
C. Then there exist two sequences of 1-tiles {ξ−i}i∈N0 , {ξ′−i′}i′∈N0 ∈ Σ−

f, C such that f(ξ0) =
f(ξ′0) and ξ−i = ξ0 6= ξ′−i′ for all i, i′ ∈ N0.

Recall that Σ−
f, C is defined in (6.2).
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Proof. We first claim that if the white 0-tile X0
w ∈ X0 does not contain a white 1-tile,

then there exists a black 1-tile X1
b ∈ X1

b such that X1
b = X0

w.
Indeed, note that for each 1-edge e1 ∈ E1, there exists a unique black 1-tile Xb ∈ X1

b

and a unique white 1-tile Xw ∈ X1
w such that Xb ∩Xw = e1. Suppose that X0

w is a union

X0
w =

k⋃
i=1

Xi of k distinct black 1-tiles Xi ∈ X1
b, i ∈ {1, 2, . . . , k}, then

k⋃
i=1

∂Xi ⊆ ∂X0
w =

C. Since each of C and ∂Xi, i ∈ {1, 2, . . . , k}, is a Jordan curve and ∂Xj 6= ∂Xj′ for
1 ≤ j < j′ ≤ k, we conclude that k = 1, establishing the claim.

Similar statement holds if we exchange black and white.
Next, we observe that if the white 0-tile X0

w is also a white 1-tile or the black 0-tile X0
b

is also a black 1-tile, then f cannot be expanding.
Hence it suffices to construct the sequences {ξ−i}i∈N0 and {ξ′−i′}i′∈N0 in the following

two cases:

Case 1. Either X0
w = X1

b for some black 1-tile X1
b ∈ X1

b or X0
b = X1

w for some white
1-tile X1

w ∈ X1
w. Without loss of generality, we assume the former holds. Since deg f ≥ 2,

we can choose a black 1-tile Y 1
b ∈ X1

b and a white 1-tile Y 1
w ∈ X1

w such that Y 1
b ∪Y 1

w ⊆ X0
b .

Then we define ξ−i := Y 1
b for all i ∈ N0, ξ

′
−i′ := X1

b if i′ ∈ N0 is even, and ξ′−i′ := Y 1
w if

i′ ∈ N0 is odd.

Case 2. There exist black 1-tiles X1
b , Y

1
b ∈ X1

b and white 1-tiles X1
w, Y

1
w ∈ X1

w such that
X1

b ∪X1
w ⊆ X0

w and Y 1
b ∪Y 1

w ⊆ X0
b . Then we define ξ−i := Y 1

b for all i ∈ N0, ξ
′
0 := X1

b , and
ξ′−i′ := X1

w for all i′ ∈ N.
It is trivial to check that in both cases, {ξ−i}i∈N0, {ξ′−i′}i′∈N0 ∈ Σ−

f, C, f(ξ0) = f(ξ′0), and
ξ−i = ξ0 6= ξ′−i′ for all i, i

′ ∈ N0. �

Theorem 10.5. Let f : S2 → S2 be an expanding Thurston map with a Jordan curve
C ⊆ S2 satisfying post f ⊆ C and f(C) ⊆ C. Let d be a visual metric on S2 for f with
expansion factor Λ > 1. Given α ∈ (0, 1].
We assume in addition that Λα < Λ0(f). Then there exists a constant C27 > 0 such

that for each ε > 0 and each real-valued Hölder continuous function ϕ ∈ C0,α(S2, d)
with an exponent α, there exist integers N0, M0 ∈ N, M0-tiles Y

M0
b ∈ XM0

b (f, C), Y M0
w ∈

XM0
w (f, C), and a real-valued Hölder continuous function φ ∈ C0,α(S2, d) such that for

each c ∈ {b,w}, each integer M ≥ M0, and each M-tile X ∈ XM(f, C) with X ⊆ Y M0
c ,

there exist two points x1(X), x2(X) ∈ X with the following properties:

(i) min{d(x1(X), S2 \X), d(x2(X), S2 \X), d(x1(X), x2(X))} ≥ ε diamd(X).

(ii) for each integer N ′ ≥ N0, there exist two (N ′ + M0)-tiles X
N ′+M0
c,1 , XN ′+M0

c,2 ∈
XN ′+M0(f, C) such that Y M0

c = fN
′(
XN ′+M0

c,1

)
= fN

′(
XN ′+M0

c,2

)
, and that

(10.12)
|SN ′φ(ς1(x1(X)))− SN ′φ(ς2(x1(X)))− SN ′φ(ς1(x2(X))) + SN ′φ(ς2(x2(X)))|

d(x1(X), x2(X))α
≥ ε,

where we write ς1 :=
(
fN

′
∣∣
X
N′+M0
c,1

)−1

and ς2 :=
(
fN

′
∣∣
X
N′+M0
c,2

)−1

.

(iii) ‖φ− ϕ‖C0,α(S2,d) ≤ C27ε.
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Proof. Denote

(10.13) C26 := 4CαΛα > 1.

Here C ≥ 1 is a constant from Lemma 3.15 depending only on f , C, and d.
Since Λα < Λ0(f) = lim

n→+∞
Dn(f, C)1/n (see (10.11)), we can fix N ∈ N large enough

such that the following statements are satisfied:

• 3 < 3C26C < ΛαN < DN(f, C)− 1.

• There exist u1b, u
2
b, u

1
w, u

2
w ∈ VN such that for all c ∈ {b,w},

(10.14) W
N(
u1c
)
∪WN(

u2c
)
⊆ inte

(
X0

c

)
and W

N(
u1c
)
∩WN(

u2c
)
= ∅.

We denote DN := DN (f, C) in the remaining part of this proof.
It suffices to establish the theorem for ε > 0 sufficiently small. Fix arbitrary

(10.15) ε ∈
(
0, C−2Λ−2N

)
⊆ (0, 1).

We define the following constants

ρ :=
ΛαN

DN − 1
∈ (0, 1),(10.16)

C27 := 1 + C26C
(
4(1− ρ)−1 + ΛαN

(
1− Λ−αN

)−1
)
,(10.17)

N0 :=

⌈
1

α
logΛ

2C2ε−1−α
(
‖ϕ‖C0,α(S2,d) + εC27

)
C0

1− Λ−α

⌉
.(10.18)

Here C0 > 1 is a constant depending only on f , C, and d from Lemma 3.22.
Choose two sequences of 1-tiles ξ := {ξ−i}i∈N0 ∈ Σ−

f, C and ξ′ := {ξ′−i′}i′∈N0 ∈ Σ−
f, C as in

Lemma 10.4 such that f(ξ0) = f(ξ′0) and ξ−i = ξ0 6= ξ′−i′ for all i, i
′ ∈ N0. We denote, for

each j ∈ N,
(10.19)

τj :=
(
f |ξ1−j

)−1 ◦ · · · ◦ (f |ξ−1
)−1 ◦ (f |ξ0)−1 and τ ′j :=

(
f |ξ′1−j

)−1 ◦ · · · ◦
(
f |ξ′−1

)−1 ◦
(
f |ξ′0
)−1

.

Since f is expanding Thurston map, we have f(ξ0) ) ξ0. Thus we can fix a constant

(10.20) M0 ≥
1

α
logΛ

2C26

1− Λ−αN

large enough such that we can choose Y M0

b ∈ XM0

b and Y M0
w ∈ XM0

w with Y M0

b ∩ Y M0
w 6= ∅

and

(10.21) Y M0
b ∪ Y M0

w ⊆ inte(f(ξ0)) \ ξ0.
We fix such Y M0

b ∈ XM0
b and Y M0

w ∈ XM0
w . See Figure 10.1.

We want to construct, for each n ∈ N0 and each (n + N)-vertex v ∈ Vn+N , a non-
negative bump function Υv,n : S

2 → [0,+∞) that satisfies the following properties:

(a) Υv,n(v) = C26Λ
−αnε and Υv,n(x) = 0 if x ∈ S2 \W n+N(v).

(b) ‖Υv,n‖C0(S2) = C26Λ
−αnε.
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Y M0
w

Y M0
b

f

f

f(ξ0)
ξ0

Y M0
w

Y M0
b

X ∈ XM0+N X ∈ XM0+2N X ∈ XM0+3N

v1

v2

Figure 10.1. Constructions for the proof of Theorem 10.5.

(c) For each m ∈ N, each X ∈ Xn+mN , and each pair of points x, y ∈ X ,

(10.22) |Υv,n(x)−Υv,n(y)| ≤ C26Λ
−αnε(DN − 1)−(m−1).

Fix arbitrary n ∈ N0 and v ∈ Vn+N .
In order to construct such Υv,n, we first need to construct a collection of sets whose

boundaries serve as level sets of Υv,n. More precisely, we will construct a collection of
closed subsets {Ui}i∈I of W n+N(v) indexed by

(10.23) I :=
⋃

k∈N

{0, 1, . . . , DN − 1}k

that satisfy the following properties:

(1) Ui is either {v} or a nonempty union of (n + (k + 1)N)-tiles if the length of
i ∈ I is k ∈ N, i.e., i ∈ {0, 1, . . . , DN − 1}k. Moreover, Ui = {v} if and only if
i =: (i1, i2, . . . , ik) = (0, 0, . . . , 0).

(2) S2 \ Ui is a finite disjoint union of simply connected open sets for each i ∈ I.

(3) U(i1,i2,...,ik) = U(i1,i2,...,ik,0) for each k ∈ N and each i = (i1, i2, . . . , ik) ∈ I.
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(4) Ui ⊆ intUj ⊆ Uj ⊆W n+N(v) for all i, j ∈ I with i < j.

Here we say i < j, for i = (i1, i2, . . . , ik) ∈ I and j = (j1, j2, . . . , jk′) ∈ I, if one of the
following statements is satisfied:

• k < k′, il = jl for all l ∈ N with l ≤ k, and jl′ 6= 0 for some l′ ∈ N with k < l′ ≤ k′.

• There exists l′ ∈ N with l′ ≤ min{k, k′} such that il′ < jl′ and il = jl for all l ∈ N
with l < l′.

We say i ≤ j for i, j ∈ I if either i < j or i = j.
We denote

(10.24) I0 := ∅, and Il :=
l⋃

k=1

{1, . . . , DN − 1}k for each l ∈ N.

We construct Ui recursively on the length of i ∈ I.
We set U(0) := {v}. For i = (i1), i1 ∈ {1, . . . , DN − 1}, we define a connected closed set

U(i1) :=
⋃{

Xi1

∣∣∣∣ there exist X1, X2, . . . , Xi1 ∈ Xn+2N

such that

i1⋃

m=1

Xm is connected and v ∈ X1

}
.

Note that U(i1) ⊆ W n+N(v) for i1 ∈ {1, 2, . . . , DN − 1} since otherwise there would exist

X1, X2, . . . , Xi1 ∈ Xn+2N such that the union
i1⋃

m=1

fn+N(Xm) of N -tiles fn+N(Xm) ∈ XN

(see Proposition 3.11 (i)), m ∈ {1, 2, . . . , i1}, is connected and joins opposite sides of C
which is impossible due to the definition of DN (see (10.10)). Then Properties (1), (2),
and (4) hold for i, j ∈ {0, 1, . . . , DN − 1}1 by our construction.
Assume that we have constructed Ui ⊆ W n+N(v) for each i ∈ Il for some l ∈ N, that

Property (3) is satisfied for each i ∈ Il−1, and that Properties (1), (2), and (4) are satisfied
for all i, j ∈ Il.
Fix arbitrary i = (i1, i2, . . . , il) ∈ {0, 1, . . . , DN − 1}l and il+1 ∈ {1, 2, . . . , DN − 1}.

Denote j := (i1, i2, . . . , il, il+1). We set U(i1,i2,...,il,0) := Ui. We define a connected closed
set

Uj := Ui ∪
⋃{

Xil+1

∣∣∣∣ there exist X1, X2, . . . , Xil+1
∈ Xn+(l+2)N

such that

il+1⋃

m=1

Xm is connected and Ui ∩X1 6= ∅
}
.

Claim 1. Uj ⊆ intU(i1,i2,...,il−1,1+il) if il 6= DN − 1, and Uj ⊆W n+N(v) if il = DN − 1.

We first establish Claim 1 in the case il 6= DN − 1. Denote i′ := (i1, i2, . . . , il−1, 1 + il).
By Property (1) of {Ui}i∈Il, Ui and Ui′ are unions of (n+(l+1)N)-tiles. By Property (4)
of {Ui}i∈Il, Ui ⊆ intUi′, so ∂Ui ∩ ∂Ui′ = ∅. We argue by contradiction and assume

that Uj * intUi′ . Then there exist X1, X2, . . . , Xil+1
∈ Xn+(l+2)N such that the union
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v1(X)

v2(X)

X ∈ XM0+N

WM0+2N (v1(X))

Figure 10.2. Level sets ∂U(i1), i1 ∈ {1, 2, . . . , DN − 1}, of Υv1(X), M0+N .

v1(X)

WM0+2N(v1(X))

Figure 10.3. Level sets ∂U(4,i2), i2 ∈ {1, 2, . . . , DN − 1}, of Υv1(X),M0+N .
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K :=
il+1⋃
m=1

Xm is a connected set that intersects both ∂Ui and ∂Ui′ nontrivially. Then K

cannot be a subset of a single (n+(l+1)N)-flower (of an (n+(l+1)N)-vertex). Since each
connected component of the preimage of a 0-flower under fn+(l+1)N is an (n+ (l + 1)N)-
flower, we observe that fn+(l+1)N (K) cannot be a subset of a single 0-flower (of a 0-vertex),
or equivalently (see [BM17, Lemma 5.33]), fn+(l+1)N(K) joins opposite sides of C. Since

fn+(l+1)N(K) =
il+1⋃
m=1

fn+(l+1)N(Xm) is connected,
{
fn+(l+1)N (Xm)

∣∣m ∈ {1, 2, . . . , il+1}
}
⊆

XN (see Proposition 3.11 (i)) , and il+1 ≤ DN −1, we get a contradiction to the definition
of DN (see (10.10)).
Claim 1 is now proved in the case il 6= DN − 1. The argument for the proof of the case

il = DN − 1 is similar and we omit it here.

By Claim 1 and Property (4) of {Ui}i∈Il, we have Uj ⊆W n+N(v).

Then Properties (1) and (2) hold for each i ∈ {0, 1, . . . , DN − 1}l+1, Property (3) holds
for each i ∈ {0, 1, . . . , DN − 1}l. In order to verify Property (4) of {Ui}i∈Il+1

, it suffices to

observe that by Claim 1 and our construction, for all j ∈ Il and i1, i2, . . . , il, il+1, i
′
l+1 ∈

{0, 1, . . . , DN − 1} with 1 ≤ il+1 < i′l+1 and i := (i1, i2, . . . , il) < j, we have

Ui ⊆ intUi1 ⊆ Ui1 ⊆ intUi2 ⊆ Ui2 ⊆ intUj,

where i1 := (i1, i2, . . . , il, il+1) and i2 := (i1, i2, . . . , il, i
′
l+1).

The construction of {Ui}i∈I and the verification of Properties (1) through (4) is now
complete.

We can now construct the bump function Υv, n : S
2 → [0,+∞) and verify that it satisfies

Properties (a) through (c) of the bump functions.
We define

(10.25) Υv, n(v) := C26Λ
−αnε and Υv, n(x) := 0 if x ∈ S2 \ U(DN−1).

Property (a) of the bump functions follows from Property (4) of {Ui}i∈I .
We denote, for each k ∈ N,

I∗k := {(i1, i2, . . . , ik) ∈ Ik | ik 6= 0, il 6= DN − 1 for 1 ≤ l < k}.
Define I∗ :=

⋃
k∈N

I∗k .

For arbitrary k ∈ N and i = (i1, i2, . . . , ik) ∈ I∗k , we define a subset Ai of W
n+N(v) by

(10.26) Ai := U(i1,i2,...,ik−1,ik) \ U(i1,i2,...,ik−1,ik−1,DN−1).

In particular A(i1) = U(i1) \ U(i1−1,DN−1) for i1 ∈ {1, 2, . . . , DN − 1}. We note that by
Property (4) of {Ui}i∈I ,
(10.27) Ai ∩ Aj = ∅ for all i, j ∈ I∗ with i 6= j.

Thus we define, for each k ∈ N and each i = (i1, i2, . . . , ik) ∈ I∗k ,

(10.28) Υv, n(x) := C26Λ
−αnε

(
1−

k∑

j=1

ij
(DN − 1)j

)
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for each x ∈ Ai.
With abuse of notation, for each i ∈ I∗, we write Υv, n(Ai) := Υv, n(x) for any x ∈ Ai.
So far we have defined Υv, n on

(10.29) U := {v} ∪
(
S2 \ U(DN−1)

)
∪
⋃

i∈I∗

Ai.

Claim 2. The set U contains all vertices, i.e.,
⋃
k∈N0

Vk ⊆ U.

In order to establish Claim 2, it suffices to show that x ∈ U for each x ∈ Vn+(m+1)N ∩
U(DN−1) \{v} and each m ∈ N. We fix an arbitrary integer m ∈ N and an arbitrary vertex

x ∈ Vn+(m+1)N ∩ U(DN−1) \ {v}. We choose a sequence {ik}k∈N in {0, 1, . . . , DN − 2}
recursively as follows:
Let i1 be the largest integer in {0, 1, . . . , DN − 2} with x /∈ U(i1). Assume that we have

chosen {ik}lk=1 in {0, 1, . . . , DN − 2} for some l ∈ N with the property that x /∈ U(i1,i2,...,il)

and x ∈ U(i1,i2,...,il−1,1+il), then by Properties (3) and (4) of {Ui}i∈I , we can choose il+1

to be the largest integer in {0, 1, . . . , DN − 1} with x /∈ U(i1,i2,...,il+1). Assume that il+1 =
DN − 1. Thus (i1, i2, . . . , il−1, 1 + il) ∈ I∗ and x ∈ U(i1,i2,...,il−1,1+il) \ U(i1,i2,...,il,DN−1) =
A(i1,i2,...,il−1,1+il).
So we can assume, without loss of generality, that ik 6= DN − 1 for all k ∈ N, i.e.,

{ik | k ∈ N} ⊆ {0, 1, . . . , DN − 2} can be constructed above. Then x ∈ U(i1,i2,...,im−1,1+im).
Since both U(i1,i2,...,im−1,1+im) and U(i1,i2,...,im) are unions of (n + (m + 1)N)-tiles (see
Property (1) of {Ui}i∈I), we can see that x /∈ U(i1,i2,...,im,DN−1) since otherwise there

would exist X1, X2, . . . , XDN−1 ∈ Xn+(m+2)N such that the union K :=
DN−1⋃
k=1

Xk is

connected and have nontrivial intersections with U(i1,i2,...,im) and {x}, and consequently

K ∩ ∂W n+(m+1)N (x) 6= ∅. This is impossible since fn+(m+1)N (K), as a union of N -tiles
fn+(m+1)N (Xl) (see Proposition 3.11 (i)), l ∈ {1, 2, . . . , DN − 1}, cannot join opposite
sides of C due to the definition of DN in (10.10). Hence (i1, i2, . . . , im−1, 1 + im) ∈ I∗ and
x ∈ U(i1,i2,...,im−1,1+im) \ U(i1,i2,...,im,DN−1) = A(i1,i2,...,im−1,1+im). Claim 2 is now established.

Claim 3. For the function Υv, n defined on U, inequality (10.22) holds for each m ∈ N,
each X ∈ Xn+mN , and each pair of points x, y ∈ X ∩ U.

Fix arbitrary m ∈ N, X ∈ Xn+mN , and x, y ∈ X ∩ U. Inequality (10.22) holds for
x, y ∈ X ∩ U trivially if m = 1 by (10.25) and (10.28). So without loss of generality, we
can assume m ≥ 2. We choose a sequence {ik}k∈N in {0, 1, . . . , DN − 1} recursively as
follows:
Let i1 be the largest integer in {0, 1, . . . , DN −1} with X * U(i1). Assume that we have

chosen {ik}lk=1 for some l ∈ N with the property that X * U(i1,i2,...,il), then by Proper-
ties (3) and (4) of {Ui}i∈I , we can choose il+1 to be the largest integer in {0, 1, . . . , DN−1}
with X * U(i1,i2,...,il+1).
We establish Claim 3 by considering the following two cases:

Case 1. ik = DN − 1 for some integer k ∈ [1, m − 1]. Without loss of generality,
we assume that k is the smallest such integer. Recall that m ≥ 2. If k = 1, then
by Property (1) of {Ui}i∈I , X ⊆

(
S2 \ intU(DN−1)

)
⊆
(
S2 \ U(DN−1)

)
∪ A(DN−1), and
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consequently Υ(x) = 0 = Υ(y) by (10.25) and (10.28). If k ≥ 2, then (i1, i2, . . . , ik−2, 1 +
ik−1), (i1, i2, . . . , ik−1, DN − 1) ∈ I∗, and

X ⊆ U(i1,i2,...,ik−2,1+ik−1) \ intU(i1,i2,...,ik−1,DN−1) ⊆ A(i1,i2,...,ik−2,1+ik−1) ∪ A(i1,i2,...,ik−1,DN−1)

by our choice of ik−1, the fact that both U(i1,i2,...,ik−2,1+ik−1) and U(i1,i2,...,ik−1,DN−1) are
unions of (n+(k+1)N)-tiles (by Property (1) of {Ui}i∈I), and (10.26). Hence by (10.28),

Υv, n(x) = C26Λ
−αnε

(
1−∑k

j=1
ij

(DN−1)j

)
= Υv, n(y).

Case 2. ik ≤ DN − 2 for all integer k ∈ [1, m − 1]. Then by our choice of im−1 and
Properties (1) and (4) of {Ui}i∈I ,
(10.30) X ⊆ U(i1,i2,...,im−2,1+im−1) \ intU(i1,i2,...,im−1) ⊆ U(i1,i2,...,im−2,1+im−1) \ Uj
for each j ∈ I with j < (i1, i2, . . . , im−1).
Note that by (10.26) and Property (4) of {Ui}i∈I ,

(10.31) Ai ⊆ Uj for all i ∈ I∗ and j ∈ I with i ≤ j.

By (10.25) and (10.28),

(10.32) Υv, n(Ai) ≥ Υv, n

(
Aj
)
for all i, j ∈ I∗ with i ≤ j.

Thus by (10.30), (10.31), and (10.32),

|Υv, n(x)−Υv, n(y)| ≤ inf
{
Υv, n(Ai)

∣∣ j ∈ I, i ∈ I∗, i ≤ j < (i1, i2, . . . , im−1)
}

− inf{Υv, n(Ai) | i ∈ I∗, i ≤ (i1, i2, . . . , im−2, 1 + im−1)}
≤C26Λ

−αnε(DN − 1)−(m−1),

where the last identity follows easily from (10.28) and the definition of I∗ by separate
explicit calculations depending on im−1 = 0 or not.
Claim 3 is now established.

Claim 4. The function Υv, n is continuous on U.

Fix arbitrary x, y ∈ U and m ∈ N with x 6= y and y ∈ Un+mN (x) (c.f. (3.14)). Then
there exist X1, X2 ∈ Xn+mN such that x ∈ X1, y ∈ X2, and X1 ∩ X2 6= ∅. It follows
immediately from Definition 3.8 (iii) that there exists an (n+mN)-vertex z in X1 ∩X2.
Then by Claim 2 and Claim 3,

|Υv, n(x)−Υv, n(y)| ≤|Υv, n(x)−Υv, n(z)|+ |Υv, n(z)−Υv, n(y)|
≤2C26Λ

−αnε(DN − 1)−(m−1).

Hence Claim 4 follows from Lemma 3.15 (iv) and the fact that DN − 1 > 1.

Since we have defined Υv,n continuously on a dense subset U of S2 by Claim 2 and
Claim 4, we can now extend Υv,n continuously to S2. Property (b) of the bump functions
follows immediately from (10.25) and (10.28). Property (c) of the bump functions follows
from Claim 3.

Recall u1b, u
2
b, u

1
w, u

2
w ∈ VN defined above.
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For each n ∈ N0, each n-tile X ∈ Xn, and each i ∈ {1, 2}, we define a point

(10.33) vi(X) :=

{
(fn|X)−1

(
uib
)

if X ∈ Xn
b ,

(fn|X)−1
(
uiw
)

if X ∈ Xn
w.

Fix an arbitrary real-valued Hölder continuous function ϕ ∈ C0,α(S2, d) with an expo-
nent α.
We are going to construct φ ∈ C0,α(S2, d) for the given ϕ by defining their difference

Υ ∈ C0,α(S2, d) supported on the (disjoint) backward orbits of Y M0
b ∪Y M0

w along {ξ−i}i∈N0

as the sum of a collection of non-negative bump functions constructed above.
We construct ϕm ∈ C0,α(S2, d) recursively on m ∈ N0.
Set ϕ0 := ϕ.
Assume that ϕi ∈ C0,α(S2, d) has been constructed for some i ∈ N0, we define a number

δX ∈ {0, 1}, for each X ∈ XM0+(i+1)N with X ⊆ Y M0
b ∪ Y M0

w , by

(10.34) δX :=

{
1 if

∣∣(ϕi)f, Cξ, ξ′(v1(X), v2(X))
∣∣ < 2εd(v1(X), v2(X))α,

0 otherwise.

We define

(10.35) ϕi+1 := ϕi +
∑

j∈N

∑

X∈XM0+(i+1)N

X⊆Y
M0
b

∪Y
M0
w

δXΥv1(τj(X)), M0+(i+1)N+j ,

and finally define the non-negative bump function Υ: S2 → [0, 1) by

(10.36) Υ :=
∑

j∈N

∑

m∈N

∑

X∈XM0+mN

X⊆Y
M0
b

∪Y
M0
w

δXΥv1(τj(X)), M0+mN+j .

Here the function τj is defined in (10.19). It follows immediately from Property (b) of the
bump functions that the series in (10.35) and (10.36) converge uniformly and absolutely.
We set φ := ϕ+Υ.
For each c ∈ {b,w}, each integer M ≥ M0, and each M-tile X ∈ XM with X ⊆ Y M0

c ,
we choose an arbitrary

(
M0+

⌈
M−M0

N

⌉
N
)
-tile X ′ with X ′ ⊆ X and define xi(X) := vi(X

′)
for each i ∈ {1, 2}.
Now we discuss some properties of the supports of the terms in the series defining Υ in

(10.36). See Figure 10.1.
Fix arbitrary integers m, j ∈ N, by Property (a) of the bump functions, (10.33), and

properties of u1b, u
1
w ∈ VN , we have

suppΥv1(τj(X)), M0+mN+j ⊆W
M0+(m+1)N+j(

v1
(
τj(X)

))
(10.37)

⊆ inte
(
τj(X)

)
⊆ τj

(
Y M0
b ∪ Y M0

w

)
,

for each (M0 +mN)-tile X ∈ XM0+mN with X ⊆ Y M0
b ∪ Y M0

w . Consequently, by (10.37)

and the fact that τj1
(
Y M0

b ∪ Y M0
w

)
and τj2

(
Y M0

b ∪ Y M0
w

)
are disjoint for distinct j1, j2 ∈ N

(c.f. Figure 10.1), we have

(10.38) suppΥv1(τj1 (X1)),M0+mN+j1 ∩ suppΥv1(τj2 (X2)), M0+mN+j2 = ∅
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for each pair of integers j1, j2 ∈ N and each pair of (M0 +mN)-tiles X1, X2 ∈ XM0+mN

with X1 ∪X2 ⊆ Y M0
b ∪ Y M0

w and (j1, X1) 6= (j2, X2).
We are now ready to verify Property (iii) in Theorem 10.5.

Property (iii). By (10.38), Property (b) of the bump functions, and (10.20),

‖Υ‖C0(S2) ≤
∑

m∈N

sup
{
‖Υv1(τj (X)), M0+mN+j‖C0(S2)

∣∣ j ∈ N, X ∈ XM0+mN , X ⊆ Y M0
b ∪ Y M0

w

}

≤
∑

m∈N

C26Λ
−α(M0+mN)ε ≤ C26

1− Λ−αN
Λ−αM0ε ≤ ε

2
.

Fix x, y ∈ S2 with x 6= y.
Note that suppΥ ⊆ ⋃

j∈N
τj
(
Y M0
b ∪ Y M0

w

)
and that this union is a disjoint union. We

bound |Υ(x)−Υ(y)|
d(x,y)α

by considering the following cases:

Case 1. x /∈ suppΥ and y /∈ suppΥ. Then Υ(x)−Υ(y) = 0.

Case 2. {x, y}∩τj
(
Y M0
b ∪Y M0

w

)
6= ∅ and {x, y} * τj(f(ξ0)\ξ0) for some j ∈ N. Without

loss of generality, we can assume that j is the smallest such integer. Then by (10.21),
Lemma 3.15 (i), and Property (b) of the bump functions,

1

d(x, y)α
|Υ(x)−Υ(y)|

≤

∑
m∈N

sup
{
‖Υv1(τj(X)), M0+mN+j‖C0(S2)

∣∣X ∈ XM0+mN , X ⊆ Y M0
b ∪ Y M0

w

}

C−αΛ−α(M0+j)

≤ CαΛα(M0+j)
∑

m∈N

C26Λ
−α(M0+mN+j)ε ≤ C

C26Λ
−αN

1− Λ−αN
ε ≤ C

C26(3CC26)
−1

1− 3−1
ε =

ε

2
.

The last inequality follows from our choice of N at the beginning of this proof.

Case 3. {x, y} ∩ τj
(
Y M0
b ∪ Y M0

w

)
6= ∅ and {x, y} ⊆ τj(f(ξ0) \ ξ0) for some j ∈ N. Note

that such j is unique. Then by (10.36) and our constructions of Y M0
b , Y M0

w ∈ XM0 and
ξ ∈ Σ−

f, C, we get that for each z ∈ {x, y},

(10.39) Υ(z) =
∑

m∈N

∑

X∈XM0+mN

X⊆Y
M0
b

∪Y
M0
w

δXΥv1(τj(X)), M0+mN+j(z).

Since f is an expanding Thurston map, we can define an integer

m1 := max
{
k ∈ Z

∣∣ there exist X1, X2 ∈ XM0+kN+j such that

x ∈ X1, y ∈ X2, and X1 ∩X2 6= ∅
}
.



PRIME ORBIT THEOREMS FOR EXPANDING THURSTON MAPS 161

Ifm1 ≤ 0, then by (10.39), (10.37), Property (b) of the bump functions, Lemma 3.15 (i),
and (10.17), we have

1

d(x, y)α
|Υ(x)−Υ(y)|

≤
∑

m∈N

sup
{
‖Υv1(τj (X)), M0+mN+j‖C0(S2)

∣∣X ∈ XM0+mN , X ⊆ Y M0
b ∪ Y M0

w

}

d(x, y)α

≤
(
C−1Λ−(M0+N+j)

)−α∑

m∈N

C26Λ
−α(M0+mN+j)ε ≤ C26C

(
1− Λ−αN

)−1
ε ≤ (C27 − 1)ε.

If m1 ≥ 1, then y ∈ UM0+m1N+j(x) and y /∈ UM0+(m1+1)N+j(x) (c.f. (3.14)). Choose
X1, X2 ∈ XM0+m1N+j such that x ∈ X1, y ∈ X2, and X1 ∩ X2 = ∅. For each i ∈ {1, 2}
and each m ∈ N with 1 ≤ m ≤ m1, we denote the unique (M0 +mN + j)-tile containing
Xi by Y i

m. Then by (10.39), (10.37), Properties (b) and (c) of the bump functions,
Lemma 3.15 (i), (10.16), and (10.17),

|Υ(x)−Υ(y)|
d(x, y)α

≤
∑

m∈N

∑

X∈XM0+mN

X⊆Y
M0
b

∪Y
M0
w

δX |Υv1(τj(X)), M0+mN+j(x)−Υv1(τj(X)), M0+mN+j(y)|
d(x, y)α

≤
+∞∑

m=m1

sup
{
‖Υv1(τj(X)), M0+mN+j‖C0(S2)

∣∣X ∈ XM0+mN , X ⊆ Y M0
b ∪ Y M0

w

}

d(x, y)α

+

m1−1∑

m=1

∑

i∈{1,2}

|Υv1(Y im),M0+mN+j(x)−Υv1(Y im),M0+mN+j(y)|
d(x, y)α

≤

+∞∑
m=m1

C26Λ
−α(M0+mN+j)ε+

m1−1∑
m=1

4C26Λ
−α(M0+mN+j)ε(DN − 1)−(m1−m−1)

C−αΛ−α(M0+(m1+1)N+j)

≤ C26C
(
ΛαN

(
1− Λ−αN

)−1
+ 4(1− ρ)−1

)
ε = (C27 − 1)ε.

To summarize, we have shown that ‖φ− ϕ‖C0,α(S2,d) ≤
(
1
2
+ 1

2
+ C27 − 1

)
ε = C27ε,

establishing Property (iii) in Theorem 10.5.

Finally, we are going to verify Properties (i) and (ii) in Theorem 10.5.
Fix arbitrary c ∈ {b,w}, M ∈ N with M ≥ M0, and X0 ∈ XM with X0 ⊆ Y M0

c .
Denote m0 :=

⌈
M−M0

N

⌉
, M ′ := M0 + m0N ∈ [M,M + N), and fix X ′ ∈ XM ′

with

x1(X0) = v1(X
′) ∈ VM ′+N and x2(X0) = v2(X

′) ∈ VM ′+N .

Property (i). Fix arbitrary i ∈ {1, 2}. Since W
M ′+N

(xi(X0)) ⊆ inte(X ′) ⊆ inte(X0)

and W
M ′+N

(x1(X0)) ∩ W
M ′+N

(x2(X0)) = ∅ (which follows from (10.14)), we get from
Lemma 3.15 (i) and (ii) that

d
(
xi(X0), S

2 \X0

)
≥ C−1Λ−(M ′+N) ≥ C−1Λ−M−2N ≥ C−2Λ−2N diamd(X0),
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and similarly,

d(x1(X0), x2(X0)) ≥ C−1Λ−(M ′+N) ≥ C−1Λ−M−2N ≥ C−2Λ−2N diamd(X0).

Property (i) in Theorem 10.5 now follows from (10.15).

Property (ii). We first show

(10.40)
∣∣∣φf, Cξ, ξ′(x1(X0), x2(X0))

∣∣∣ ≥ 2εd(x1(X0), x2(X0))
α.

Indeed, observe that by our construction and (10.37), for each integer m > m0, the sets
⋃

j∈N

⋃

X∈XM0+mN

X⊆Y
M0
b

∪Y
M0
w

suppΥv1(τj(X)), M0+mN+j ⊆
⋃

j∈N

⋃

X∈XM0+mN

X⊆Y
M0
b

∪Y
M0
w

inte(τj(X))

are disjoint from the backward orbits of v1(X
′) ∈ VM0+(m0+1)N and v2(X

′) ∈ VM0+(m0+1)N

under ξ and ξ′. Thus by (10.35),
∣∣∣φf, Cξ, ξ′(x1(X0), x2(X0))

∣∣∣ =
∣∣∣φf, Cξ, ξ′(v1(X

′), v2(X
′))
∣∣∣

=

∣∣∣∣
(
ϕm0 +

∑

j∈N

+∞∑

m=m0+1

∑

X∈XM0+mN

X⊆Y
M0
b

∪Y
M0
w

δXΥv1(τj(X)), M0+mN+j

)f, C
ξ, ξ′

(v1(X
′), v2(X

′))

∣∣∣∣

=
∣∣∣(ϕm0)

f, C
ξ, ξ′(v1(X

′), v2(X
′))
∣∣∣.

We observe that for each j ∈ N, the sets
⋃

j∈N

⋃

X∈XM0+m0N\{X′}

X⊆Y
M0
b

∪Y
M0
w

suppΥv1(τj (X)), M0+m0N+j ⊆
⋃

j∈N

⋃

X∈XM0+m0N\{X′}

X⊆Y
M0
b

∪Y
M0
w

inte(τj(X))

are disjoint from the backward orbits of v1(X
′) and v2(X

′) under ξ and ξ′ (by (10.37) and
our choices of ξ and ξ′ from Lemma 10.4). See Figure 10.1. Thus for each X ∈ XM0+m0N

with X ⊆ Y M0

b ∪ Y M0
w and X 6= X ′, we have

(10.41) (Υv1(τj(X)), M0+m0N+j)
f, C
ξ, ξ′(v1(X

′), v2(X
′)) = 0.

By our construction in (10.34) and (10.35), if
∣∣∣(ϕm0−1)

f, C
ξ, ξ′(v1(X

′), v2(X
′))
∣∣∣ ≥ 2εd(v1(X

′), v2(X
′))α,

then δX′ = 0, and consequently, by (10.35) and (10.41), we have
∣∣∣(ϕm0)

f, C
ξ, ξ′(v1(X

′), v2(X
′))
∣∣∣ =

∣∣∣(ϕm0−1)
f, C
ξ, ξ′(v1(X

′), v2(X
′))
∣∣∣ ≥ 2εd(v1(X

′), v2(X
′))α.

On the other hand, if
∣∣∣(ϕm0−1)

f, C
ξ, ξ′(v1(X

′), v2(X
′))
∣∣∣ < 2εd(v1(X

′), v2(X
′))α,
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then δX′ = 1 (see (10.34)), and consequently, by (10.35), (10.41), Property (a) of the
bump functions, Lemma 3.15 (ii), and (10.13), we get

∣∣∣(ϕm0)
f, C
ξ, ξ′(v1(X

′), v2(X
′))
∣∣∣

≥
∣∣∣
∑

j∈N

(Υv1(τj(X′)),M ′+j)
f, C
ξ, ξ′(v1(X

′), v2(X
′))
∣∣∣−
∣∣∣(ϕm0−1)

f, C
ξ, ξ′(v1(X

′), v2(X
′))
∣∣∣

≥
∣∣∣
∑

j∈N

Υv1(τj(X′)),M ′+j(v1(τj(X
′)))
∣∣∣− 2εd(v1(X

′), v2(X
′))α

=
∑

j∈N

C26Λ
−α(M ′+j)ε− 2εd(v1(X

′), v2(X
′))α

≥ Λ−αε

1− Λ−α
C26C

−α(diamd(X
′))α − 2εd(v1(X

′), v2(X
′))α

≥ 2εd(v1(X
′), v2(X

′))α.

Hence we have proved (10.40). Now we are going to establish (10.12).

Fix arbitrary N ′ ≥ N0. Define XN ′+M0
c,1 := τN ′

(
Y M0
c

)
and XN ′+M0

c,2 := τ ′N ′

(
Y M0
c

)
(c.f.

(10.19)). Note that ς1 = τN ′ |
Y
M0
c

and ς2 = τ ′N ′ |YM0
c

.

Then by Lemma 3.24, Lemma 3.15 (i) and (ii), Proposition 3.11 (i), and Properties (i)
and (iii) in Theorem 10.5,

|SN ′φ(ς1(x1(X0)))− SN ′φ(ς2(x1(X0)))− SN ′φ(ς1(x2(X0))) + SN ′φ(ς2(x2(X0)))|
d(x1(X0), x2(X0))α

≥
∣∣φf, Cξ, ξ′(x1(X0)), x2(X0))

∣∣
d(x1(X0), x2(X0))α

− lim sup
n→+∞

|Sn−N ′φ(τn(v1(X
′)))− Sn−N ′φ(τn(v2(X

′)))|
εα(diamd(X0))α

− lim sup
n→+∞

|Sn−N ′φ(τ ′n(v1(X
′)))− Sn−N ′φ(τ ′n(v2(X

′)))|
εα(diamd(X0))α

≥ 2ε−
|φ|α, (S2,d)C0

1− Λ−α
· d(τN ′(v1(X

′)), τN ′(v2(X
′)))α + d(τ ′N ′(v1(X

′)), τ ′N ′(v2(X
′)))α

εα(diamd(X0))α

≥ 2ε−
|φ|α, (S2,d)C0

1− Λ−α
· (diamd(τN ′(X ′)))α + (diamd(τ

′
N ′(X ′)))α

εα(diamd(X0))α

≥ 2ε−
(
‖ϕ‖C0,α(S2,d) + εC27

)
C0

1− Λ−α
· 2C

αΛ−α(M0+m0N+N ′)

εαC−αΛ−α(M0+m0N)

≥ 2ε−
2C2ε−α

(
‖ϕ‖C0,α(S2,d) + εC27

)
C0

1− Λ−α
Λ−αN0 ≥ ε.

The last inequality follows from (10.18). Property (ii) in Theorem 10.5 is now established.

The proof of Theorem 10.5 is now complete. �

Proof of Theorem 1.10. Note that for each n ∈ N, the map F := fn is an expanding
Thurston map with postF = post f and with the combinatorial expansion factor Λ0(F ) =
(Λ0(f))

n (by (10.11) and Lemma 3.15 (vii)), and d is a visual metric for F with expansion
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factor Λn (by Lemma 3.15). Thus by [BM17, Theorem 15.1] (see also Lemma 3.17) and
Lemma 9.2, it suffices to prove Theorem 1.10 under the additional assumption of the
existence of a Jordan curve C ⊆ S2 satisfying post ⊆ C and f(C) ⊆ C. We fix such a curve
C and consider the cell decomposition induced by the pair (f, C) in this proof.
We first show that Sα is an open subset of C0,α(S2, d), for each α ∈ (0, 1].
Fix α ∈ (0, 1] and φ ∈ Sα with associated constants N0,M0 ∈ N, ε ∈ (0, 1), and M0-

tiles Y M0
b ∈ XM0

b and Y M0
w ∈ XM0

w as in Definition 9.1. For each c ∈ {b,w}, each integer
M ≥ M0, and each X ∈ XM with X ⊆ Y M0

c , we choose two points x1(X), x2(X) ∈ X
associated to φ as in Definition 9.1.
Recall C0 > 1 is a constant depending only on f , C, and d from Lemma 3.22.

Claim. Fix an arbitrary ψ ∈ C0,α(S2, d) with

(10.42) ‖φ− ψ‖C0,α(S2,d) ≤
1− Λ−α

4C0
ε.

Then ψ satisfies Properties (i) and (ii) in Definition 9.1 with the constant ε for φ replaced
by ε

2
for ψ, and with the same constants N0,M0 ∈ N, M0-tiles Y

M0
b , Y M0

w , and points
x1(X), x2(X) as those for φ.

Indeed, Property (i) in Definition 9.1 for ψ follows trivially from that for φ. To establish
Property (ii) for ψ, we fix arbitrary integer N ≥ N0, and (N+M0)-tiles X

N+M0
c,1 , XN+M0

c,2 ∈
XN+M0 that satisfies (9.1) and Y M0

c = fN
(
XN+M0

c,1

)
= fN

(
XN+M0

c,2

)
. Then by (9.1),

Lemma 3.24, and (10.42),

|SNψ(ς1(x1(X)))− SNψ(ς2(x1(X)))− SNψ(ς1(x2(X))) + SNψ(ς2(x2(X)))|
d(x1(X), x2(X))α

≥ |SNφ(ς1(x1(X)))− SNφ(ς2(x1(X)))− SNφ(ς1(x2(X))) + SNφ(ς2(x2(X)))|
d(x1(X), x2(X))α

−
∑

i∈{1,2}

|SN(ψ − φ)(ςi(x1(X)))− SN (ψ − φ)(ςi(x2(X)))|
d(x1(X), x2(X))α

≥ ε−
2 |ψ − φ|α, (S2,d)C0

1− Λ−α
≥ ε

2
.

The claim is now established.
Hence Sα is open in C0,α(S2, d).
Finally, recall that 1 < Λ ≤ Λ0(f) (see [BM17, Theorem 16.3]). Thus if either α ∈ (0, 1)

or Λ 6= Λ0(f), then Λα < Λ0(f), and the density of Sα in C0,α(S2, d) follows immediately
from Theorem 10.5. �
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2006, pp.9–43.
[MT88] Milnor, J. and Thurston, W.P., Iterated maps of the interval. In Alexander, J.C. (Eds.),

Dynamical systems (Maryland 1986–87), volume 1342 of Lecture Notes in Math., pp. 465–563, Sprin-
ger, Berlin, 1988.

[Mis73] Misiurewicz, M., Diffeomorphisms without any measure with maximal entropy. Bull. Acad.
Pol. Sci. 21 (1973), 903–910.

[Mis76] Misiurewicz, M., Topological conditional entropy. Studia Math. 55 (1976), 175–200.
[Na05] Naud, F., Expanding maps on Cantor sets and analytic continuation of zeta functions. Ann. Sci.
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[Rue76b] Ruelle, D., Generalized zeta-functions for axiom A basic sets. Bull. Amer. Math. Soc. 80

(1976), 153–156.
[Rue76c] Ruelle, D., Zeta-functions for expanding maps and Anosov flows. Invent. Math. 34 (1976),

231–242.
[Rue89] Ruelle, D., The thermodynamical formalism for expanding maps. Comm. Math. Phys. 125

(1989), 239–262.
[Rue90] Ruelle, D., An extension of the theory of Fredholm determinants. Publ. Math. Inst. Hautes
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