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ON THE APPROXIMATION QUALITY OF MARKOV
STATE MODELS*
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Abstract. We consider a continuous-time Markov process on a large continuous or discrete state
space. The process is assumed to have strong enough ergodicity properties and to exhibit a number
of metastable sets. Markov state models (MSMs) are designed to represent the effective dynamics of
such a process by a Markov chain that jumps between the metastable sets with the transition rates
of the original process. MSMs have been used for a number of applications, including molecular
dynamics, for more than a decade. Their approximation quality, however, has not yet been fully
understood. In particular, it would be desirable to have a sharp error bound for the difference in
propagation of probability densities between the MSM and the original process on long timescales.
Here, we provide such a bound for a rather general class of Markov processes ranging from diffusions
in energy landscapes to Markov jump processes on large discrete spaces. Furthermore, we discuss
how this result provides formal support or shows the limitations of algorithmic strategies that have
been found to be useful for the construction of MSMs. Our findings are illustrated by numerical
experiments.
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1. Introduction. We consider a continuous-time Markov process (X;)ier on
some state space E which may be continuous or discrete but large. We assume that
the process is sufficiently ergodic in F (see Remark 2.1 in section 2.2) such that there
is a unique invariant measure pu. The associated semigroup of transfer operators is
denoted (T})ier; the transfer operators describe how the process propagates functions
in the state space; e.g., if vy is a function at time ¢ = 0, then T}vg is the function that
results from the time-t transport of vy via the underlying dynamics.

Markov state models (MSMs) have been considered for processes that have meta-
stable dynamics [1, 2, 3, 4], especially in molecular dynamics. Recently the interest
in MSMs has drastically increased since it has been demonstrated that MSMs can
be constructed even for very high-dimensional systems [2] and have been especially
useful for modeling the interesting slow dynamics of biomolecules [5, 6, 7, 8, 9, 10] and
materials [11] (there under the name “kinetic Monte Carlo”). Their approximation
quality on large timescales has been rigorously studied, e.g., for Brownian or Glauber
dynamics and Ising models in the limit of vanishing smallness parameters (noise in-
tensity, temperature) where the analysis can be based on large deviation estimates
and variational principles [12, 13] and/or potential theory and capacities [14, 15].
In these cases, the effective dynamics is governed by some MSM with exponentially
small transition probabilities and its states label the different attractors of the under-
lying, unperturbed dynamical systems. Other approaches have tried to understand
the multidimensional setting for complex dynamical systems by generalizing Kramer’s
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approach, e.g., by discussing asymptotic expansions based on the Wentzel-Kramers—
Brillouin approximation in semiclassical quantum dynamics, matched asymptotics, or
similar techniques; see, e.g., [16, 17]. Another rigorous approach to the construction
of an MSM involves the exploitation of spectral properties. The relation between
dominant eigenvalues, exit times and rates, and metastable sets has been studied by
asymptotic expansions in certain smallness parameters as well as by functional an-
alytic means without any relation to smallness parameters [18, 19, 3, 4, 1]. In real
applications with high-dimensional state spaces, asymptotic expansions are based on
assumptions that typically cannot be checked and often enough are not satisfied, in-
volve quantities that cannot be computed, and/or are rather specific for a certain class
of processes. Even if a smallness parameter can be defined, we typically cannot check
whether we are in the asymptotic regime such that the theoretical results cannot be
used for error estimates. A general approach for accessing the approximation quality
of an MSM is still missing. Here, we will pursue this by following the functional
analytic approach found in [20, 19, 3].

In order to explain the construction of an MSM, we first fix a lag time 7 > 0 and

consider some finite subdivision Aq,..., A, of E, such that
(1) U4i=E  AnA;=0 Vi#j
j=1

with “nice” sets A; (e.g., with a Lipschitz boundary). We introduce the discrete
process (X )gen on the finite state space E = {1,...,n} by setting

(2) X =ie X € A

(X1) describes the snapshot dynamics of the ‘continuous process (X;) with lag time 7
between the sets Aq,..., A,. This process (Xj) is generally not Markovian, i.e.,

(3)  P[Xpr1 = 41Xk =g, Xoe1 = ih—1,- .., Xo = 0] # P[Xpt1 = j| Xi = ).

However, MSMs attempt to approximate this process via a discrete Markov process
(Xk)keny on E = {1,...,n} defined by the transition matrix P with entries

(4) P.(i,§) = Pu[X1 = j|Xo = i] = Pu[X, € A;| X0 € Ay

While the long-term dynamical behavior of the original process (Xg;)ren is governed
by Ty, = T* for k € N, the long-term dynamics of the MSM process (X'k)keN is
governed by P*. Thus, for accessing the approximation quality of the MSM compared
to the original process, we have to study the error

(5) E(k) = dist(T%, PY),

where dist denotes an appropriate metric measuring the difference between the op-
erators. We will see that under strong enough ergodicity conditions on the original
Markov chain (see Remark 2.1) we have E(k) < 2p* for some 0 < p < 1. However, we
are interested in how F(k) depends on the lag time 7 and the sets Aj,..., A, such
that the error E can be kept below a user-defined threshold.

The remainder of the article is organized as follows. In section 2 we introduce the
setting and give the general definition of MSM transfer operators. Then, in section 3
we compare the densities of the random variables (X}) to the densities of the MSM
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process (Xk) and see how the approximation quality of these densities depends on
the choice of the state space discretization Ay, ..., A, and the lag time 7. Section 4
extends our findings to some algorithmic strategies for the construction of MSMs
that are discussed in the literature. Finally, the results are illustrated in numerical
examples in section 5.

2. The MSM transfer operator.

2.1. Setting. We consider the transfer operators T; as operators on Lz =
{v:E—R: [vidu < oo} with scalar product (v,w) = [vwdp. In the following
| - || will denote the associated norm [[v[|* = (v,v) on L2 and the corresponding
operator norm || B|| = max,|=1 || Bv| of an operator B : L% — L2..

In Li, T, has the general form

(6) /CTTv(y)u(dy) = /E]P’[XT € C|Xo = zJv(x)u(dr) VY measurable C C F

such that 7-1 = 1, where 1(z) = 1 for all z € E. In the following we set T := T’.
Please note that if the transition function is absolutely continuous, i.e., if for all
measurable sets C'

P[X; € O|Xo = 2] = /Cp(ﬂx,y)u(dy),

then the above definition has the much simpler form

T o(y) = /E p(r, 2, 9o (@) ().

2.2. Assumptions on the original process. Now let us assume that 7T has
m real eigenvalues A\1,..., A\, € R,

(7) >\0:1>>\12A22"'2A'm,

with an orthonormal system of eigenvectors (u;);=1,...m, i.€.,

L, i=y,
8 Tu; = \ju;, Ui, Uj) =
(8) i=Nug (s g) {O’i#j7
and ug = 1. Furthermore, we assume that the remainder of the spectrum of T lies
within a ball B,.(0) C C with radius r < Ay,. In order to keep track of the dependence
of the eigenvalues on the lag time 7, we introduce the associated rates

(9) Aj =exp(—Aj7), r=exp(—Rr), 7r/\ =exp(—7(R—A1))=exp(—TA),

of which the spectral gap A > 0 will play an essential role later. We should empha-
size that the notion “spectral gap” is usually used differently. It usually designates
a situation in which an entire interval of the real axis does not contain any eigen-
values, whereas the intervals above and below show a significantly denser population
of eigenvalues. Despite the obvious difference in our case, we will adopt the name
spectral gap for A since it plays a role in finding upper bounds similar to that of the
usual spectral gaps.
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Based on the above assumptions we can write

(10) Tv =TIv+ T 0 = > \j(v, u;)u; + T,
3=0
where II is the orthogonal projection onto U = span{us, ..., um}
(11) v = Z(v, uj)u;
§=0

and II+ = Id — II is the projection error with
(12) |74 <7 < A, spec(T)\ {1,A1,..., A} C B,(0) C C.

Furthermore, we assume that the subspace U and the remaining subspace do not mix
under the action of 7"

(13) 7T+ = 7T = 0,

and therefore the dynamics can be studied by considering the dynamics of both sub-
spaces separately:

(14) TF = (TI* + (TIH)*  VE >0,

where the operator T1II is self-adjoint because of (8). Note that 17Tl = 0 in (13)
is always true, but IITTI+ = 0 is an assumption. Reversible processes definitely have
this property (see Remark 2.1), so the theory can be applied to most processes in
molecular dynamics applications. Nevertheless it is not completely clear which other
classes of processes might match the condition (13).

In addition we also define the orthogonal projection Il as

(15) IMyv := (v, up)ug = (v, 1)1.

According to the above we have the asymptotic convergence rate ||[T* — IIg|| = \¥ for
all k € N.
Remark 2.1. The assumptions (7), (8), (12), and (13) are definitely satisfied if
T is sufficiently ergodic and is self-adjoint (7" is self-adjoint if the underlying original
Markov process (X;) is reversible). But it may also be sufficient if, e.g., (X;) is suf-
ficiently ergodic and has a dominant self-adjoint part, as is the case for second-order
Langevin dynamics with not too large friction [21] or for thermostatted Hamiltonian
molecular dynamics or stochastically perturbed Hamiltonian systems [3, 22]. Re-
versible or not, the property of being “sufficiently ergodic” seems to be central in any
case. We will now give sufficient conditions in technical terms for a reversible process.
These results and their generalizations to nonreversible cases can be found in [23, 3].
e A reversible and p-irreducible process (X;) is sufficiently ergodic if one of the
following scenarios holds:

(i) (Xy) is V-ergodic or geometrically ergodic; see [3].

(ii) The stochastic transition function p(t, x,-) = pa(t, x, ) +ps(t, z, -) associ-
ated with (X;), where p, denotes the absolutely continuous part and ps
the singular part, satisfies the following two conditions: (a) p, € Lj,,,

for some 2 < r < oo, and (b) Sv(y) = [v(z)pa(t, z,y)u(dy) satisfies
512, > 0.
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The above conditions guarantee mainly that the essential spectrum of T is
contained in some circle with radius strictly smaller than 1.

e There are many processes for which these conditions can be shown to be
valid; an example is a diffusion process in a smooth energy landscape V'
with V' — oo for ||z]] — oo fast enough; in this case the spectrum is known
to be discrete and real-valued. Comparable results (discrete and real-valued
dominant spectrum) can be found in [21] for second-order Langevin dynamics
with not too large friction.

2.3. MSM projection. Let x4 denote the characteristic function of set A. We

define the orthogonal projection @) onto the n-dimensional space of step functions
D’n = spa’n{XA17 e 7XAn}? i'e'v

(16)

n

Qu=>_ <u(i<4A)>XA > (v,6:)6i,

i=1 i=1

with orthonormal basis (¢;)i=1,...n of Dy,

XA;
(17) bi = —F——.
p(Ai)
That is, the orthogonal projection @ keeps the measure on the sets Ay, ..., A,, but on

each of the sets the ensemble will be redistributed according to the invariant measure

and

(18)

the detailed information about the distribution inside of a set A; is lost.
Since the sets A1, ..., A, form a full partition of E, we have

which implies

(19)

Qlly =11 Q = Tlo.

2.4. MSM transfer operator. Now consider the projection of our transfer

operator T onto D,,:

(20)

— .72 2
P=QTQ: L%~ D, C L2

In order to understand the nature of P, let us consider it as an operator on a finite-
dimensional space, P : D,, — D,,. Here, as a linear operator on a finite-dimensional
space, it has a matrix representation with respect to some basis. Let us take the basis
(¥i)i=1,....n of probability densities given by

(21)

_ XA; )
Y= A

By using the definition of T" we get

(22)

- T () - T i
Puy = QTQu; = QT = 3 TVXa) | g “ X“w]

2 (A )
> (am

7j=1
! / PIX, € A;|Xo =
Az) N T J Q—ZU

Jj=1 - ‘
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such that

n

(23) Py = Pu[X, € Aj|Xo € Ai] - ).

j=1
So the transition matrix of the MSM Markov chain defined in (4) is identical with the
matrix representation for the projected transfer operator P; therefore P is the MSM
transfer operator. P inherits the ergodicity properties and the invariant measure of
T, as the following lemma shows (the proof can be found in section 6.1).

LEMMA 2.2. For every k € N we have

(24) [P* = Tlo|| < (TQ)* — ol < AY.
3. Approximation quality of coarse-grained transfer operators.

3.1. Approximation error E. The approximation quality of the MSM Markov
chain can be characterized by comparing the operators P* and T* for k € N restricted
to D,,:

(25) E(k) = |QT"Q - P*|| = |QT*Q — Q(TQ)"|.-
Lemma 2.2 immediately implies that this error decays exponentially,
(26) E(k) = |QT*"Q — P*|| < |QT*Q — Lo + || P* — Lo

< |Q(T* —To)Q|| + [|P* — || < 2AF,

independent of the choice of the sets A1, ..., A,. Since we want to understand how the
choice of the sets and other parameters like the lag time 7 influence the approximation
quality, we have to analyze the prefactor in much more detail.

3.2. Main result: An upper bound on E. The following theorem contains
the main result of this article.

THEOREM 3.1. Let T = T, be a transfer operator for lag time 7 > 0 with
properties as described above, in particular (7), (8), (12), and (13). Let the disjoint
sets A1,..., A, form a full partition and define

(27) HQLUJ” = 5j <1 \V/j, J = ~max 5]-’
where QT = 1d — Q denotes the projection onto the orthogonal complement of D,, in

Li and the mazimal projection error § depends on the chosen partitioning A1, ..., A,.
Furthermore, set

(28) n(r) == A% = exp(—TA) <1, with A > 0.
Then the error (25) is bounded from above by

(29) E(k) < min [2; C(6,n(r), k)] - AL,

with a leading constant of the following form.:

(30) C(6, 1, k) = (6 + 1) [ Cucrs (6, k) + Cipec(n, )|,
(31) Cuets(6, k) = m'/2(k — 1) 6,

(32) Copec(i, k) = 77 (1 =1 71).

The proof can be found in section 6.2.
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3.3. Interpretation and observations. The theorem shows that the overall
error can be made arbitrarily small by making the factor [Ceets(d, k) + Cspec(n, k)]
small. In order to understand the role of these two terms, consider for now k > 2 to
be fixed. The following can then be observed:

1. The prefactor Csets depends on the choice of the sets Ay, ..., A, only. It can
be made smaller than any tolerance by choosing the sets appropriately and
the number of sets n large enough.

2. The prefactor Cypec is independent of the set definition and depends on the
spectral gap A and the lag time 7 only. While the spectral gap is given by
the problem, the lag time may be chosen, and thus Cypec can also be made
smaller than any tolerance by choosing 7 large enough. However, the factor
Cspec Will grow unboundedly for 7 — 0 and & — oo, suggesting that using a
large enough lag time is essential to obtain an MSM with good approximation
quality, even if the sets are well approximated.

If we are interested in a certain timescale, say 7', then we have to set k — 1 = T'/7.
Then the prefactor gets the form

(33) C((S,n,z) = (md+n) [ml/zz(ﬂ—LF , F=1-exp(—-TA),
T T 1-— n

in which the numbers m and T have been chosen by the user and the spectral gap A
is determined by the (m + 1)st eigenvalue and thus, for given m, is a constant of the
system. The error thus depends on the choice of the sets (via §) and the lag time 7
(and with it = exp(—7A)). In the case where one is interested in the slowest process
in the system, the time of interest may be directly related to the second eigenvalue
via T o< 1/A;. For example, one may choose the half-life time of the decay of the
slowest process, T' = log2/A;.

Vanishing noise diffusion. There are quite a few articles concerned with showing
that a diffusion process in a multiwell landscape for vanishing noise can be approx-
imated by a Markov jump process between the basins of the wells [4]. There the
one-dimensional continuous stochastic process (X;):er is governed by the stochastic
differential equation

(34) dX; = —VV(X,)dt + v2edB;,

where B; denotes standard Brownian motion, v/2¢ the small noise intensity, and V'
the potential, as, e.g., illustrated in Figure 1.

The associated process satisfies our assumptions on the transfer operator. In
particular, the transfer operator is self-adjoint such that the spectrum is real-valued
and we have A; o exp(—AV/e). As e — 0, we have A = O(1) while the timescale
of interest increases exponentially: 7' o« exp(AV/e). Taking m = 1, it is indeed
found that the projection error §, with sets Ay, As chosen as shown in Figure 1, also
decreases exponentially with e: As shown in [17], there is a 0 < v < AV such that
d o exp(—v/€). When choosing the lag time 7 such that it decreases exponentially
with € = 0, 7 «x exp(—¢&/e€) with & > max(AV — 2v,0), the upper bound E on the
approximation error decreases exponentially with e:

(35) E(T) x exp((AV —2v —&)/¢), with AV —2v —¢& > 0.

Note that the fraction T'/7 still grows exponentially with the vanishing noise; i.e.,
the time resolution of the MSM improves drastically compared to the timescale of
interest. If v > AV/2, 7 can even be on the order of 1/¢ while still retaining an
exponentially vanishing error.
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FiG. 1. The double well potential V.

Bounding the error. Consider that the desired quality of the MSM approximation
is defined by the user via some tolerable error bound tol at some timescale T'. This
requirement is met by satisfying F(7T) < tol. A rational procedure for guaranteeing
this can be outlined as follows:

1. Define the timescale of interest, T'.

2. Define the number of eigenfunctions, m, that we are seeking to approximate
well.

3. Compute the spectral gap, A, which is ideally given by the (m + 1)st eigen-
value. This will be directly accessible only for simple systems. For more
complex systems, it may, however, be possible to bound A from below and
thus guarantee that F(k) will remain an upper bound. In practical cases
involving statistical uncertainty (e.g., molecular dynamics), one may only be
able to estimate a probability distribution of the eigenvalues and thus, for
any given dataset, be able to estimate an almost certain lower bound for A.

4. Set the desired lag time 7 depending on how much time resolution is desired
compared to the timescale of interest.

5. Solve

e o)

with 7 = exp(—7A), and F = 1 — exp(—TA)

for 0 and adapt the choice of the sets Aq,..., A, and their number n to the
requirement § = §(7) that results from (36). We will illustrate this in an
explicit example in section 5.
For practical applications, d can also only be estimated, and an approach to do
this based on two differently fine discretizations is outlined in section 4.3.
Metastability. The handbook [3] gives the following theorem, in which smallness
of the projection error ¢ is related to the metastability of a subdivision Ay, ..., A, of
the state space.
THEOREM 3.2. Let T be a self-adjoint transfer operator with lag time 7 and
properties as described above, in particular (7), (8), (12), and (13). The metastability
of an arbitrary decomposition Ay, ..., Amn of the state space is bounded from below and
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above by

(37) 1+(1=0) A1+ +(1=82) Amte < Y Pu[X; € AifXo € Ai] < 1+M+ -+ A,
j=1

where, as above, §; = ||Qu;|, and ¢ = —r (67 + -+ +62)).
This result tells us that the minimization of ¢ with m + 1 sets (for m + 1 eigen-
values) corresponds to identifying the subdivision with maximum joint metastability.

3.4. Generalization of the projection Q. Theorem 3.1 can easily be gener-
alized. First, we can easily see that we do not need to assume that the dynamical
process (X;) under consideration is time-continuous. Our results still hold if T = T},
denotes the transfer operator for 7 steps of some time-discrete process and if the lag
time is no longer a continuous but a discrete variable.

It is not required that @ be the projection onto some space spanned by indicator
functions. @ can be any orthogonal projection onto some linear subspace D of Li
with the property Q1 =1,ie.,1 € D.

THEOREM 3.3. Let T = T, be a transfer operator for lag time T > 0 with
properties as described above, in particular (7), (8), (12), and (13). Let @ denote the
projection onto some linear subspace D of Li and define

(38) 1Q* uyl| =:0; <1V, 0= max d;,

j=1,....m
where Q+ =1d — Q. Define the projected transfer operator P = QT'Q. Furthermore,
set n(1) = exp(—7A) < 1 with A > 0. Then the error E(k) = ||QT*Q — P*| is
bounded from above by

(39) E(k) <min |2; C(8,1(1), k)| - \¥,

where C(0,m, k) is as in Theorem 3.1.
Note that in this general case P does not necessarily have the interpretation of a
transition matrix. For this, consider the following two examples:
1. Let us decompose the state space into two components, I/ = F, x E,, such
that every z € E can be written z = (z,y) with x € E,, y € E,. We consider
the (infinite-dimensional) subspace

(40) D={geL: g(z,)is constant on B, Vz € E,},

and

(41) Qu(z) = /E oz, y)ue (dy),

Y

where p,(C) = [ u(x,dy)/ ny u(x,dy) is the marginal of the invariant mea-
sure for fixed x. Associated averaged transfer operators are considered in the
context of so-called hybrid Monte Carlo methods; see [3, 2].

2. Consider the same projection @ as in (41), with E, = span{ug, ..., umn},
i.e., the projection onto the m-dimensional slow subspace of the dynamics.
For this case, the MSM error E(k) is 0 for all k, showing that a Markovian
formulation of the dynamics in the slow subspace is in principle possible.
In practical applications, however, it is often desired to obtain equations of
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motion in a subspace spanned by some slow intrinsic degrees of freedom of
the system, which usually do not lie perfectly in span{ug, ..., um}, such that
there is still a finite projection error remaining.

3. Instead of the indicator functions we may choose mollified indicator functions
f; 20,5 =1,...,n. Then D = span{fi,..., fn}, but the ansatz function
may no longer be orthogonal such that we have to consider the mass matrix
M with entries Mij = <fz, f]> Then,

n

(42) Qu="3" (M )iy 00 i

ij=1

Such mollified or fuzzy MSMs have been considered, e.g., in [24] (see sec-
tion 4.1).

4. Algorithmic considerations.

4.1. Almost exact fuzzy MSM. Let us return to the last example of general-
ization in section 3.4. There, the MSM subspace spanned by the indicator function of
sets has been replaced by another finite-dimensional subspace, D = span{f1,..., fn},
with ansatz functions that no longer are indicator functions. Now, assume that we
can design (almost everywhere) nonnegative ansatz functions by linear combination
of the eigenvector u;, i.e.,

(43) fi= Z ajruj, with scalars ajifor j =0,...,m.
k=0

Then, by construction, we have that D = span{fo,..., fm} =U and 1 € D such that
Theorem 3.3 applies with projection error § = 0. This results in a fuzzy MSM with
transfer operator P = QT'Q) with @ according to (42); obviously P can no longer be
interpreted as a transition matrix between sets in the state space. In addition to § =0
we also have II = @ in the proof of Theorem 3.1. This implies immediately that

(44) E(k) = |QT*Q — P*|=0 Vk=1,2,3,...,

showing that the MSM is exact. M. Weber et al. have developed such an MSM variant
and discussed its applicability and interpretation [24]; in particular they show how
to optimally compute the coefficients a;; for nonnegative fuzzy membership functions
[25]. A warning seems appropriate: The exactness requires having the eigenvectors of
T exactly. This is something that cannot be assumed in practice: The eigenvectors
result from numerical computations and will be effected by statistical and numerical
errors. Thus, any practical implementation of this strategy will also have to consider
the actual approximation quality of the MSM depending on the § induced by the
numerical approximation of the f; and on the lag time 7.

4.2. MSM based on projections of the original dynamics. In practice,
MSMs are often constructed not by considering arbitrary sets A; C E but only
sets which result from discretization of the subspace of a certain set of “essential”
coordinates § : E — 6(E) C E. For example, in molecular systems, one usually
ignores the solvent coordinates [8, 26, 6] and may even further consider only a subset
of solute coordinates such as torsion angles [26, 6]. The projection of the original
process on the essential subspace, 0(X;)ier, will then in general be far from being
Markovian. However, this does not concern our result or the construction of MSMs
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in general. Let E(A) = {z € E: 6(x) € A} denote the cylinder set that belongs to
a subset A of the essential subspace (E). Thus, any subdivision Ay, ..., A, of (F)
will induce a subdivision E(A1),..., E(A,) of the full state space E. Thus, the above
results are fully valid if applied to these subdivisions. So the question of whether
an MSM based on a definition of states in a subspace 6 has a good approximation
quality boils down to the question of whether the projection error § can be kept below
a certain accuracy threshold based on cylinder sets. A necessary condition for this
possibility is that the eigenvectors uy, . .., u,, of the original transfer operator in full
state space E are almost constant along the fibers E(V) = {x € E : 6(z) = v}.
In other words, the approximation quality of the MSM can be good if the variables
ignored by the projection onto 6 are sufficiently “fast.” More precisely, whenever
the dynamics along these fibers is rapidly mixing on some timescale e that is much
smaller than the mixing times orthogonal to the fibers (order 1 or larger), one can
show by multiscale analysis that (in the limit ¢ — 0) the eigenvectors of the full
transfer operator are constant up to a scale that vanishes with e; cf. [27].

4.3. Comparing coarser and finer MSMs. In practical cases, the eigenvec-
tors and eigenvalues of T" are not directly available. Because of that, many articles in
the MSM literature consider a fine subdivision of the state space and the associated
MSM first and construct the final, coarse MSM based on the eigenvectors and eigen-
values of the fine MSM [2, 28, 8, 5, 6]. In order to analyze this procedure based on
the above estimate of the MSM error, let us consider a case with two subdivisions of
very different fineness:

Agl) e A%) :  fine subdivision of F,

A:(LQ), e A,(IQ) : coarse subdivision of E, n < N;

consider the associated projections

QW . fine grid orthogonal projection,
Q® . coarse grid orthogonal projection,
Q"2 . fine to coarse orthogonal projection

and the induced MSM transfer operators

PO =QMWTQMW . transfer operator of fine MSM process,
P@) =Q®TQ® . transfer operator of coarse MSM process.

Obviously the projection error of the eigenvectors of T' can be quite different.
LEMMA 4.1. The fine and coarse projection error,

(45) 5 = max QW Luyll, 6 = max 1Q@+u,

and the errors of the fine and coarse MSMs satisfy the estimate
52 — s < 502)
(46) (6@)% = (8M)? = (312,
Es(k) — Er(k) < QU2 (PW)FQU) — (P@))F|.

The proof of this lemma is given in section 6.3.
This lemma makes explicit that coarse graining the state definition via Q'?) will
always increase the MSM error, as long as statistical effects are not considered.
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4.4. Statistical and total error. When considering an MSM for biomolecular
systems the MSM transfer operator P and its matrix representation (P;;) are normally
not known exactly. Instead, only statistical approximations P;; of its entries

(47) Pij = ]P)N(X-,— S Aj|X0 S Al)

are available. Thus, the total error of an MSM compared to the original dynamics is
not E(k) = |QT*Q — P*|| but

(48) E(k) = |QT*Q — P*|| < E(k) + || P* — P*|.

There are several approaches to estimation of the statistical error ||[P* — P*|| [29,
30, 31]. So it seems that combining these approaches to the results presented herein
should give control of the total error E. However, a warning seems appropriate:
Being able to bound E via Theorem 3.1 requires knowledge of P instead of P such
that additional research will be needed to be able to bound the total error.

5. Numerical examples.

5.1. Double well potential. The results and concepts above will first be illus-
trated on a one-dimensional diffusion in a double well potential. In contrast to the
diffusive dynamics considered in section 3.3, this example does not rely on vanishing
noise approximations but considers the process dX; = —VV(X;)dt + odB; with some
o > 0. The potential V and its unique invariant measure are shown in Figure 2.

2.5

Potential V
;‘!‘ N

o
o

0.5 1 15

|
)
o

|

|
o
o

0
X
0.
=
© 0.15}
=)
(2]
@
(9}
€ o041
<
o
S o.08
£
95 3 05 05 1 15

0
X
Fia. 2. Top panel: the potential V. Bottom panel: the associated invariant measure.

This process satisfies all necessary assumptions, and by resolving only the slowest
process (m = 1), the following spectral values are obtained:

A1 =0.201, R=16.363, A =16.162.
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The eigenvector u; is given in the middle panel of Figure 3. It is seen that it is almost
constant on the two wells of the potentials and changes sign close to where its saddle
point is located.

Projection error §. Let us first choose the lag time 7 = 0.1. Then A; = 0.9801
and r = 0.1947. Figure 3 shows the values of the projection error ¢ for n = 2 and
sets of the form A4; = (—oo; z] and A2 = (x; o) depending on the position of the
dividing surface, z. One can see that it is optimal for the boundary between the two
sets to lie close to the saddle point of the potential, where the second eigenvector is
strongly varying.

2'2 pote‘ntial 4
> 18 1
0.57 I I I I i
—?.5 -1 -0.5 0 0.5 1 15
05 second eiéenveclor
= 3
035 -1 -0.5 0 0.5 1 1.5
02 8 depe‘nding on choice o‘f X, A =(-=x] A‘2 = (X )
«© 0.1+ 4
Il Il Il Il
—? 5 -1 -0.5 0 0.5 1 15
X

Fi1a. 3. Upper panel: potential V. Middle panel: eigenvector wi. Lower panel: projection error
& for different sets Ay = (—o0; x] and Az = (x; o) plotted against x.

Next, let us study the effect of different discretizations/partitioning of the state
space on §. First, Ay,..., A, are chosen as a uniform discretization of the interval
[-1.5,1.5], the case n = 5 being shown in Figure 4. For the uniform discretization
the projection error § does not monotonically decrease with increasing n, as shown in
Figure 5. This means that our discrete approximation of the transfer operator can get
even worse while uniformly refining the grid. Therefore using a uniform discretization
should be avoided. Next, a simple adaptive refinement strategy is considered: For
the case n = 2, the dividing surface is placed so as to minimize the § error (see
Figure 3). For n = 3, another dividing surface is introduced at a point that minimizes
the resulting d-error, and so on. See Figure 4 (bottom panel) for the result for n = 5.
While this strategy does not yield an optimal discretization for n > 2, it guarantees
that the error will decrease monotonically with increasing n, as shown in Figure 5.
Figure 4 (bottom panel) shows that the refinement is concentrated on the transition
region between the minima of the potential, since most of the projection error is made
in this region resulting from the strong variation of the eigenvector.

Effect of the lag time. Next, let us study the effect of different lag times 7. For
this, we fix the choice of the sets to n = 3 adaptive sets. Figures 6 and 8 show the
bound on the MSM approximation error F(k) from Theorem 3.1 compared to the
exact approximation error E(k) computed via extensive direct numerical simulation.
Upon increasing the lag time from 7 = 0.1 to 7 = 0.5 the bound from Theorem 3.1
becomes much sharper; see Figure 7. The bottom panel of Figure 7 additionally shows
that the exponential decay of both the real error E(t) and the upper bound B(t) does
not hide some strong discrepancy between E(t) and B(t) for growing ¢. Furthermore,
Figure 8 exhibits that the approximation quality of the MSM becomes significantly
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Fia. 4. Galerkin approzimation Quy of the second eigenvector. Left panel: uniform grid with
n =5 sets. Right panel: adaptive grid with n =5 sets.
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Fia. 5. Approzimation error § against the number of sets n for uniform and adaptive dis-
cretizations.

better when the lag time is increased. Finally, Figure 9 compares exact errors and
bounds for n = 3 sets with uniform and adaptive grids with lag time 7 = 0.5 exhibiting
a dramatic advantage of the adaptive over the uniform discretization for longer lag
times.

Number of sets necessary to yield a given error and lag time. Let us briefly come
back to the question of how to build an MSM if the maximum acceptable approxima-
tion error tol is given. In the present case, A is known explicitly. Thus, as explained in
section 3.3, for a given lag time 7 the value of ¢ that is required for E(T') = tol = 0.1
can be computed (Figure 10, solid line). Next, we consider the adaptive discretization
with n = 2,3,4,... and compute their §-error (boxes in Figure 10). This shows that
the required error tolerance of 0.1 can be obtained with different n-7 pairs, e.g., using
n =2 with 7 = 0.3 or n =5 with 7 = 0.15.
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F1G. 6. Bound and exact error E for 7 = 0.1 on the adaptive grid with n = 3 adaptive sets.
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Fia. 7. Left panel: bound B(t) from Theorem 3.1 and the exact error E(t) for T = 0.5 on the

adaptive grid with n = 3. Right panel: the quotient %.

5.2. Double well potential with diffusive transition region. Let us now
consider a one-dimensional diffusion in a different potential with two wells that are
connected by an extended transition region with substructure: dX; = —VV(X;)dt +
odB; with ¢ = 0.8. The potential V' and its unique invariant measure are shown in
Figure 11. We observe that the transition region between the two main wells now con-
tains four smaller wells that will each have their own, less pronounced metastability.
When considering the semigroup of transfer operators associated with this dynamics
we find the dominant eigenvectors as shown in Figure 12. The eigenvectors are all al-
most constant on the two main wells but are nonconstant in the transition region. The
dominant eigenvalues take the following values (in the form of lag time-independent
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rates as introduced above):

Ao Ay Ao As Ay As Ag Ar
+0.0000 —0.0115 —0.0784 —0.2347 —-0.4640 —0.7017 —2.9652 —3.2861

The main metastability has a corresponding timescale |1/A;| ~ 87 related to the
transitions from one of the main wells to the other. Four other, minor metastable
timescales related to the interwell switches between the main and the four additional
small wells exist in addition.

Adaptive subdivisions and projection error. Let us first fix m = 2 and lag time
7 = 0.5 and study how the decay of the projection error depends on the number n of
sets in the respective optimal adaptive subdivision. To this end we first observe that
adaptive subdivisions will have to decompose the transition regions finer and finer;
see Figure 13 for an example for n = 20. The decay of the projection error § with n
is shown in Figure 14. Figure 14 also includes the comparison of the decay of § with
n and the decay of the total propagation error of the underlying MSMs. We observe
that the two curves decay in a similar fashion, as suggested by our error bound E on
the propagation error.

The role of m and lag time 7. There is a trade-off between the projection error
0 and the spectral part of the error that can be modulated by varying the number
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Fic. 10. Dependence of the requirement for 6 on T for prescribed error tol = 0.1. The bozes
indicate some values of § that can be realized by choosing n adaptive bozes.
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Fia. 11. Top panel: the potential V' with extended transition region. Bottom panel: the associ-
ated invariant measure for o = 0.8.

of resolved eigenfunctions, m. When increasing m, more eigenvectors are taken into
account and the minimal projection error that can be obtained with a fixed number of
stepfunctions, n, will increase. On the other hand, the spectral part of the error will
decrease as growing m increases the spectral gap A. This means that increasing m
and thus A will allow decreasing the lag time 7 without changing the spectral error.

In order to understand how strongly the projection error § depends on m, we show
the dependence of § on m and the number n adaptively chosen sets in Figure 15. We
observe that the increase of m for fixed n is significant but not dramatic. Let us
next assume that we want to guarantee that the total propagation error will be below
0.1 for all times k. Then, a certain choice of m and n fixes A and § and allows the
minimal lag time 7, to be computed that is required to guarantee max; F(k) < 0.1.
Figure 16 shows how 7, depends on m and n. It is observed that m = 2 yields the
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X

Fic. 12. Invariant measure and eigenvectors uj, j = 1,...,4, for Brownian motion in the
potential V' with the extended transition region from Figure 11 for o = 0.8.
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FiG. 13. Potential and eigenvectors uj, j = 1,2, and their stepfunction approzimation Qu; for
n = 20 adaptive sets. The resulting projection error is § = 0.052.

best results; that is, for given n the lag time can be chosen smallest with m = 2 in
comparison to m = 1 and m = 5 (and other values of m not shown in the last figure).

6. Proofs.

6.1. Proof of Lemma 2.2. Proof. Because of IIQ = QIly = Iy and || T —
Iy || = Ay we have for k =1

(49) ITQ —1To|| = [T — o) Q| < As.
Since, furthermore, TTly = Il and T1I is self-adjoint, we find for arbitrary v € LZ

MoTv = (Tw, 1)1 = (TTlv, 1) 1 + (T, TI1) 1

(50) i
= (v, TII1)1 + (1T~ v, 1)1 = (v, 1)1 = Ty,

where the second-to-last identity follows from (13). Therefore

(51) II,T = TTI, = II,.
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FIG. 14. Decay of § and of the mazimal propagation error maxy, |QT*Q — P*|| with the number
n of sets in the optimal adaptive subdivision for m = 2.
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F1a. 15. Decay of 6 with the number n of sets in the optimal adaptive subdivision for m =1,2,5.

From this and QIly = IToQ = Ty, it follows that (7Q —Ilp)* = (TQ)* — Il and thus
with (49)
(52) IP¥ ~ o = |Q(TQ)" — Q|| < |(TQ)* — |

= (TQ —Io)*|| < |TQ — " < AY,

which was the assertion. 0

6.2. Proof of Theorem 3.1. First we observe that the error in (25) at time &
consists of the k — 1 projection errors that are propagated until time k is reached, as
direct calculation shows that

k—1

(53) QT*Q — QP*Q =>_ QT'QH(TQ)" .
i=1

By this expression we can estimate the approximation error E by observing that it
consists of two different parts. Because of Q+Q+ = Q we have

k—1

(54) IQT*Q — QP*QI < Y IIRT'QI1Q(TQ)* -

i=1
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Fic. 16. Comparison of the minimal lag time T+ that is required to achieve maxy E(k) < 0.1
depending on the number n of sets in the optimal adaptive subdivision. Top panel: m = 1 compared
to m = 2. Bottom panel: m = 2 compared to m = 5.

The first term || QTQ"|| describes the propagation of the projection error in i steps,
and the second term ||Q*(7TQ)* || measures how large a projection error can be in
the (k—1)th iteration of applying operator P. So the ith summand explains the effect
of the propagation of the error that is made in the (k — ¢)th iteration.

We will estimate the overall error by looking at both parts of the error separately.
Let us prepare for this with the following lemma.

LEMMA 6.1. For the first part of the error we have the upper bound

(55) QT Q|| < vmAfs + k.

Proof. Let v be arbitrary with ||v|| = 1. Because up = 1 and Qtug = 0,

(56) (TI)*Q v = TFIIQ v = i NHQ uy, v)uy,
j=1

which leads to
LS (
(57) [(TIFQ* v]* = A*(Q uj,v)°

j=1

27)
< m/\§k52

and therefore
(58) [Q(TIN*Q*|| < v/mA6.
Now we can estimate
(14)
(59) 1QT* Q™| < [|Q(TIN* Q™ || + QT Q™|

(58) (12)
< VmAFS 4+ | TP < vmAbs+0F. O
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Now we can prove Theorem 3.1.
Proof. First recall that the first argument 2 in the minimum taken in (29) comes
from (26). Moreover, recall (54), that is,

k—1

(60) lQT"Q - QPFQ|l < Y QT Q [1Q*(TQ)* .
i=1

Because Q+1Iy = 0, we can write

61)  [|QNTQ)F | = QT TQ(TQ)" || = |Q TQUTQ) "' — ).

Moreover,

(62) 1QTTQ| < |Q THQ| + ||QTTI Q| < ||Q*THQ|| +r

and, for v with [|v]| = 1,

(63)  IQTTTIQU)* = > (Qu ua)(Qu, u) \idj (QFus, Quy) < m?A36%|v]|?.
i,j=1

We use Lemma 2.2 to get
(64) QT TQUTQ) ! = o)l < (mA16 +r)A7 .
Inserting (64) and Lemma 6.1 into (54) yields

k—1

(65)  B(k) = QT*Q - Q(TQ)"|| < (mMd+7) Y (VmAis + A~

i=1

Now we have

k—1 k—1
(66) (VMmN + )N = me(k — DA MY Ty

i=1 =1
and

k—1

1= n—n" U k-1

67 i = —1= = 1- .o
(67) ;n T Ty~

6.3. Proof of Lemma 4.1. Remember that Q(V), Q) denote the projection
from Li to the fine and coarse stepfunction spaces, while Q(*?) denotes the projection
from fine to coarse.

Proof. We first find easily that Q®) = QU2)QMW  and Q)+ = QL4012 L),
Setting 5(12) QU2+ QMy;|| this implies

(07 = 11y |* = (@ + QU4 QW)uy, (V' + QU QW)
(68) = QW w12 + |QU QW |? + 2(QUMH QW u;, QW +uy)
=@+ ),
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where the last identity follows from the fact that Q)-+Q(*?) = 0 on Range(Q("),
which implies Q1 Q(12):+ = QML This identity implies the assertions concerning
the d-estimates. With respect to the estimate on the error it suffices to observe that

Ey(k) = [QPTFQP) — (P)F| = [QMIQWTHQM QWM — (PR
= [|QUPQWTFQM QU2 QWM — (P@)k||
(69) < ||Q(12)Q(1)TkQ(1)Q(12)Q(1) _ Q(12)(p(1))kQ(12)Q(1)H
+ QU (P QUDQM — (PP)rQW)|
< Ey(k) + QU2 (PM)F Q1 — (PEH¥|. D

7. Conclusion. We have presented a rigorous upper bound to the error in the
propagation of functions in the state space between an ergodic dynamical process and
an MSM based on a complete partitioning of the state space.

We have demonstrated that this error depends mainly on two components: (1) the
projection error associated with how well the discretization of the state space can
approximate the variation of the dominant eigenfunctions of the original process, and
(2) the lag time chosen in the transition matrix of the MSM. In particular, for fixed,
large enough lag time, we have seen that an increasingly fine discretization of the
state space decreases the error independently of whether or not the original process
coarse grained to the subdivision still satisfies the Markov property. This observation
justifies the algorithmic strategy of constructing MSMs by finely partitioning the state
space using clustering algorithms that has been employed by several researchers in
the field [6, 32, 33].

Our results also provide formal support to the practical experience that grouping
discretization elements into metastable sets is a good strategy when a small MSM
is desired [6, 24, 8, 1], but it will nevertheless increase the approximation error of
the MSM compared to the fine discretization for a given lag time 7. A given error
tolerance then again can be met by further increasing 7 to reduce the spectral part of
the error. On the other hand, if a metastable subdivision does not yield a sufficiently
low error for a desirable choice of 7, further reduction of the projection error by
introducing additional refinements of the subdivision is needed. We have seen that
such refinements will best be placed within the transition regions. In contrast to the
assumption that has been made in many applications of an MSM, this shows that in
order to improve the quality of an MSM one needs to go to a partitioning of the state
space that is not metastable.

Additional algorithmic questions like the possible advantage of fuzzy memberships
and the use of subdivisions based only on a subset of state space variables have
also been discussed. The influence of the statistical error and possible strategies for
bounding the total approximation error of the MSM were also discussed. Note that
the requirement of improving the quality of the MSM by fine subdivisions of the
transition regions calls for adaptive simulation methods, as the statistical sampling is
typically worst in the transition regions.

Summarizing, on the one hand our analysis puts the questions concerning the
approximation quality of the MSM onto solid ground and the functional form of the
error immediately suggests the development of adaptive algorithms for obtaining a
discretization of the state space such that the MSM approximation is guaranteed
to stay below a user-defined tolerance. On the other hand, we see that there are
situations, such as potentials with large diffusive transition regions, where the full
partitioning of the state space might require using too many states to be practically
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useful and new algorithmic strategies will be required for efficient construction of high
quality MSMs.
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