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Motivations

I 3�Æ�ó§¯K¥,²~I�O��«È©,X∫ b

a

f(x) dx

I ¦) �©�§,Xk��¦)

u′′(x) = f(x), u(0) = u(1) = 0.

=z�a(u, v) = f(v), é?¿v(x), v(0) = v(1) = 0,

a(u, v) =

∫ 1

0

u(x)v(x)dx, f(v) =

∫ 1

0

f(x)v(x)dx.

�u(x), v(x)þ�©¡�5¼ê,I�O�È©.

I ¦)È©�§

λ

∫ 1

0

k(x, y)f(y)dy + g(x) = f(x)

�f(x)�©¡�5¼ê,O�È©.
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Ideas

I z�«ê�%CÒ�Ñê�È©��«Eâ∫ b

a

f(x)dx ≈
∫ b

a

P (x)dx

P (x)�õ�ª,�f(x)�,«%C.
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Lagrange interpolation integral

I To integrate ∫ b

a

f(x)dx

where f(x) ∈ C[a, b].

I Midpoint rule: Approximate f(x) as f
(

a+b
2

)
we have∫ b

a

f(x) dx ≈ f

(
a + b

2

)
(b− a)

I Trapezoidal rule: Approximate f(x) as

p1(x) =
x− b

a− b
f(a) +

x− a

b− a
f(b)

we have ∫ b

a

f(x) dx ≈
∫ b

a

p1(x) dx =
f(a) + f(b)

2
(b− a)
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Lagrange interpolation integral

I Simpson’s rule: Approximate f(x) as

p2(x) =
(x− x1)(x− x2)

(x0 − x1)(x0 − x2)
f(a) +

(x− x0)(x− x2)

(x1 − x0)(x1 − x2)
f

(
a + b

2

)
+

(x− x0)(x− x1)

(x2 − x0)(x2 − x1)
f(b)

we have∫ b

a

f(x) dx ≈
∫ b

a

p2(x) dx =
b− a

6

[
f(a) + 4f

(
a + b

2

)
+ f(b)

]
.
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Lagrange interpolation integral

I Cubic interpolation quadrature:∫ b

a

f(x) dx ≈
∫ b

a

p3(x) dx

=
b− a

8

[
f(a) + 3f

(
a +

b− a

3

)
+ 3f

(
a +

2(b− a)

3

)
+ f(b)

]
.

I Fourth order interpolation quadrature∫ b

a

f(x) dx ≈
∫ b

a

p4(x) dx

=
b− a

90
[7f(x0) + 32f(x1) + 12f(x2) + 32f(x3) + 7f(x4)] .
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Lagrange interpolation integral

I Newton-Cotes quadrature: é[a, b]��å©
�x0 = a < x1 < . . . < xn = b, xk = a + kh, (k = 0, 1, . . . , n),

h = (b− a)/n�Lagrange��¼êPn(x) ∈ Pn,¿
Px = a + th t ∈ [0, n],��

Pn(x) =

n∑
k=0

(

n∏
j=0
j 6=k

x− xj

xk − xj
)f(xk)

=

n∑
k=0

(

n∏
j=0
j 6=k

t− j

k − j
)f(xk)

=

n∑
k=0

(−1)(n−k)

k!(n− k)!

n∏
j=0
j 6=k

(t− j)f(xk)
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Lagrange interpolation integral

I �È© ∫ b

a

f(x)dx ≈
∫ b

a

Pn(x)dx

=
b− a

n

n∑
k=0

(

∫ n

0

n∏
j=0
j 6=k

t− j

k − j
dt)f(xk)

=

n∑
k=0

Akf(xk)

Ù¥

Ak = (b−a)C
(n)
k , C

(n)
k =

(−1)n−k

k!(n− k)!n

∫ n

0

n∏
j=0
j 6=k

(t−j)dt (k = 0, 1, . . . , n)

C
(n)
k ¡�Newton-Cotes¦ÈXê"

I �n ≥ 8�§C
(n)
k k�kK§7,��Ù¥k�Xêýé��u1§du�

\Ø���3§Ø�¬��\����O��ØO("ù«Ø­½5¦�
3n ≥ 8��Newton-Cotes¦ÈúªÄ�Ø�æ^"



Motivations and ideas Basic techniques Extrapolation algorithm

Piecewise interpolation integral

I kr[a, b]«m¿©¤�
�«m,~X,Ú?�å©:

xi = a + ih, h =
b− a

n
, i = 0, 1, . . . n,

¿P

xi+ 1
2

= a + (i + 1/2)h,

�â½È©�5�,k∫ b

a

f(x) dx =

n−1∑
i=0

∫ xi+1

xi

f(x) dx.

3z��«m[xi+1, xi]þ¦^¥:úª!F/úª½Simpsonúª, B�

��EÜ¦Èúª.
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Piecewise interpolation integral

I EÜ¥:úªµ ∫ b

a

f(x) dx ≈ M(h) = h

n−1∑
i=0

f(xi+ 1
2
)

I EÜF/úªµ∫ b

a

f(x) dx ≈ T (h) =
h

2

n−1∑
i=0

(f(xi) + f(xi+1))

I EÜSimpsonúªµ∫ b

a

f(x) dx

≈ S(h) =
h

6

n−1∑
i=0

(f(xi) + 4f(xi+ 1
2
) + f(xi+1)).



Motivations and ideas Basic techniques Extrapolation algorithm

Error estimate

I Midpoint rule∫ b

a

f(x) dx−Mab =
(b− a)3

24
f ′′(ξ1), ξ1 ∈ (a, b)

I Trapezoidal rule∫ b

a

f(x) dx− Tab = − (b− a)3

12
f ′′(ξ2), ξ2 ∈ (a, b)

I Simpson’s rule∫ b

a

f(x) dx− Sab = − (b− a)5

2880
f (4)(ξ3), ξ3 ∈ (a, b)

I Note: high order convergence for midpoint rule and Simpson’s rule.



Motivations and ideas Basic techniques Extrapolation algorithm

Error estimate

I Composite midpoint rule∣∣∣∣∫ b

a

f(x) dx−M(h)

∣∣∣∣ ≤ h2

24
M2(b− a)

I Composite trapezoidal rule∣∣∣∣∫ b

a

f(x) dx− T (h)

∣∣∣∣ ≤ h2

12
M2(b− a)

I Composite Simpson’s rule∣∣∣∣∫ b

a

f(x) dx− S(h)

∣∣∣∣ ≤ h4

2880
M4(b− a)

where M2 = max |f ′′|, M4 = max |f (4)|.
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Numerical estimate for the convergence order

I Numerical estimate for the convergence order.

Suppose

|I(f)− Ih(f)| ≤ Chp

we take

|I(f)− I h
2
(f)| ≤ C(

h

2
)p

then
|I(f)− Ih(f)|
|I(f)− I h

2
(f)| ∼ 2p

So

p ≈ ln
( |I(f)− Ih(f)|
|I(f)− I h

2
(f)|

)
/ ln 2
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Basic observation

I We have the following relations

T (
h

2
) =

1

2
(T (h) + M(h))

S(h) =
1

3
T (h) +

2

3
M(h)

I We have

S(h) =
4T (h

2
)− T (h)

4− 1

I Information:

We combine T (h) and T (h
2
) to obtain higher accuracy!
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Richardson’s extrapolation

I b�·��^���Ú�hk'�þQ1(h)£'X,��EÜ¦Èúª¤,

�Cq���hÃ'�þQ£'X,��½È©¤,
�®��äØ��ì?
Ðmª�

Q−Q1(h) = c1h
p1 + c2h

p2 + c3h
p3 + · · ·+ ckhpk + · · · , (1)

Ù¥ck, pk�~ê�0 < p1 < p2 < · · · .d�,Q1%CQ��äØ�°ÝÒ
´O(hp1).

I XJ·�rÚ� ���,=�h = h/2,Kk

Q−Q1(h/2) = c1(h/2)p1 + c2(h/2)p2 + c3(h/2)p3 + · · ·

= 2−p1c1h
p1 + 2−p2c2h

p2 + 2−p3c3h
p3 + · · · (2)

r(1)¦þ2−p12~�(2),·��n,�

Q− Q1(h/2)− 2−p1Q1(h)

1− 2−p1
= c∗2h

p2 + c∗3h
p3 + · · ·+ c∗khpk + · · · (3)

Ù¥~êc∗k�

c∗k =
ck(2−pk − 2−p1)

1− 2−p1
, k = 2, 3, . . . .
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Richardson’s extrapolation

I XJP

Q2(h) =
Q1(h/2)− 2−p1Q1(h)

1− 2−p1
(4)

KQ2�Q��äØ�°ÝÒJp�O(hp2),=k

Q−Q2(h) = c∗2h
p2 + c∗3h

p3 + · · ·+ c∗khpk + · · · . (5)

I ·����±l(5)Ñu,^�þ¡aq��{2�E��Q3(h),¦�§

�Q ��äØ�°Ý�O(hp3).
�ù�L§�±Øä/?1e�. ù«

l$�°Ý�ª��äØ��ì?ÐmªÑu,�{ü�5|Ül
��
p�%C�ª��{¡�Richardson	í\�ÂñEâ
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Euler-Maclaurin formula

I ½½½nnn3.3.4 £Euler-Maclaurinúª¤�f ∈ Cm[a, b] (m > 2),

Th(f) = h
2

∑n−1
k=0 [f(xk) + f(xk+1)]§K

∫ b

a

f(x)dx = Th(f)−
[ m
2 ]∑

j=1

b2jh
2j

(2j)!

[
f (2j−1)(b)− f (2j−1)(a)

]
+(−1)mhm

∫ b

a

B̃m(
x− a

h
)f (m)(x)dx.

ùp[m
2

]��u½�u m
2

����ê"

I *	Euler-Maclaurinúª§ØJuyXJf(x)´±Ï¼ê§ò¬Ñ
yh2j

¥Xêf (2j−1)(b)− f (2j−1)(a) = 0§��=�ehm�ùL²F/ú

ªé±Ï¼êÈ©äk4p�°Ý§�é{`§f kõ1w§°ÝÒkõ
p§ù�y�¡�äkÌ°Ý"



Motivations and ideas Basic techniques Extrapolation algorithm

Romberg quadrature

I òRichardson	í\�ÂñEâA^uEÜF/¦Èúª(12)Ò�±�
�Romberg ¦È�{.

I From Euler-Maclaurin formula∫ b

a

f(x) dx = T1(h) +

∞∑
k=1

c
(1)
2k h2k. (6)

I |^	í\�Eâ·�N´íÑ∫ b

a

f(x) dx = T2(h) +

∞∑
k=2

c
(2)
2k h2k, (7)

Ù¥

T2(h) =
T1(h/2)− 4−1T1(h)

1− 4−1
.
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Romberg quadrature

I 2g¦^	í\�Eâ,·�q�íÑ∫ b

a

f(x) dx = T3(h) +

∞∑
k=3

c
(3)
2k h2k, (8)

Ù¥

T3(h) =
T2(h/2)− 4−2T2(h)

1− 4−2
.

I ��/,·��±��4í½Â�¦ÈS�

Tk+1(h) =
Tk(h/2)− 4−kTk(h)

1− 4−k
, k = 1, 2, 3, . . . . (9)

N´�y ∫ b

a

f(x) dx− Tk+1(h) = O(h2(k+1)). (10)

ùÒ´Romberg¦È�{.§�I�?���EÜF/¦Èúª�§S,¿
Øäò�Ð©Ú�h,±9�{ü��5|Ü,BUp°Ý/¦ÑÈ©�.
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Romberg quadrature

I Define

T
(l)
1 = T

( b− a

2l

)
, l = 0, 1, 2, . . .

and

T
(k−1)
m+1 =

4mT
(k)
m − T

(k−1)
m

4m − 1

I Romberg quadrature table

T
(0)
1 T

(0)
2 T

(0)
3

T
(1)
1 T

(1)
1

...

T
(2)
1

...
...
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Homework assignment

I ��S� n >/�±�Uì pn = n sin(π/n) O�§	��U
ì qn = n tan(π/n) O�§ù
�©OJø
 π ��e.Úþ."
(a) ÏLé sin Ú tan ¼ê?1 Taylor ?êÐm§y² pn Ú qn �±L«¤

Xe/ª

pn = a0 + a1h2 + a2h4 + · · ·

Ú

qn = b0 + b1h2 + b2h4 + · · · ,

Ù¥ h = 1/n"a0 Ú b0 �äN�´õ�º
(b) Á¦^Richardson	íúª�Ñ��é π �ê�O��ª.

I Compute the integral by Trapezoidal rule∫ 2π

0

esin xdx

and compute the numerical convergence order.
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