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HOMOGENIZATION AND TWO-SCALE CONVERGENCE*

GRIGOIRE ALLAIRE’

Abstract. Following an idea of G. Nguetseng, the author defines a notion of "two-scale" convergence,
which is aimed at a better description of sequences of oscillating functions. Bounded sequences in L2(f)
are proven to be relatively compact with respect to this new type of convergence. A corrector-type theorem
(i.e., which permits, in some cases, replacing a sequence by its "two-scale" limit, up to a strongly convergent
remainder in L2(12)) is also established. These results are especially useful for the homogenization of partial
differential equations with periodically oscillating coefficients. In particular, a new method for proving the
convergence of homogenization processes is proposed, which is an alternative to the so-called energy method
of Tartar. The power and simplicity of the two-scale convergence method is demonstrated on several
examples, including the homogenization of both linear and nonlinear second-order elliptic equations.
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Introduction. This paper is devoted to the homogenization of partial differential
equations with periodically oscillating coefficients. This type of equation models various
physical problems arising in media with a periodic structure. Quite often the size of
the period is small compared to the size of a sample of the medium, and, denoting
their ratio by e, an asymptotic analysis, as e --> 0, is required: namely, starting from a
microscopic description of a problem, we seek a macroscopic, or averaged, description.
From a mathematical point of view, we have a family of partial differential operators
L (with coefficients oscillating with period e), and a family of solutions u which,
for a given domain [l and source term f, satisfy

(0.1) Lu =f in fl,

complemented by appropriate boundary conditions. Assuming that the sequence u
converges, in some sense, to a limit u, we look for a so-called homogenized operator
L such that u is a solution of

(0.2) Lu =f in fl.

Passing from (0.1) to (0.2) is the homogenization process. (There is a vast body of
literature on that topic; see [10], [40] for an introduction, and additional references.)
Although homogenization is not restricted to the case of periodically oscillating
operators (cf. the F-convergence of DeGiorgi [16], [17], the H-convergence of Tartar
[42], [34], or the G-convergence of Spagnolo [41], [49]), we restrict our attention to
that particular case. This allows the use of the well-known two-scale asymptotic
expansion method [7], [10], [27], [40] in order to find the precise form of the
homogenized operator L. The key to that method is to postulate the following ansatz
for ue"

(0.3)
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HOMOGENIZATION AND TWO-SCALE CONVERGENCE 1483

where each term ui(x, y) is periodic in y. Then, inserting (0.3) in (0.1) and identifying
powers of e leads to a cascade of equations for each term ui. In general, averaging
with respect to y that for Uo gives (0.2), and the precise form of L is computed with
the help of a so-called cell equation in the unit period (see [10], [40] for details). This.
method is very simple and powerful, but unfortunately is formal since, a priori, the
ansatz (0.3) does not hold true. Thus, the two-scale asymptotic expansion method is
used only to guess the form of the homogenized operator L, and other arguments are
needed to prove the convergence of the sequence u to u. To this end, the more general
and powerful method is the so-called energy method of Tartar [42]. Loosely speaking,
it amounts to multiplying equation (0.1) by special test functions (built with the
solutions of the cell equation), and passing to the limit as e- 0. Although products
of weakly convergent sequences are involved, we can actually pass to the limit thanks
to some "compensated compactness" phenomenon due to the particular choice of test
functions.

Despite its frequent success in the homogenization of many different types of
equations, this way of proceeding is not entirely satisfactory. It involves two different
steps, the formal derivation of the cell and homogenized equation, and the energy
method, which have very little in common. In some cases, it is difficult to work out
the energy method (the construction of adequate test functions could be especially
tricky). The energy method does not take full advantage of the periodic structure of
the problem (in particular, it uses very little information gained with the two-scale
asymptotic expansion). The latter point is not surprising since the energy method was
not conceived by Tartar for periodic problems, but rather in the more general (and
more difficult) context of H-convergence. Thus, there is room for a more efficient
homogenization method, dedicated to partial differential equations with periodically
oscillating coefficients. The purpose of the present paper is to provide such a method
that we call two-scale convergence method.

This new method relies on the following theorem, which was first proved by
Nguetseng [36].

THEOREM 0.1. Let u be a bounded sequence in L2(D.) ( being an open set of N).
There exists a subsequence, still denoted by u, and a function Uo(x,y) LE(’)X Y)
(Y (0; 1) N is the unit cube) such that

(0.4) lim I u(x)O(x,)dx= I f Uo(x,y)(x,y)dxdy
e-0 y

for any smooth function O(x, y), which is Y-periodic in y. Such a sequence u is said to
two-scale converge to Uo(X, y).

We provide a simple proof of Theorem 0.1 along with a new corrector result.
THEOREM 0.2. Let u be a sequence that two-scale converges to Uo(X, y). Then, u

weakly converges in L2(f) to u(x)-y Uo(X y) dy, and we have

Furthermore, if equality is achieved in the left part of (0.5), namely,

(0.6) lim u. :(n)= Uoll :(n Y),

and if Uo(X, y) is smooth, then we have
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1484 GRIGOIRE ALLAIRE

Loosely speaking, Theorem 0.1 is a rigorous justification of the first term in the
ansatz (0.3), while Theorem 0.2 gives the condition of a strong convergence to zero of
the difference between u and its ansatz. We are now equipped to explain the two-scale
convergence method. We multiply equation (0.1) by a test function ofthe type $(x, x/e),
where $(x, y) is a smooth function, Y-periodic in y. After some integration by parts,
we pass to the two-scale limit with the help of Theorem 0.1. In the limit, we read off
a variational formulation for Uo(X, y). The corresponding partial differential equation
is called the two-scale homogenized problem. It is usually of the same type as the
original problem (0.1), but it involves two variables x and y. Thus, averaging with
respect to y leads to the homogenized problem (0.2). Eventually, so-called corrector
results (i.e., strong or pointwise convergences) can be obtained by the application of
Theorem 0.2.

We emphasize that the two-scale convergence method is self-contained, i.e., in a
single process we find the homogenized equation and we prove convergence. This is
in contrast with the former "usual" homogenization process (as described above)
which is divided in two steps" first, find the homogenized and cell equations by means
of asymptotic expansions; second, prove convergence with the energy method. Another
interesting feature of the two-scale convergence method is the introduction of the
two-scale homogenized problem. It turns out that it is a well-posed system of equations,
which are a combination of the usual homogenized and cell equations. Indeed, if it is
expected that the periodic oscillations in the operator L generate only the same type
of oscillations in the solution u, the sequence u is completely characterized by its
two-scale limit Uo(X, y). Thus, starting from a well-posed problem for u, we should
obtain in the limit a well-posed problem of the same type for Uo. However, this is not
always the case for the usual macroscopic homogenized equation (the solution of
which is u(x)=g Uo(X, y) dy). When averaging the two-scale homogenized problem
with respect to y, its "nice" form can disappear, and, rather, we could obtain integro-
differential terms (corresponding to memory effects), nonlocal terms, or nonexplicit
equations. There are many such examples in the literature (see [5], [29], [32], [46],
where "classical" methods are used, and [2], [3], [37], where two-scale convergence
is applied). In these cases, the two-scale homogenized problem explains and simplifies
the complicated form of the macroscopic limit equation, thanks to the additional
microscopic variable y, which plays the role of a hidden variable.

Since Theorem 0.1 proves the existence of the first term in the ansatz (0.3), the
two-scale convergence method appears as the mathematically rigorous version of the,
intuitive and formal, two-scale asymptotic expansion method [7], [10], [27], [40]. The
key of the success for such a method is to consider only periodic homogenization
problems. This amounts to restricting the class of possible oscillations of the solutions
to purely periodic ones. Working with the relatively small class of periodic oscillations
allows us to obtain the representation formula (0.4) for weak limits of solutions. For
general types of oscillations, a result like (0.4) seems to be out of reach (the main
obstacle being how to choose the test functions). On the other hand, periodic
homogenization can be cast into the framework of quasi-periodic, or almost-periodic
(in the sense of Besicovitch) homogenization (see, e.g., [28], [38]), since periodic
functions are a very special subclass of quasi-, or almost-, periodic functions. In this
case, test functions can also be written @(x, x e), where @(x, y) is quasi-, or almost-,
periodic in y. However, we do not know if Theorem 0.1 can be generalized to such
test functions or if a new convergence method can thus be obtained.

The paper is organized as follows. Section 1 is devoted to the proof of Theorems
0.1 and 0.2, and other related results. In 2, we show precisely how the two-scale
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HOMOGENIZATION AND TWO-SCALE CONVERGENCE 1485

convergence method works on the homogenization of linear second-order elliptic
equations (this is the favorite model problem in homogenization; see, e.g., Chapter 1
in [10]). We do this in a fixed domain 12, but also in a periodically perforated domain
12 (a porous medium), obtained by removing from 12 infinitely many small holes of
size e (their number is of order e-N), which support a Neumann boundary condition.
Two-scale convergence is particularly well adapted to the latter case, and we recover
previous results (see [13], [1], [4]) without using any extension techniques. Section 3
generalizes 2 to the nonlinear case. In the periodic setting, we give a new proof of
the F-convergence of convex energies (see [31], [16], [17]), and we revisit the
homogenization of monotone operators [42]. On the contrary of 2 and 3, 4 deals
with an example of homogenization where typical two-scale phenomena appear. We
consider a linear elliptic second-order equation with periodic coefficients taking only
two values 1 and e 2. It models a diffusion process in a medium made of two highly
heterogeneous materials. It turns out that the limit diffusion process is of a very special
type: the usual homogenized problem is not an explicit partial differential equation.
Finally, 5 is devoted to the proof of a technical lemma used in 1; more generally,
we investigate under which regularity assumptions on a Y-periodic function q(x, y)
the following convergence holds true"

(0.8) limla-o q(x,)dx=Ia IY Iq(x,y)ldxdy.

It is easily seen that continuous functions satisfy (0.8). We prove that (0.8) still holds
true for functions of L1112; C#(Y)] or L[Y; C(I))], which are continuous in only
one variable, x or y. However, we cannot decrease the regularity of q(x, y) too much.
Indeed, we construct a counterexample to (0.8) for a function q(x, y) of C[12; L( Y)],
which is not continuous in x for any value of y, but merely continuous in x in the
"LI( Y)-mean."

1. Two-scale convergence. Let us begin this section with a few notations. Through-
out this paper 12 is an open set of RN(N_>- 1), and Y [0; 1IN is the closed unit cube.
As usual, L2(12) is the Sobolev space of real-valued functions that are measurable
and square summable in 12 with respect to the Lebesgue measure. We denote by C(Y)
the space of infinitely differentiable functions in RN that are periodic of period Y.
Then, L(Y) (respectively, H(Y)) is the completion for the norm of L2(Y) (respec-
tively, Hi(y)) of C(Y). Remark that L2(Y) actually coincides with the space of
functions in L2(Y) extended by Y-periodicity to the whole of .

Let us consider a sequence of functions u in L2(f) (e is a sequence of strictly
positive numbers which goes to zero). Following the lead of Nguetseng [36], we
introduce the following.

DEFINITION 1.1. A sequence of functions u in L2(12) is said to two-scale converge
to a limit Uo(X, y) belonging to L2(12 Y) if, for any function (x, y) in D[12; C( Y)],
we have

(1.1)

This new notion of "two-scale convergence" makes sense because of the next
compactness theorem.

THEOREM 1.2. From each bounded sequence u in L2(12), we can extract a sub-
sequence, and there exists a limit Uo(X, y) L2(12 Y) such that this subsequence two-scale
converges to Uo.
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1486 GRfGOmE ALLAIRE

To establish Theorem 1.2, we need the following lemma, the proof of which may
be found in 5.

LEMMA 1.3. Let q(x, y) be afunction in L2[I; C#( Y)], i.e., measurable and square
summable in x l, with values in the Banaeh space of continuous functions, Y-periodic
in y. Then, for any positive value of e, (x, x e) is a measurable function on 12, and we
have

Sup [O(x, y)[ dx
yY

and

1.3) lim 0 x, dx q(x, y) dx dy.
eO fl y

DEFINITION 1.4. A function tp(x, y), Y-periodic in y, and satisfying (1.3), is called
an "admissible" test function.

It is well known (and easy to prove) that a continuous function q(x, y) on f x Y,
Y-periodic in y, satisfies (1.3). However, the situation is not so clear if the regularity
of q is weakened: in particular, the measurability of q(x, x e) is not obvious. To our
knowledge, the minimal regularity hypothesis (if any) making of $(x, y) an "admiss-
ible" test function is not known. In order that the right-hand side of (1.3) makes sense,
t0(x, y) must at least belong to L2(12 Y) (in addition to being Y-periodic in y). But,
as we shall see in 5, this is not enough for (1.3) to hold (a counterexample is provided
in Proposition 5.8). Loosely speaking, q(x, y) turns out to be an "admissible" test
function if it is continuous in one of its arguments (as is the case when q belongs to
L2[12; C#(Y)]). For more details, see 5, which is devoted to the proof of Lemma 1.3
and to the investigation of other regularity assumptions making of $ an "admissible"
test function.

Proof of Theorem 1.2. Let u be a bounded sequence in L2(’): there exists a
positive constant C such that

e<,,>-<- c.
For any function 0(x, y) L2[; C#(Y)], according to Lemma 1.3, q,(x, x/e)belongs
to L2(I)), and the Schwarz inequality yields

L(a)

Thus, for fixed e, the left-hand side of (1.4) turns out to be a bounded linear form on
L[; Ce( Y)]. The dual space of L2[; Ce( Y)] can be identified with Z2[; M( g)],
where Me(Y) is the space of Y-periodic Radon measures on E By viue of the esz
representation theorem, there exists a unique function e L[fl; Me(Y)] such that

Ja k e/

where the brackets in the left-hand side of (1.5) denotes the duality product between
L2[’; C#( Y)] and its dual. Furthermore, in view of (1.4), the sequence/z is bounded
in L2[I); M#(Y)]. Since the space L2[’; C#(Y)] is separable (i.e., contains a dense
countable family), from any bounded sequence of its dual we can extract a subsequence
that converges for the weak* topology. Thus, there exists/Zo L2[12; M#( Y)] such that,
up to a subsequence, and for any @ L2[12; C#( Y)],
(1.6) (/x, q) (/Zo, q).
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HOMOGENIZATION AND TWO-SCALE CONVERGENCE 1487

By combining (1.5) and (1.6) we obtain, up to a subsequence, and for any q
[; c Y)],

From Lemma 1.3 we know that

e-O L2()

Now, passing to the limit in the first two terms of (1.4) with the help of (1.7) and (1.8),
we deduce

I<o, >[ cIlll =<.
By density of LZ[f; C#(Y)] in L2(f x Y), and by the Riesz representation theorem,
0 is identified with a function Uo L2( x Y), i.e.,

(1.9) Ia/Y Uo(x,y)q(x,y)dxdy.

Equalities (1.7) and (1.9) are the desired result. [3

Remark 1.5. In the proof of Theorem 1.2, we considered test functions $(x, y)
in L2[f; C#(Y)]. Other choices of space of test functions are actually possible. For
example, in the case where f is bounded, we could have replaced L2[f; C#(Y)] by
C[I); C# (Y)], or by L[ Y; C()]. The main ingredients of the proof would not be
affected by this change. All these spaces have in common that they are separable
Banach spaces, which is the required property in order to extract a weakly convergent
subsequence from any bounded sequence in their dual. In any case the two-scale limit
Uo(X, y) is always the same, whatever the chosen space of test functions (see Remark
1.11).

Before developing further the theory, let us give a few examples of two-scale limits.
(,) For any smooth function a(x, y), being Y-periodic in y, the associated sequence

a,(x) a(x, x/e) two-scale converges to a(x, y).
(**) Any sequence u that converges strongly in L2(f) to a limit u(x), two-scale

converges to the same limit u (x).
(***) Any sequence u that admits an asymptotic expansion of the type u(x)=
Uo(X, X/e)+ eUl(X, X/e)+ 62U2(X, X/E)-+-" ", where the functions u(x, y) are smooth
and Y-periodic in y, two-scale converges to the first term of the expansion, namely,
Uo(x, y).

In view of the third example we already have a flavour of the main interest of
two-scale convergence: even if the above asymptotic expansion does not hold (or is
unknown), it is permited to rigorously justify the existence of its first term Uo(X, y).
This is very helpful in homogenization theory, where such asymptotic expansions are
frequently used in a heuristical way (see [10], [40]). This remark is the key of our
two-scale convergence method, as explained in 2, 3, and 4.

The next proposition establishes a link between two-scale and weak L-conver
gences.

PROPOSITION 1.6. Let u be a sequence of functions in L2(f), which two-scale
converges to a limit Uo(X, y) L2([’ Y). Then u converges also to u(x) y Uo(X y) dy
in L2(fl) weakly. Furthermore, we have

(1.10) lim II/,/e L2(y/)’ [[l,/Oll L2(f/x y) - I[/,/ll L2(I’).
0
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1488 GRtGOIRE ALLAIRE

Proof. By taking test functions q(x), which depends only on x, in (1.1), we
immediately obtain that u weakly converges to u(x)-g Uo(X, y)dy in L2(I)). To
obtain (1.10), for q(x, y) L2[I); C#( Y)], we compute

Passing to the limit as e 0 yields

limfau(x)dx2Iafoy u(x’Y)(x’y)dxdy-lafy O(x’y)2dxdy"

Then, using a sequence of smooth functions that converges strongly to Uo in L2( x Y)
leads to

lim u(x) & e uo(x, y) & dy.
eO y

On the other hand, the Cauchy-Schwarz inequality in Y gives the other inequality in
(.0.

Remark 1.7. From Proposition 1.6, we see that, for a given bounded sequence in
L(), there is more information in its two-scale limit uo than in its weak L
contains some knowledge on the periodic oscillations of u, while u is just the average
(with respect to y) of uo. However, let us emphasize that the two-scale limit captures
only the oscillations that are in resonance with those of the test Nnctions (x, x/e).
Contrary to the example (.) above, the sequence defined by b(x) a(x, x e) (where
a(x, y) is a smooth Nnction, Y-periodic in y) has the same two-scale limit and weak
L limit, namely, I a(x, y) dy. (This is a consequence of the difference of orders in
the speed of oscillations for b and the test Nnctions O(x, x/e).) In this example, no
oscillations are captured because the two-scale limit depends only on the variable x.
Remark also here that the independence of the two-scale limit on the Nst" variable
y does not imply strong convergence of the sequence in

We claim that there is more information in the two-scale limit of a sequence than
in its weak L limit. But does this supplementary knowledge yield some kind of strong
convergence? This question is precisely answered by the following theorem.
TOM 1.8. Let u be a sequence offunctions in L(a) that two-scale converges

to a limit uo(x, y)e L(a x Y). Assume that

eO

en,for any sequence v that two-scale converges to a limit Vo(X, y) L:( x Y), we have

(1.12) u(x)v(x) [ Uo(X, y)vo(X, y) dy in D’().
dY

Furthermore, if Uo(X, y) belongs to L2[; C(Y)], we have

(1.13) lim Ilu  x -uo(x, )llo L(a)

Remark 1.9. The condition (1.11) can be interpreted as uo contains all the
oscillations of the sequence u." Indeed, (1.11) always takes place for a sequence
(x, x e), with (x, y) e L[; Ce( Y)] or, more generally, being an admissible" test
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HOMOGENIZATION AND TWO-SCALE CONVERGENCE 1489

function in the sense of Definition 1.4. The result (1.12) can be defined as a strong
two-scale convergence for the sequence u remarkably, it allows to pass to the limit
in some product of two weak convergences in L2(f).

Remark 1.10. As already pointed out before, for a given e, the function Uo(X, x/e)
need not be measurable in 2, if Uo(X, y) merely belongs to L2(I x Y). Thus, in order
for (1.13) to make sense, some regularity on Uo is required; more precisely, we restrict
ourselves to functions Uo(X, y) in L2[12; C#(Y)] (more generally, Uo(X, y) could be any
"admissible" test function; see 5 for details). However, we could wonder if all
two-scale limits automatically are "admissible" test functions. Unfounately, this is
not true, and Lemma 1.13 below shows that any function in L2( x Y) is attained as
a two-scale limit. In view of the counterexample of Proposition 5.8, it is clear that, in
general, a function of L( x Y) is not "admissible" in the sense of Definition 1.4.
Thus, we cannot avoid an assumption on the regularity of Uo in order to state (1.13).

Finally, we claim that, in the vocabulary of homogenization, (1.13) is a corrector-
type result. Indeed, the sequence u is approximated by its two-scale limit Uo(X, x e)
up to a strongly convergent reminder in L2(O). Thus, the weak L2-convergence of u
to its weak limit u is improved by (1.13), and the precise corrector is Uo(X, x/e)-u(x).

Proof of eorem 1.8. Let @,(x, y) be a sequence of smooth functions in
L2[O; C(Y)] that converges strongly to Uo(X, y) in L( x Y). By definition of two-
scale convergence for u, and using Lemma 1.3 and assumption (1.11), we obtain

(1.14) lim u()-O, , dx= [Uo(, y)-O(, y)]: ddy.
0 y

Passing to the limit as n goes to infinity, (1.14) yields

(1.15) lim lim u,(x)-O , d=O.
eO

Let v be a sequence that two-scale converges to a limit Vo(X, y). For any (x) D(),
we have

Passing to the limit as e goes to zero (and having in mind that v is a bounded sequence
in L()) yields

e0 L()

Next, passing to the limit when n goes to infinity and using (1.15) leads to (1.12), i.e.,

lim (x)u(x)v,(x) dx (X)Uo(X, y)vo(x, y) dx dy.
eO y

Fuahermore, if Uo(X, y) is smooth, say Uo L:[O; C( Y)], then (1.14) applies directly
with Uo instead of ft,, and it is nothing but (1.13).

Remark 1.11. As a consequence of Theorem 1.8, we can enlarge the class of test
functions if(x, y) used in the definition of two-scale convergence. In Definition 1.1, a
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1490 GRtGOIRE ALLAIRE

sequence u two-scale converges to a limit Uo if

(1.16) limfau(x)q(x,) dx=Ia IeO y
Uo(X, y)q(x, y) dx dy

for any smooth test function q, namely, for q(x, y) DIll; C( Y)]. The class of test
functions has already been considerably enlarged since the compactness Theorem 1.2
is proved for any q(x, y) L2112; C#( Y)]. In view of Theorem 1.8, the validity of (1.16)
is extended to all "admissible" test functions q in the sense of Definition 1.4. Indeed,
an admissible test function satisfies hypothesis (1.11) in Theorem 1.8, and thus the
sequence q(x, x! e) two-scale converges strongly to q(x, y). Retrospectively, the choice
of the space L2[f; C#( Y)] in the proof of Theorem 1.2 appears to be purely technical:
other choices would have led to the same two-scale limit.

Remark 1.12. Let us conclude this section by some bibliographical comments. As
already said, the notion of two-scale convergence and the proof of the compactness
Theorem 1.2 go back to Nguetseng [36]. Here we present a new proof of Theorem 1.2,
which is simpler than the original one (note in passing that our proof has some
similarities with that of Ball [8] for the existence of Young measures). Proposition 1.6
and Theorem 1.8 (concerning corrector results) are new. Recently, a generalization of
two-scale convergence to Young measures has been introduced by E [19] in order to
handle homogenization of nonlinear hyperbolic conservation laws (see Remark 3.8).
Various authors have also developed ideas similar to two-scale convergence: Arbogast,
Douglas, and Hornung [6] defined a so-called dilation operator for homogenization
problems in porous media, while Mascarenhas [32] introduced a kind of two-scale
F-convergence in the study of some memory effects in homogenization. All these works
can be embedded in the general setting of two-scale convergence.

Now that the basic tools of the two-scale convergence method have been estab-
lished, we give a few complementary results before explaining how it can be applied
to the homogenization of partial differential equations with periodically oscillating
coefficients. We first prove that two-scale limits have no extra regularity, as announced
in Remark 1.10.

LEMMA 1.13. Any function Uo(X, y) in L2(I’ x Y) is attained as a two-scale limit.

Proof For any function Uo(x,y)L2(fx Y), we shall construct a bounded
sequence u in L2() that two-scale converges to Uo. Let u,(x, y) be a sequence of
smooth, Y-periodic in y functions that converge strongly to Uo in L2(fx Y). Let
[k(X, y)]l<=k<__ be a dense family of smooth, Y-periodic in y functions in L2(’ Y),
normalized such that IlffJkllL2(xy) 1. Obviously, for fixed n, the sequence u,(x, x/e)
two-scale converges to u,(x, y), i.e., for any 6> 0, and for any smooth if(x, y), there
exists eo(n, 6, ) > 0 such that e < eo implies

Iu,(x,)d/(x,) dx-ffyU,(x,y)q(x,y)dxdy
Now, we extract a diagonal sequence; namely, fixing 6, u. uoll Y), there exists
a sequence of positive numbers e(n), which goes to zero as n such that

x )2u, x, (n dx- u,(x,y dxdy <=6,
E f y

(1.17) (x) (x)u,, x, e(ni ddk x,
e (n)

dx-
Y

u,,(x, y)k(X, y) dx dy <= 6.

for l<=k<=n.
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HOMOGENIZATION AND TWO-SCALE CONVERGENCE 1491

Defining the diagonal sequence u(,)(x)=-u,,(x,x/e(n)), and recalling that 6n is a
sequence of positive numbers that goes to zero, it is clear from the first line of (1.17)
that the sequence u(n) is bounded in L2(). By density of the family [Ok(X,
in L2(1 x Y), the second line implies that u(,) two-scale converges to Uo.

So far we have only considered bounded sequences in L2(O). The next proposition
investigates some cases where we have additional bounds on sequences of derivatives.

PROPOSITION 1.14.
(i) Let u be a bounded sequence in HI() that converges weakly to a limit u in

H1(1). Then, u two-scale converges to u (x), and there exists a function ul(x, y) in
L[I; H(Y)/R] such that, up to a subsequence, Vu two-scale converges to Vxu(x)+
VyUl(X, Y).

(ii) Let u and eVu be two bounded sequences in L(I)). Then, there exists afunction
Uo(X, y) in L211-1; H (Y) such that, up to a subsequence, u and e u two-scale converge
to Uo(X, y) and to VyUo(X, y), respectively.

(iii) Let u be a divergence-free bounded sequence in [L-()]N, which two-scale
converges to Uo(X, y) in [L(I x y)]N. Then, the two-scale limit satisfies divy Uo(X, y)=0
and v divx Uo(X, y) dy O.

Proof.
(i) Since u, (respectively, Vu) is bounded in L(f/) (respectively, [L2(1)]), up

to a subsequence, it two-scale converges to a limit Uo(X, y)e L2(1 x Y) (respectively,
Xo(X, y) e ILk(f/x V)]). Thus for any q(x, y) e DIll; C(Y)] and any (x, y)
D[; CT(y)]N, we have

(1.18)
limfu(x)p(x,)_.o dx=f. IY Uo(x,y)p(x,y)dxdy,

limI.u’(x)’(x’ dx=I IY Xo(x,y).(x,y)dxdy.
By integration by parts, we have

Iu(x). (x,)dx=-I u(x)[dive, (x, )+e dive, (x, )]dx.
Passing to the limit in both terms with the help of (1.18) leads to

0"---- ffl fy Uo(x,y) divy(X,y)dxdy.

This implies that Uo(X, y) does not depend on y. Since the average of Uo is u, we deduce
that for any subsequence the two-scale limit reduces to the weak L2 limit u. Thus, the
entire sequence u two-scale converges to u(x). Next, in (1.18) we choose a function

such that divy (x, y)=0. Integrating by parts we obtain

limIu(x) div’(x’)dx=-f. v
Xo(x,y).(x,y)dxdy

u(x) divx (x, y) dx dy.
1" Y
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1492 GRIGOIRE ALLAIRE

Thus, for any function (x, y) D[g/; C( y)]N with divy xIZ(x, y)-0, we have

(1.19) Ial[X(x’y)-vu(x)]’(x’y)dxdy=O’v
Recall that the orthogonal of divergence-free functions are exactly the gradients (see,
if necessary, [43] or [47]). This well-known result can be very easily proved in the
present context by means of Fourier analysis in Y. Thus, we deduce from (1.19) that
there exists a unique function ul(x, y) in L2[l); H(Y)/] such that

Xo(X, Y) Vu(x) + Vyu(x, y).

(ii) Since u (respectively, eVu) is bounded in L2(ll) (respectively, [L2()]),
up to a subsequence, it two-scale converges to a limit Uo(X, y) L2(12 Y) (respectively,
Xo(X, y) [L2( x Y)]u). Thus for any q(x, y) D[12; C(Y)] and any (x, y)
D[12; C(Y)], we have

(1.20)
lim eVu(x) x, dx Xo(X, y) (x, y) dx dy.
e-O fl Y

Integrating by parts in (1.20), we obtain

i.m fa u.(x)[div,eg(x,)+e divx (x,)] dx=-Ia f.o(x,y).(x,y)dxdy

Disintegrating by parts leads to Xo(X, y)= Vyuo(x, y).
The proof of part (iii) is similar to the previous ones, and is left to the reader. [3

Two-scale convergence is not limited to bounded sequences in L2(-). Our main
result, Theorem 1.2, is easily generalized to bounded sequences in Lv(-), with 1 < p _-<
+. Remark that the case p +o is included, while p 1 is excluded (this is similar
to what happens for weak convergence).

COROLLARY 1.15. Let u be a bounded sequence in LP(’), with 1 <p <= +o. There
exists a function Uo(X, y) in LP(I)x Y) such that, up to a subsequence, u two-scale
converges to Uo, i.e., for any function q(x, y) D[I; C( Y)], we have

limlau(x)b(x’)dx=Ia v
Uo(X,y),(x,y)dxdy.

(The proof is exactly the same as that of Theorem 1.2.)
Of course, two-scale convergence is also easily generalized to n-scale convergence,

with n any finite integer greater than two. This is a very helpful tool for what is called
reiterated homogenization (see [10, Chap. 1, 8]).

COROLLARY 1.16. Let u be a bounded sequence in L2(). There exists a function
Uo(X, y, Yn-) in L2(fl x yn-1) such that, up to a subsequence, u n-scale converges
to Uo, i.e., for any function d/(x, ya, ., Yn-1) D[; C( y,-1)], we have

lim u(x)q x,-,..., ,_ dx
e-O E E

--ffy._,Uo(x, yl,’’’,yn-1)qt(x, yl,’’’,yn-1) dxdyl dyn-1.
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HOMOGENIZATION AND TWO-SCALE CONVERGENCE 1493

Remark 1.17. In the present paper, the test functions q(x, y) are always assumed
to be Y-periodic in y. Other choices for the period are possible. For a same sequence
u different two-scale limits can arise according to the period chosen for the test
functions y--> q(x, y), but they are related by a straightforward change of variables.

2. Homogenization of linear second-order elliptic equations. In this section we show
how two-scale convergence can be used for the homogenization of linear second-order
elliptic equations with periodically oscillating coefficients. We first revisit this favorite
model problem of homogenization (see, e.g., [10, Chap. 1, 6] in a fixed domain f,
and later on we consider the case of perforated domains f (see [13]). Besides
recovering previous well-known results from a new point of view, we establish a new
form of the limit problem, that we call the two-scale homogenized problem, and which
is simply a combination of the usual homogenized problem and the cell problem (see
[10], [40] for an introduction to the topic).

Let f be a bounded open set of R. Let f be a given function in L2(f). We
consider the following linear second-order elliptic equation

u=O onOl),

where A(x, y) is a matrix defined on f Y, Y-periodic in y, such that there exists two
positive constants 0 < a _<-/3 satisfying

N

(2.2) all2 <= 2 Ao(x, Y),j <= [l2 for any c iN.
i,j=

Assumption (2.2) implies that the matrix A(x,y) belongs to [L(Ox Y)]u, but it
doesn’t ensure that the function x A(x, x e) is measurable, nor that it converges to
its average v A(x, y) dy in any suitable topology (see the counterexample of Proposi-
tion 5.8). Thus, we also require that A(x, y) is an "admissible" test function in the
sense of Definition 1.4, namely, Aj(x, x/) is measurable and satisfies

(2.3) lim ao x, dx aj(x, y) dx +.
eO y

Assumption (2.3) is the weakest possible, but is rather vague. More precise, but also
more restrictive, assumptions include, e.g., A(x,y)L[f; C#(Y)] N2, A(x,y)
L[Y; C()] 2, or A(x, y) C[f; L(Y)] (the latter is the usual assumption in
[10]). Under assumptions (2.2), (2.3), equation (2.1) admits a unique solution u in
H(f), which satisfies the a priori estimate

(2.4)

where C is a positive constant that depends only on f and a, and not on e. Thus,
there exists u Ho(l-l) such that, up to a subsequence, u converges weakly to u in
H(f). The homogenization of (2.1) amounts to find a "homogenized" equation that
admits the limit u as its unique solution.

Let us briefly recall the usual process of homogenization. In a first step, two-scale
asymptotic expansions are used in order to obtain formally the homogenized equation
(see, e.g., [10], [40]). In a second step, the convergence of the sequence u to the
solution u of the homogenized equation is proved (usually by means of the so-called
energy method of Tartar [42]).

The results of the first (heuristic) step are summarized in the following.
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1494 GRtGOIRE ALLAIRE

DEFINITION 2.1. The homogenized problem is defined as

-div [A*(x)Vu(x)] =f in 1),
(2.5)

u 0 on 01),

where the entries of the matrix A* are given by

(2.6) A(x) f A(x, y)[VyWi(X y) + ei] [VyWj(X, y) + ej] dy
Y

and, for <= <-N, W is the solution of the so-called cell problem

(2.7)
-divy [A(x, y)[Vywi(x, y)+ ei]]--0 in Y,

y -> wi(x Y) Y-periodic.

As a result of the second step, we have the following theorem [10, Chap. I, Thm. 6.1].
THEOREM 2.2. The sequence u of solutions of (2.1) converges weakly in H() to

the unique solution u of (2.5).
We are going to recover this last result with the help of two-scale convergence,

but we also propose an alternative formulation of the limit problem by introducing
the two-scale homogenized problem, which is a combination of the usual homogenized
equation (2.5) and of the cell equation (2.7).

THEOREM 2.3. The sequence u of solutions of (2.1) converges weakly to u(x) in
H(I)), and the sequence Vu two-scale converges to Vu(x)+Vyul(x,y), where (u, Hi)
is the unique solution in H(I)) x L2[); H( Y)/N] ofthefollowing two-scale homogenized
system:

(2.8)

-divy [A(x, y)[Vu(x) + VyUl(X y)]] 0 in f x Y,

-div, [fv A(x,y)[Vu(x)+Vyu,(x,y)]dy] =f in1),

u(x) O on Ol),

y Ul(X, y) Y-periodic.

Furthermore, (2.8) is equivalent to the usual homogenized and cell equations (2.5)-(2.7)
through the relation

(2.9)
N Ou

u,(x, y) i=IE x/(X)Wi(X’ y)"

Remark 2.4. The two-scale homogenized problem (2.8) is a system of two
equations, two unknowns (u and ul), where the two space variables x and y (i.e., the
macroscopic and microscopic scales) are mixed. Although (2.8) seems to be compli-
cated, it is a well-posed system of equations (cf. its variationial formulation (2.11)
below), which is easily shown to have a unique solution. Remark that, here, the two
equations of (2.8) can be decoupled in (2.5)-(2.7) (homogenized and cell equations)
which are also two well-posed problems. However, we emphasize that this situation
is very peculiar to the simple second-order elliptic equation (2.1). For many other
types of problems, this decoupling is not possible, or leads to very complicated forms
of the homogenized equation, including integro-differential operators and nonexplicit
equations. Thus, the homogenized equation does not always belong to a class for which
an existence and uniqueness theory is easily available, as opposed to the two-scale
homogenized system, which is, in most cases, of the same type as the original problem,
but with twice the variables (x and y) and unknowns (u and u). The supplementary,
microscopic, variable and unknown play the role of "hidden" variables in the
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HOMOGENIZATION AND TWO-SCALE CONVERGENCE 1495

vocabulary of mechanics (as remarked by Sanchez-Palencia [40]). Although their
presence doubles the size of the limit problem, it greatly simplifies its structure (which
could be useful for numerical purposes, too), while eliminating them introduces
"strange" effects (like memory or nonlocal effects) in the usual homogenized problem.
In short, both formulations ("usual" or two-scale) of the homogenized problem have
their pros and cons, and none should be eliminated without second thoughts. Par-
ticularly striking examples of the above discussion may be found in 4, in [2] (a
convection-diffusion problem), or in [3] (unsteady Stokes flows in porous media).

Remark 2.5. As stated earlier, the two-scale homogenized problem (2.8) is
equivalent to the homogenized system (2.5) and the cell problem (2.7), which are
obtained by two-scale asymptotic expansions. This equivalence holds without any
assumptions on the symmetry of the matrix A. Recall that, if A is not symmetric, the
test functions used in the energy method are not the solutions of (2.7), but that of the
dual cell problem (i.e., (2.7), where A is replaced by its transpose

Proof of Theorem 2.3. Thanks to the a priori estimate (2.4), there exists a limit u
such that, up to a subsequence, u converges weakly to u in H(12). As a consequence
of Proposition 1.14, there exists Ul(X y) L2[ H(Y)/] such that, up to another
subsequence, Vu two-scale converges to Vu(x)+Vyul(x, y). In view of these limits,
u is expected to behave as u(x)+ eul(x, x/e). This suggests multiplying (2.1) by a
test function th(x) + e4)(x, x e), with b(x) D(12) and thl(X, y) D[f; C( Y)]. This
yields

I,A(x,)Vu[Vdp(x)+Vydpl(X,)+eVxqbl(X,)3 dx

If the matrix A(x,y) is smooth, then the function tA(x, x/e)[Vch(x)+Vychl(x,x/e)]
can be considered as a test function in Theorem 1.2, and we pass to the two-scale limit
in (2.10). Even if A(x, y) is not smooth, at least, by assumption (2.3), the function
’A(x, x/e)[Vt(x)d-Vytl(X,X/e)] two-scale converges strongly to its limit ’A(x,y)
[Vdp(x)+Vy4)l(x,y)] (i.e., condition (1.11) is satisfied in Theorem 1.8). Thus, using
Theorem 1.8, we can still pass to the two-scale limit in (2.10):

fa l A(x’Y)[’u(x)+Vyul(x’Y)] [Vqb(x)+VYqbl(x’Y)] dxdy
(2.11)

fcf(x)qb(x dx.

By density, (2.11) holds true for any (b, bl) in Ho(O)x L2[f; HI(Y)/R]. An easy
integration by parts shows that (2.11) is a variational formulation associated to (2.8).
Endowing the Hilbert space H(f) L[12; H(Y)/R] with the norm IlVu(x)ll
IlVyU(x, y)[I y), we check the conditions of the Lax-Milgram lemma in (2.11). Let
us focus on the coercivity in Ho(f) x L2[f; H(Y)/] of the bilinear form defined
by the left-hand side of (2.11):

a(x’ Y)[Vqb(x)+VYqbl(x’ Y)] [Vqb(x)+VYqbl(x’ Y)] dxdy
Y

Ol Io fY IVqb(x)+Vydl(x’ y)12 dxdy

-- ffl(x)12dxd- fo IY IYPl(x’Y)l:Zdxdy"
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1496 GRIGOIRE ALLAIRE

Thus, by application of the Lax-Milgram lemma, there exists a unique solution of the
two-scale homogenized problem (2.8). Consequently, the entire sequences u and Vu
converge to u(x) and Vu(x)+VyUl(x,y). At this point, we could content ourselves
with (2.8) as a homogenized problem, since its variational formulation (2.11) appears
very naturally by application of two-scale convergence. However, it is usually prefer-
able, from a physical or numerical point of view, to eliminate the microscopic variable
y (one doesn’t want to solve the small scale structure). This is an easy algebra exercise
(left to the reader) to average (2.8) with respect to y, and to obtain the equivalent
system (2.5)-(2.7), along with formula (2.6) for the homogenized matrix A*. [

Corrector results are easily obtained with the two-scale convergence method. The
next theorem rigorously justifies the two first terms in the usual asymptotic expansion
of the solution u (see [10]).

THEOREM 2.6. Assume that VyU(X, y) is an "admissible" testfunction in the sense

ofDefinition 1.4. Then, the sequence [Vu (x) V u (x) VyU x, x/ e converges strongly
to zero in [L2(12)] N. In particular, if u, V,,ua, and Vybl are "admissible," then we have

in HI(12) strongly.

Proof Let us first remark that the assumption on Ul, being an "admissible" test
function, is satisfied as soon as the matrix A is smooth, say A(x, y) C[12; L( y)] u2,
by standard regularity results for the solutions wi(x, y) of the cell problem (2.7).

Now, using this assumption, we can write

Using the coercivity condition (2.2) and passing to the two-scale limit in the right-hand
side of (2.12) yields

(2.13)

In view of (2.8), the right-hand side of (2.13) is equal to zero, which is the desired
result. ]

Two-scale convergence can also handle homogenization problems in perforated
domains, without requiring any extension lemmas or similar technical ingredients. Let
us define a sequence 12 of periodically perforated subdomains of a bounded open set
12 in N. The period of fl is eY*, where Y* is a subset of the unit cube Y (0; 1) N,
which is called the solid or material part (by opposition to the hole, or void part,
Y-Y*). We assume that the material domain E*, obtained by Y-periodicity from
Y*, is a smooth connected open set in N (remark that no assumptions are made on
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HOMOGENIZATION AND TWO-SCALE CONVERGENCE 1497

the void domain RN-E*; thus, the holes Y-Y* may be connected or isolated).
Denoting by X(Y) the characteristic function of E* (a Y-periodic function), f is
defined as

(2.14)

We consider a linear second-order elliptic equation in f,

(2.15)

u =0 onalaf,,

where the matrix A satisfies the same assumptions (2.2), (2.3) as before. From (2.15),
we easily deduce the a priori estimates

(2.16)

where C is a constant which does not depend on e. The main difficulty in homogeniz-
ation in perforated domains is to establish that the sequence u admits a limit u in
HI(Iq). From (2.16) we cannot extract a convergent subsequence by weak compactness
in a given Sobolev space, since each u is defined in a different space Hl(-e), which
varies with e.

Nevertheless, this problem has first been solved by Cioranescu and Saint Jean
Paulin 13] in the case of domains perforated with isolated holes (i.e., Y- Y* is strictly
included in Y), while the general case is treated in [1] and [4]. The main result of
these three papers is the following theorem.

THEOREM 2.7. The sequence u ofsolutions of (2.15) "converges" to a limit u, which
is the unique solution in H(YI) of the homogenized problem

(2.17)
-div [A*V u + Ou Of in f,

u =0 on

where 0 is the volume fraction of material (i.e., O=yX(y) dy=lY*l), and the entries

of the matrix A* are given by

(2.18) A(x) f A(x, y)[Vywi(x, y)+ ei] [VyWj(X, y)+ ej] dy,
y*

and, for 1 <= <-_ N, W is the solution of the cell problem

-divy (A(x, y)[VyW,(X, y)+ e,])= 0 in Y*,

(2.19) A(x,y)[VyWi(x,y)+ei]. n=O onOY*-OY,

y --> W (X, y) Y-periodic.

Remark 2.8. The convergence of the sequence u is intentionally very "vague" in
Theorem 2.7. In view of the a priori estimates (2.16), there is no clear notion of
convergence for u, which is defined on a varying set 12. In the literature this difficulty
has been overcome in two different ways. In [13] and [1], an extension of u to the
whole domain 1) is constructed, and this extension is proved to converge weakly in
Hl(f) to the homogenized limit u. In [4], no sophisticated extensions are used, but
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1498 GRIGOIRE ALLAIRE

a version of the Rellich theorem in perforated domains is established (loosely speaking,
the embedding of Hl(f) in L2(f) is compact, uniformly in e), which allows us to
prove that u converges to u in the sense that Ilu- u llL2,) goes to zero. All these
references use classical methods of homogenization (the energy method of Tartar in
[13] and [4], and the F-convergence of De Giorgi in [1]).

In the next theorem we recover the results of Theorem 2.7, using two-scale
convergence. As in [4], we do not use any sophisticated extensions (apart from the
trivial extension by zero in the holes f-f), and we give a new interpretation of the
"vague" convergence mentioned above.

THEOREM 2.9. Denote by the extension by zero in the domain f f.. The sequences
and Vu two-scale converge to u(x)x(y) and X(y)[Vu(x)+Vyul(x, y)], respectively,

where (u, Ul) is the unique solution in H(O) L2[-; H( Y*)/R] of the following
two-scale homogenized system;

-dive (A(x, y)[Vu(x)+VyUl(X, y)])=0 in f Y*,

y*

(2.20) u(x) =0 on Oa,

y Ul(X, y) Y-periodic

(A(x, y)[Vu(x)+VyUl(X, y)]) n=0 on OY*-OY.

Furthermore, (2.20) is equivalent to the usual homogenized and cell equations
(2.17)-(2.19) through the relation

N OU
(2.21) UI(X, y) i=l Xi (X)Wi(X, y).

Proof. In view of (2.16), the two sequences t, and u are bounded in L(f),
and by application of Theorem 1.2 they two-scale converge, up.to a subsequence, to
Uo(X, y) and o(X, y), respectively. Since, by definition, a and Vu are equal to zero
in -, their two-scale limit Uo(X, y) and :o(X, y) are also equal to zero if y Y- Y*.
In order to find the precise form of Uo and o in f x Y*, we argue as in Proposition
1.14(i). Let if(x, y) e D[f; C(Y)] and (x, y) D[; C(Y)]N be two functions,
equal to zero if y e Y- Y* (hence, they belong to D(f) and [D(f)]N). We have

liml. u(x)d/(x,)dx=I, f Uo(x,y)tp(x,y)dxdy,
O Y*

(2.22)

lim/ Vu(x).(x,-)dx:I, f ,o(x,y).(x,y)dxdy.
eO y.

By integration by parts, we obtain

Passing to the limit in both terms with the help of (2.22) leads to

0 IFt /y. Uo(x,y) divy*(X,y)dxdy.

This implies that Uo(X, y) does not depend on y in Y*, i.e., there exists u(x) Le(f)
such that

Uo(X, y) u(x)x( y).
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HOMOGENIZATION AND TWO-SCALE CONVERGENCE 1499

Now, we add to the previous assumptions on (x, y) the condition divy (x, y)-0.
Integrating by parts in 12 gives

(2.23) fa Vu(x).(x,)dx=-y, u(x) divx(X,)dx.
Passing to the two-scale limit yields

(2.24) Iafv* ’(x’Y)’(x’y)dxdy=-Ialv* u(x) divx(X,y)dxdy.

By using Lemma 2.10 below, the right-hand side of (2.24) becomes Ia u(x) divx O(x) dx,
while the left-hand side is a linear continuous form in O(x)[L2(l)]. This implies
that u(x)e H(f). Then, integrating by parts in (2.24) shows that, for any function

(x, y) L2[f L2 Y* N#( )] withdivy(x,y)=0and(x,y).ny=0on0Y*-0Y, we
have

(2.25) Iaf[o(x,y)-Tu(x)]’(x,y)dxdy=O..
Since the orthogonal of divergence-free functions is exactly the gradients, we deduce
from (2.25) that there exists a function u(x, y) in L[I); H( Y*)/N] such that sCo(X, y)
X(Y){VU(X)+VyUl(X, Y)].

We are now in the position of finding the homogenized equations satisfied by u
and ul. Let us multiply the original equation (2.15) by the test function b(x)+
echl(x, x/e), where b D(I2) and 41 D[I2; C( Y)]. Integrating by parts and passing
to the two-scale limit yields

far a(x’Y)[Vu(x)+Vyul(x’Y)]’[Vqb(x)+VYdpl(x’y)]dxdy+Ofaudpdx(2.26) v.

O fafdp dx.

By density, (2.26) holds true for any (, ) in H(f) L2[12; H(Y*)/R]. An easy
integration by parts shows that (2.26) is a variational formulation associated to (2.20).
It remains to prove existence and uniqueness in (2.26), and, as in Theorem 2.3, the
main point is to show the coercivity of the left-hand side of (2.26). Indeed, it is an
easy exercise (left to the reader) to check that 1lTl,/(X)-[-Ty/Al(X, y)[[L2mv.)is a norm
for the Hilbert space H(a)x L[a; H(Y*)/]. Remark, however, that this result
relies heavily on the assumption on Y* (namely, the Y-periodic set E*, with period
Y*, is connected), and even fails if Y* is strictly included in the unit cell Y. Remark
also that here, to the contrary of the situation in Theorem 2.3, the above norm is not
equal to IlVu(x)llL=(m+llV,Ul(X, y)llL=(,..), t

LEMMA 2.10. For any function O(x) [L2(-).)] N there exists (x, y)
L:[f; H1(y,) such that

divy(X,y)=O in Y*,

(x, y) 0 onOY*-OY,

(2.27) f (x, y) dy O(x),
y*
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1500 GRIGOIRE ALLAIRE

Proof For 1 <- <_- N, consider the following Stokes problem:

Vpi Avi e in Y*,

divvi=O inY*,

vi=O onOY*-OY,

Pi, vi Y-periodic,

which admits a unique, nonzero solution (p, Vi) in [L(Y*)/R]x[H(Y*)]N since
we have assumed that E* (the Y-periodic set obtained from Y*) is smooth and
connected. Denote by A the constant, symmetric, positive definite matrix
(y. Vv. Vvj)I_<i,j__<N. Then, for any O(x)[L2(fl)], the function defined by

N

(x, y) Y (A-10(x), e,)v,(y)
i=1

is easily seen to satisfy all the propeies (2.27) since y. V v V Vj y. V e.
3. Homogenization of nonlinear operators. In this section we show how two-scale

convergence can handle nonlinear homogenization problems. Again, we revisit two
well-known model problems in nonlinear homogenization: first, the F-convergence of
oscillating convex integral functionals, and second, the H-convergence (also known
as G-convergence) of oscillating monotone operators. We begin this section by recover-
ing some previous results of De Giorgi, and Marcellini [31], concerning F-convergence
of convex functionals. Then we recover other results of Tatar [42], about H-conver-
gence of monotone operators, and finally we conclude by giving a few references where
generalizations of the two-scale convergence method are applied to the homogenization
of nonlinear hyperbolic conservation laws, and nonlinear equations admitting viscosity
solutions (see Remark 3.8).

Let be a bounded open set in and f(x) a given function on . We consider
a family of functionals

where v(x) is a vector-valued function from into R, and the scalar energy W(y, )
satisfies, for some p > 1,

(i) for any I, the function y W(y, ) is measurable and Y-periodic,

(ii) a.e. in y, the function I W(y, ) is strictly convex and C in N,
(3.2)

(iii) OclhlPW(y,h)C[l+h[P]a.e. in y, withO<c<C,

OW
(iv) (y, A)C[l+lhlP-]a.e. iny.

(Actually, assumption (iv) is easily seen to be a consequence of (ii) and (iii), as
remarked by Francfo [24].) We also assume thatf(x) [LP’()] with (l/p) + (1/p’)
1. Since W(y, A) is convex in A, for fixed e, there exists a unique u(x) W’P()]
that achieved the minimum of the functional I, (v) on W’P()]", i.e.,

(3.3) I(u) Inf f[W(,Vv(x)-f(x)v(x)]dx.
v[W.p()]" Jakke / J
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HOMOGENIZATION AND TWO-SCALE CONVERGENCE 1501

The homogenization of the functionals L(v) amounts to finding an "homogenized"
functional I(v) such that the sequence of minimizers u converges to a limit u, which
is precisely the minimizer of I(v). This problem has been solved by Marcellini [31].
His result is the following.

THEOREM 3.1. There exist a functional I and a function u such that

u u weakly in W"p(

(3.4) I(u) I(u),

I(u) Inf I(v).
I)[ w’P(().,)

Furthermore, I is given by

Io-(3.5) I(v)= [W(Vv(x))-f(x)v(x)] dx,

where the energy W is defined by

(3.6) W(A) Inf W(y, A + Vw(y)) dy.
e[w’P()]

Remark 3.2. By definition, I is the homogenized functional, and the sequence I
is said to F-converge to L (For more details about the F-convergence of De Giorgi,
see [16], [17].) In addition, it is easy to see that the energy if" is also convex and C 1,
and satisfies the same growth conditions as W. We emphasize that Theorem 3.1 is
restricted to convex energies; the situation is completely different in the nonconvex
case (see [12], [33]).

We are going to recover Theorem 3.1 using two-scale convergence, and without
any tools form the theory of F-convergence.

THEOREM 3.3. There exists a function u(x) such that the sequence u of solutions
of (3.3) converges weakly to u in [W’P(-)] n. There also exists a function Ul(X y)
Lp 1); W;p(Y) such that the sequence Vu two-scale converges to VxU (x) + VyU (x, y).
Furthermore, the homogenized energy is also characterized as

(3.7) I(u) I(u, Ul)= Inf I(v, v),
/91 LP [[; w’P(Y)/[]

where I(v, Vl) is the two-scale homogenized functional defined by

(3.8) /(t, Vl) fa IY [W[y, Vv(x)+VyVl(X,y)]-f(x)v(x)]dxdy.

Remark 3.4. Theorem 3.3 furnishes a new characterization of the homogenized
problem, which turns out to be a double minimization over two different spaces of
functions of two variables x and y. In the quadratic case, this characterization was
also proposed by Lions (see his "averaging principle" in the calculus of variations
[30, 5, Chap. 1]). Theorem 3.1 is easily deduced from Theorem 3.3 by averaging the
two-scale homogenized functional I(v, Vl) with respect to y to recover the usual
homogenized functional I(v). The difference between I(v) and I(v, vl) corresponds
exactly to the difference in the linear case between the usual and two-scale homogenized
problems (see Remark 2.4).

Proofof Theorem 3.3. In view of the growth condition (3.2)(iii) for the energy W,
the sequence of minimizers u is bounded in W’P(f)]. Thus, there exists a function
u such that, up to a subsequence, u converges weakly to u in [W’P(I))].D
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1502 GRIGOIRE ALLAIRE

Applying Proposition 1.14 and Corollary 1.15, there also exists a function Ul(X y)
LP[f; WP(Y)/R] such that, up to another subsequence, Vu two-scale converges
to Vxu(x) + VyUl(X, y).

In a first step we give a lower bound for I(u). Since W(., A) is convex and
differentiable, we have

(3.9) W(., A)-

By specifying (3.9), we obtain

(3.10)
x /-, ,/z x, + ,/x x, ,Vu(x)-/ x,

For a smooth function /z(x, y) D[fl; C’(Y)]n, we can integrate (3.10) on fl, and
then pass to the two-scale limit in the right-hand side. This leads to

(3.11)

lim I[u(x)]>- fn Y ( W[y, tz(x, y)]-f(x)u(x)) dxdy

+ ---- [y,/x(x, y)], VxU(X) + Vyul(x, y) Ix(x, y) dx dy.
Y

Now, we apply (3.11) to a sequence of smooth functions /x(x, y), Y-periodic in y,
which converges to VxU(X)+Vyu(x,y) strongly in [LP(flx y)]nN. In view of the
growth conditions (3.2)(iii) and (iv) on W and 0 W/,gA, we can pass to the limit in
(3.11) and obtain

lim I[u(x)] >- In f [W[y, Vxu(x)+Vyu(x, y)]-f(x)u(x)] dxdy
(3.12) -,o y

--I(U, Ul).

Now, in a second step we establish an upper bound for I(u). For 4(x) [D(f)]"
and bl(X, y) D[f; C( Y)]’, since u is the minimizer, we have

Passing to the two-scale limit in the right-hand side of (3.13) yields

lim I[u(x)]<- In I [W[y, Vd(x)+V,d(x, y)]-f(x)d(x)] dxdy
(3.14) -,o y

I(b, b,).

The functional I(b, bl) is called the two-scale homogenized functional. By density,
we deduce from (3.14) that

(3.15) lim I[u(x)]<= I(v, Vl).
e->0

Inf

vlLP[fl; W’P( Y)/II]

Combining (3.12) and (3.15) yields

(3.16) lim I[u(x)] I(u, Ul)= Inf I(v, v).
,o

vI LP[f;W Y)/I]
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HOMOGENIZATION AND TWO-SCALE CONVERGENCE 1503

Since W(., A) is a strictly convex energy, there exists a unique minimizer (u, ul) of
(3.16). Thus, the entire sequence u converges weakly to u in [W’P(f)]", and the
entire sequence Vu two-scale converges to Vxu(X) + VyUl(X y). rq

So far, we have considered minimization problems. Instead, we could have solved
the corresponding nonlinear Euler equations, satisfied by the minimizers. More gen-
erally, we could consider nonlinear second-order elliptic equations, which may not
correspond to any energy minimization. Indeed, we are going to generalize Theorem
3.3 to the case of monotone operators, thus recovering previous results of Tartar [42].

Define an operator a(y, A) from Yxnv in nN as follows:

(i) for any A, the function y-> a(y, A) is measurable and Y-periodic,

(ii) a.e. in y, the function A a(y, A) is continuous,
(3.17) (iii) O<-_clAIP<-a(y,A) A, for 0< c, and p> 1,

(iv) la(y, A)I -< C[1 + for 0< C.

Furthermore, the operator a is strictly monotone, i.e.,

(3.18) [a(y, A) a(y, z)]. (A -/z) > 0 for any A

For f(x)[LP’()]" (with (1/p)+(1/p’)= 1), we consider the equation

(3.19)
-div a(,Vu)=f in

u=O onOf,

which admits a unique solution u in W’P(f)] ".
THEOREM 3.5. The sequence u ofsolutions of (3.19) converges weakly to afunction

u (x) in W"p(f)]’, and the sequence Vu two-scale converges to V,u (x) + VyUl (x, y),
where (u, ul) is the unique solution in W’P(I)] LP[f; W;P( y)/]n ofthe homogen-
ized problem

-divx[ I a[y, Vu(x)+Vyu(x,y)]dy]=f inl-I
Y

(3.20)
-divya[y, Vu(x)+Vytll(X y)]=O in Y

u 0 on OFI

y u(x, y) Y-periodic.

Proofi From the growth conditions (3.17), we easily obtain a priori estimates on
u,, which is bounded in [W’P(f)], and g=a(x/e, Vu,), which is bounded in
[LP’(f)] N. Thus, up to a subsequence, u converges weakly to a limit u in W’P(fl)] ",
while Vu and g two-scale converge to Vu(x)+Vyul(x, y) and go(x, y), respectively.
Since f+ div g 0, arguing as in Proposition 1.14, it is not difficult to check that the
two-scale limit go satisfies

divy go(x, y) 0

(3.21)
f(x)+divx [fy go(x,y) dy] =0.

The problem is to identify go in terms of a, u, and u. To this end, for any positive
number t, and any functions b, b DIll; C( Y)], we introduce a test function defined
byD
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1504 GRIGOIRE ALLAIRE

which two-scale converges to a limit io(x,y)=Vu(x)+Vybl(x,y)+td(x,y). The
monotonicity property (3.18) yields

or, equivalently,

(3.22) -div g. u a I Vu g. I + a I i dx >- O.

Using (3.19) in the first term of (3.22), and passing to the two-scale limit in all the
other terms leads to

(3.23) f. fy [f.u-a(y,,o).[Vu(x)+VyUl(X,y)l-go.lo+a(y,to).lo]dxdy>=O.
In view of the growth conditions (3.17) on the operator a, we can pass to the limit in
(3.23) when considering a sequence of functions 4l(X, y) that converges strongly to
Ul(X, y) in [LP(12; WIsP(Y))] n. Thus, replacing/o by Vu(x)+Vyul(x, y)+ td(x, y) and
integrating by parts, (3.23) becomes

Ia [f(x) + diV ( fy go(x, y) dy) ] u(x) dx + Ia fy divy go(x, y) ul(x, y) dx dy

(3.24)

+ fa fg [a[y, Vu(x)+Vyul(x,y)+tdp(x,y)]-go(x,y)]tdp(x,y)dxdy>-O.

Thanks to (3.21), the first two terms of (3.24) are equal to zero. Then, dividing by
> 0, and passing to the limit, as goes to zero, gives for any function th(x, y),

f f [a[y, Vbl(X)’dr’VyUl(X y)]-go(x, y)]b(x, y)dxdy>-O.
Y

Thus, we conclude that go(x, y)=a[y, Vu(x)+Vyul(x, y)]. Combined with (3.21) it
implies that (u, Ul) is a solution of the homogenized system (3.20). Since the operator
a is strictly monotone, system (3.20) has a unique solution, and the entire sequence
u converges.

In the case p 2, and under the further assumption that the operator a is uniformly
monotone, i.e., there exists a positive constant c such that

(3.25) [a(y, A)- a(y,/)]. (A ) >_- c[A -/1 for any A,

we obtain a corrector result similar to Theorem 2.6 in the linear case.
THEOREM 3.6. Assume that the function ul(x, y) is smooth. Then, the sequence

u(x) u (x) eua (x, x/ e converges strongly to zero in H (1)).
Remark 3.7. Corrector results for monotone operators in the general framework

of H-convergence have been obtained by Murat [35] (see also [15] in the periodic
case). By lack of smoothness for 7u(x), the corrector in [35] is not explicit. Here, on
the contrary, the corrector is explicitly given as 7ul(x, x/e). However, we still have
to assume that Ul(X, y) is smooth in order to state Theorem 3.6 (more precisely,
7u(x, x/e) is required to be, at least, an admissible test function in the sense of
Definition 1.4).
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HOMOGENIZATION AND TWO-SCALE CONVERGENCE 1505

Proof of Theorem 3.6. Since Ul(X y) is assumed to be smooth, we consider the
function

which two-scale converges to xo(x, y)= Vu(x)+ Vu(x, 3’). The monotonicity property
(3.25) yields

(3.26)

As in the proof of Theorem 3.5, the left-hand side of (3.26) goes to zero, which implies
that the sequence V[u(x)-u(x)-eu(x, x/e)] converges to zero in [L(fl)]

Remark 3.8. In the literature, homogenization has also been applied to other types
of nonlinear equations. A first example is given by certain fully nonlinear, first- or
second-order, partial differential equation, which fall within the scope of the theory
of viscosity solutions (see the review paper of Crandall, Ishii, and Lions [14]). The
key point of the viscosity solutions theory is that it provides a maximum principle that
permits comparison between solutions. Based on this fact is the so-called "perturbed
test function" method of Evans [22], [23], which provides very elegant proof of
convergence for the homogenization of such equations. A perturbed test function is a
function of the type qb(x)+eiqbl(X,X/e) (i=1,2, depending on the order of the
equation), which is, thus very similar to that of the two-scale convergence method.
Indeed, the perturbed test function method appears, a posteriori, as the ad hoc version
of two-scale convergence in the context of viscosity solutions of nonlinear equations.

A second example is nonlinear hyperbolic conservation laws. To handle
homogenization of such equations, E [19] introduced so-called two-scale Young
measures, which are a combination of the usual Young measures (introduced for PDEs
by Tartar [45]) with two-scale convergence. Combined with DiPerna’s method for
reducing measure-valued solutions of conservation laws to Dirac masses 18], it allows
us to rigorously homogenize nonlinear transport equations, and nonlinear hyperbolic
equations with oscillating forcing terms [19], [20]. In the case of linear hyperbolic
equations, two-scale convergence has also been applied by Amirat, Hamdache, and
Ziani [5] and Hou and Xin [26].

4. Homogenization of a diffusion process in highly heterogeneous media. In 2 we
studied the homogenization of a second-order elliptic equation with varying coefficients
A(x, x/e). This can be regarded as a stationary diffusion process in a medium made
of two materials, if A(x, x/e) takes only two different values (of the same order of
magnitude). The present section is also devoted to the homogenization of a diffusion
process, but the main novelty with respect to 2 is the high heterogeneity of the two
materials" namely, e being the microscale, the ratio of their diffusion coefficients is
taken of order e 2 (this precise scaling corresponds to an equipartition of the energy
in both materials, see Remark 4.9). As we shall see, it changes completely the form of
the homogenized problem, which is genuinely of "two-scale" type (see 4.6)). In
particular, the elimination of the microscale in the homogenized system does not yield
a partial differential equation (see (4.9)).

Let us turn to a brief description of the geometry of the heterogeneous medium.
We consider two materials, periodically distributed in a domain fl (a bounded open
set in N), with period eY (e is a small positive number, and Y-(0; 1)N is the unit
cube). The unit period Y is divided in two complementary parts Y1 and Y2, which
are occupied by material 1 and material 2, respectively. Let XI(Y) (respectively, X2(Y))
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1506 GRIGOIRE ALLAIRE

be the characteristic function of Y (respectively, Y2), extended by Y-periodicity to
the whole EN. They satisfy

X(y)+x2(y) 1 in Y.

The domain is thus divided in two subdomains 121 and ,2 (occupied by materials
1 and 2, respectively), which are defined by

We make the fundamental assumption that, in the heterogeneous domain , material
1 is the matrix," while material 2 can be either finclusions" or another matrix (like
interconnected fibers). More precisely, denoting by the subset of N obtained by
Y-periodicity from Y, we assume that is smooth and connected. On the contrary,
no such assumptions are made on (the Y-periodic set built with Y).

Let and be two positive constants. We define the varying diffusion coecient
of the heterogeneous medium by

For a given source term f and positive constant , we consider the following diffusion
process for a scalar u

-div [Vu + au f in a,
(4.2) u =0 on0.

We implicitly assume in (4.2) the usual transmission condition at the interface of the
two materials, namely, u and Ou/On are continuous through 0 0fl2

Remark 4.1. We emphasize the paicular scaling of the coefficients defined in
(4.2): the order of magnitude of is 1 in material 1 (the "matrix"), and e: in material
2 (the "inclusions" or the "fibers"). This explains why such a medium is called "highly"
heterogeneous. (For a motivation ofthe precise scaling, see Remark 4.9 below.) Problem
(4.2) is a simplified version of a system studied by Arbogast, Douglas, and Hornung
[6], which models single phase flow in fractured porous media. Its homogenization
leads to the so-called double porosity model. In their context, u is the fluid pressure,
and is the permeability that is much larger in the network of fractures than in
the porous rocks fl. Problem (4.2) can also be interpreted as the heat equation. Then,
u is the temperature, and is the thermal diffusion. (Thus, material 1 is a good
conductor, while material 2 is a poor one.) Under additional assumptions on the
geometry and the regularity of the source term, problem (4.2) has been studied by
Panasenko [39] with the help of the maximum principle (that we do not use here).

Assuming f L2(), it is well known that there exists a unique solution of (4.2)
in H(). Multiplying (4.2) by u and integrating by pas leads to

Then, if a is strictly positive, the solution u is easily seen to satisfy the a priori estimates

(4.4) Vu b C,
C
E

where C is a positive constant which does not depend on e.
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HOMOGENIZATION AND TWO-SCALE CONVERGENCE 1507

Remark 4.2. The a priori estimates (4.4) are easily deduced from (4.3) when a > 0.
Actually they hold true even when a =0, but with a new ingredient, namely, a
Poincar6-type inequality. Under the additional assumption that Y1 is connected in Y,
there exists a constant C, which does not depend on e, and such that, for any v Ho(12),

(4.5)

Obviously the Poincar6-type inequality (4.5), applied to u, implies (4.4) even for a 0.
The proof of (4.5) is rather technical and out of the scope of the present paper. The
interested reader is referred to Lemma 3.4 in [4] for a similar proof. Thus, this is only
for simplicity that a zero-order term has been introduced in (4.2).

Before stating the main result of the present section, let us define the Hilbert space
H#(Y2) made of functions of H(Y2), which vanishes on the interface 0 Y1 fq 0 Y2.

THEOREM 4.3. The sequence u of solutions of (4.2) two-scale converges to a limit
u(x)+Xz(Y)V(X, y), where (u, v) is the unique solution in H(12) L2[f; H#(Y2)] of
the homogenized problem

-/xl div [a*Vu(x)] + au(x) =f(x)- a f v(x, y) dy in f,

--[.lb2myyV(X y)+ av(x, y)=f(x)- au(x) in Y,

(4.6) u 0 on Of,

v(x,y)=O onOYf-lOY,

y - v (x, y) Y-periodic,

where the entries of the constant matrix A* are given by

(4.7) A= f [VyWi(y)q-ei] [VyWj(y)q-ej] dy,
Y

and, for 1 <- <= N, wi( y) is the solution of the cell problem

-divy [VyWi + el] 0 in Y
[Vywg + e] n 0 on 0 Y fq 0 Y2,

y wi(y) Y-periodic.

Thanks to a separation ofvariables, the homogenized system (4.6) can be simplified.
Denoting by U(x) the weak limit in L2(O) of the sequence u, we obtain an equation
for U. (Let us note in passing that U(x) is not equal to u(x), but rather to u(x)+
I y I)(X, y) dy.)

PROPOSITION 4.4. Let w(y) be the unique solution in H#( Y) of
--tJ,2AyyW(y) + aw(y) 1 in Y2,

w(y) 0 onOYOY2,

y w(y) Y-periodic.

Then, v(x, y)= w(y)[f(x)-au(x)], and u(x) is the unique solution in H(I)) of

w( y) dy)f(x)-tx, divx[A*V,u(x)]+a(1-a f w(y) dy)u(x)=(1-a IY2 Y2
(4.8)

u =0 on 0.
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1508 GRIGOIRE ALLAIRE

Denoting by L-1 the solution operator of (4.8) from H-I() to H() (i.e., u(x)-
L-if(x)), U x can be written as

(4.9) U(x)=L-lf(x)+[I w(y)dy]f(x).
Y2

Remark 4.5. In view of (4.9), U(x) is the solution of a very special diffusion
process for which no simple partial differential equation can be found. Of course, if
the source term f(x) is smooth, we can apply the operator L to (4.9) and obtain the
equation

(4.10) L[U(x)]=f(x)+[f w(y)dy]L[f(x)].
Y2

But (4.10) is only formal, since, a priori, the solution U(x) does not satisfy the required
Dirichlet boundary condition. Thus, it seems preferable to write U(x) as the sum of
two terms, which are solutions of a more standard problem (4.6). The homogenized
problem (4.6) is a system of two coupled equations, one "macroscopic" (in 12) and
the other one "microscopic" (in Y2): u(x) is the contribution coming from material 1
in 121, and v(x, y) is the additional contribution from material 2 in 2. This is definitely
a "two-scale" phenomenon, since in the limit as e- 0 (4.6) keeps track of the two
different materials on two different scales. This phenomenon allowed Arbogast, Doug-
las, and Hornung [6] to recover the so-called double porosity model in porous media
flows.

The two-scale convergence of u towards u(x)+x2(y)v(x,y) can be improved
with the following corrector result.

PROPOSITION 4.6. Assume that v(x, y) is smooth (namely, that it is an admissible
test function in the sense of Definition 1.4). Then we have

(4.11) ._,o
k \e/\e/J

For the proof of Theorem 4.3 we need the following.
LEMMA 4.7. There exist functions u(x) H(f), v(x,y) L2[f; Ho#( Y)], and

u(x, y) L[f; H( Y)/R] such that, up to a subsequence,

(4.12) two-scale converge to

u(x)+xz(y)v(x,y)
X,(y)[Vu(x)+Vyu,(x, y)]

X(Y)VyV(X,Y)

Proof In view of the a priori estimates (4.4), the three sequences in (4.12) admit
two-scale limits. Arguing as in Theorem 2.9, it is easily seen that there exist u(x) H(12)
and u(x,y) L2[; HI(Y)/R] such that g(x/e)u and X(x/e)Vu two-scale con-
verge to Xl(y)u(x) and X(y)[Vu(x)+Vyua(x, y)]. On the other hand, it follows from
Proposition 1.14 that there exists a function Uo(x,y)L[12; H(Y2)] such that
X(x/e)u and eXz(x/e)Vu two-scale converge to X(y)uo(x, y) and Xz(y)VyUo(X, y).
It remains to find the relationship between u(x) and Uo(X, y).

Consider the sequence eVu in the whole domain 12. For any function b(x, y)
D[; C(Y)]N, we know from the above results that

(4.13) lim faeVu,(x) 4)(x,) dx= fa Ie-O y
X2(Y)VyUo(X y) d(x, y) dx dy.
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HOMOGENIZATION AND TWO-SCALE CONVERGENCE 1509

By integration by parts, the left-hand side of (4.13) is also equal to

lmo-fcu(x)[divyp(x,)We divx b (x,)] dx

[Xl(y)u(x) + X2(y)uo(x, y)] divy ok(x, y) dx dy.
fl Y

By equality between the two limits, we obtain that Uo(X, y) u(x) on O Y1 fq 0 Y2. Thus,
there exists v(x, y) L-[f Ho#( Y2)] such that Uo(X, y) u(x)+ v(x, y). U

ProofofTheorem 4.3. In view ofthe two-scale limit of the sequence u, we multiply
(4.2) by a test function of the form b(x)+ eCkl(X, x/e)+ O(x, x/e), where b(x) D(12),
bl(x, y) D[f/; CT(Y)], and O(x, y) D[12; CT(Y)] with O(x, y) 0 for y Y1.
Integrating by parts and passing to the two-scale limit yields

I I [’lbl[VU(X)"’VYtll(X’ y)] [Vt(x)21-VYfI(X’ y)] dxdy
Y1

+ tz2Vyv(x, y)" Vyd/(x, y) dx dy
Y2(4.14)

+a Io IY [u(x)+x(y)v(x, y)] [dp(x)+x:z(y)dff(x, y)] dxdy

=IIvf(x)tb(x)+x2(Y)t#(x,y)]dxdy.

By density (4.14) holds true for any (ck, Ckl,tP)H(l)xLU[12;Hl(Y)/]x
L2[f; H#( Y2)]. Its left-hand side is easily seen to be coercive on the above functional
space; thus (4.14) admits a unique solution (u, Ul, v). Another integration by parts
shows that (4.14) is a variational formulation of the following two-scale homogenized
system for u, Ul, and v:

-/z, divx[f [Vxu(x)+Vyu(x,y)]dy]+au(x)=f(x)-a I v(x,y) dy inf,,
YI Y2

-divy [Vu(x) +Vyul(x, y)] 0 in Y,

-tZ2AyyV(X, y) + av(x, y) =f(x)- au(x) in Y2,

(4.15) u =0 onOlI,

[Vu(x) + VyU,(X, y)]. ny 0 on 0 Y1 f3 O Y,

y-* Ul(X, y) Y-periodic,

v(x,y)=O onOYlfqOY,

y--> v(x, y) Y-periodic.

In (4.15), the equation in U can be decoupled from the two other ones, as we did in
Theorem 2.9. Then, introducing the matrix A* defined in (4.7), (4.8), the elimination
of u leads to system (4.6).

Proof of Proposition 4.6. Recall the energy equation (4.3):

(4.3)

D
ow

nl
oa

de
d 

02
/1

1/
19

 to
 2

22
.2

9.
11

2.
21

6.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
://

w
w

w
.s

ia
m

.o
rg

/jo
ur

na
ls

/o
js

a.
ph

p



1510 GRIGOIRE ALLAIRE

Passing to the limit in the right-hand side of (4.3), and using the variational formulation
(4.14) yields

lim /[Vu 12 + a u
e-0

(4.16) [ui.,llVU(X)’-Ji-Vyul(x, y)l dxdy
a Yt

+Ial Ix"yV(X’y)12 dxdy+ It f [u(x)+x2(Y)V(x’y)]2 dxdy"
Y2 Y

By application of Proposition 1.6, the limit of each term in the left-hand side of (4.16)
is larger than the corresponding two-scale limit in the right-hand side. Thus equality
holds for each contribution. In particular, if a > 0, we have

(4.17) lim fa u: IaI--,oy
[u(x)+x2(y)v(x’y)]2dxdy"

In view of (4.17) and Theorem 1.8, we obtain the desired result (4.11). The result holds
true also for a =0: first we obtain a corrector result for the gradients X(x/e)Vu and
ex2(x/e)Vu, second we use again the Poincar6-type inequality (4.5) to deduce
(4.11).

Remark 4.8. Similarly to the scalar equation (4.2), we could consider a Stokes
problem in a domain filled with two fluids having a highly heterogeneous viscosity
(still defined by (4.1))

Vp -div [/zVu] =f in ,
(4.18) div u 0 in f,

u =0 on

with the usual transmission condition at the interface: u and pn-Ou/On are
continuous through 0f (3 01)2 (u and p are the velocity and pressure of the fluids).
Assuming that Y2 is a "bubble" strictly included in the period Y, (4.18) can be regarded
as a model for bubbly fluids, where the viscosity is much smaller in the bubble than
in the surrounding fluid. Because of its simplicity, this model is very academic since
the size, the shape, and the periodic arrangement of the bubbles are kept fixed.
Nevertheless, in view of Theorem 4.3, the homogenization of (4.18) could be interesting
to derive averaged equations for bubbly fluids. Unfortunately, it turns out that the
homogenized system can be drastically simplified in the Stokes case. Drawing upon
the ideas of [44], Theorem 4.3 can be generalized to the Stokes equation (4.18), and
a homogenized system similar to (4.6) is obtained:

Vp(x)-/x div, [A*Vu(x)] =f(x) in 12,

div u(x) 0 in 12,

Vyq(X, y) 2AyyV(X, y) =f(x) Vp(x) in Y2,
(4.19)

divy v(x, y) 0 in Y,

u 0 on 0f,

v(x,y)=O onOY,
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HOMOGENIZATION AND TWO-SCALE CONVERGENCE 1511

where A* is a given positive fourth-order tensor. Since we assumed that the bubble
Y2 does not touch the faces of Y, they are no periodic boundary condition for q(x, y)
and v(x, y). Thus, the unique solution of (4.19) satisfies t 0 and q y. [f(x) Vp(x)].
As the weak limit in [L2(’)]N of the sequence u is u(x)---$g21)(x, y) dy, it coincides
with u(x). Thus the homogenized problem can be reduced to the Stokes equation for
u(x). In other words, there are no contributions from the bubbles in the limit, and
thus no interesting phenomena due to the bubbles appear in the homogenized Stokes
equations.

Remark 4.9. We have chosen a very special scaling of the diffusion coefficients
in (4.2): the order of magnitude of/x is 1 in material 1, and e2 in material 2. Indeed,
we could more generally consider a scaling ek in material 2, with k any positive real
number. Let us motivate our choice of the scaling k- 2, and to make things easier,
we assume that there is no zero-order term in (4.2), i.e., a 0. Then, it turns out that
the value k 2 is the only one (apart from zero) that insures a balance between the
energies in material 1 and 2 is the only one (apart from zero) that insures a balance
between the energies in material 1 and 2, i.e., as e goes to zero, both terms l/xlVu[-and /xlVu]2 have the same order of magnitude. Thus, for k 2, the limit problem
will exhibit a coupling between material 1 and 2. On the contrary, for k < 2 the energy
is much larger in material 1 than in 2, and in the limit no contributions from material
2 remains (material 2 behaves as a perfect conductor on the microscopic level). For
k > 2 the energy is much smaller in material I than in 2, and in the limit no contributions
from material 1 remains (actually, material 2 is a very poor conductor on the microscopic
level, but since the source term is of order one its energy goes to infinity).

In other words, our scaling is the only one which makes of material 1 (respectively,
2) a good conductor on the macroscopic (respectively, microscopic) level, yielding an
asymptotic (as e goes to zero) equipartition of the energies stored in materials 1 and
2.

5. On convergence results for periodically oscillating functions. This section is
devoted to the proof of Lemma 1.3, and more generally to the convergence of periodi-
cally oscillating functions d/(x, x e). Although in 1 the convergence of the sequence
d/(x, x/e) was studied in L2(’), for the sake of clarity we recast Lemma 1.3 and
Definition 1.4 in the framework of L(). More precisely, we consider functions of
two variables q(x, y) (xf open set in RN, y y the unit cube of RN), periodic of
period Y in y, and we investigate the weak convergence of the sequence q,(x, x e) in
Ll(12), as e 0. Recall the analogue of Definition 1.4 obtained by replacing L2 by L1.

DEFINITION 5.1. A function q(x, y) L( x Y), Y-periodic in y, is called an
"admissible" test function if and only if

(5.1) limln-o 0 (x,)dx=In IY ,d/(x,y),dxdy.

The purpose of this section is to investigate under which assumptions a function
0(x, y) is admissible in the sense of Definition 5.1. It is easily seen that continuous
functions on flx Y are admissible. However, when less smoothness is assumed on
0(x, y), the verification of (5.1) is not obvious (first of all, the measurability of p(x, x e)
is not always clear). In the sequel we propose several regularity assumptions for 0(x, y)
to be admissible (see Lemma 5.2, Corollary 5.4, and Lemma 5.5). They all involve the
continuity of 0 in, at least, one of the variables x or y. We emphasize that it is definitely
not a necessary condition for (5.1). However, to our knowledge this is the only way
to obtain, in general, the measurability of O(x, x/e), by asserting that (x, y) is a
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1512 GRGOIRE ALLAIRE

Caratheodory-type function (for a precise definition, see, e.g., Definition 1.2 of Chapter
VIII in [21]). We also emphasize that this question of measurability is not purely
technical and futile, but is very much linked to possible counterexamples to (5.1). We
actually exhibit a counterexample to (5.1), which clearly indicates that the regularity
of q,(x, y) cannot be decreased too much, even if q,(x, x e) is measurable (see Proposi-
tion 5.8).

Our first and main result is the L equivalent of Lemma 1.3, which we recall for
the reader’s convenience.

LEMMA 5.2. Let l,(x, y) LI[[I; C#( Y)]. Then,for anypositive value ofe, d/(x, x e)
is a measurable function on fl such that

Ll(a)

and d/(x, y) is an "admissible" test function, i.e., satisfies (5.1).
By definition, LI[I; C#( Y)] is the space of functions, measurable and summable

in x [l, with values in the Banach space of continuous functions, Y-periodic in y.
More precisely, L[; C#( Y)] is a space of classes of functions (two functions belong
to the same class if they are equal almost everywhere in [l); however, for simplicity
we shall not distinguish a class or any of its representatives. The above definition of
LI[[I; C#(Y)] is not very explicit, but we also have the following characterization,
which implies, in particular, that any function of LI[[I; C#(Y)] is of Caratheodory
type, i.e., satisfies (i) and (ii).

LEMMA 5.3. A function d/(x, y) belongs to La[; C#( Y)] if and only if there exists
a subset E (independent ofy) of measure zero in 12 such that

(i) For any x 1- E, the function y --> d/(x, y) is continuous and Y-periodic;

(ii) For any y Y, the function x --> O(x, y) is measurable on

(iii) The function x-> Supy y [(x, y)[ has a finite Ll()-norm.

Proof We simply sketch the proof that relies on the equivalence between strong
and weak measurability for functions with values in a separable Banach space. Recall
the following result of functional analysis (see [11, Prop. 10, Chap. IV.5], or Petti’s
theorem [48, Chap. V])" let f(x) be a function defined on lwith values in a separable
Banach space E, and let b, be a weak dense, countable, family of functions in the
unit ball of the dual E’ of E; the function f is measurable if and only if all the
real-valued functions x->(bn(x),f(x)),. are measurable.

Applying this result with E C#(Y), and 4, the family of Dirac masses at rational
points of Y, yields the result. [3

ProofofLemma 5.2. From Lemma 5.3, we know that $(x, y) is a Caratheodory-type
function, and this establishes the measurability of q(x, x/e). Then, inequality (5.2)
is a consequence of the definition of the norm [[O(x,y)[[;c(y)j=-
a Supyy ]q(x, y)[ dx. Let us check that O(x, y) satisfies (5.1).

For any integer n, we introduce a paving of the unit cube Y made of n small
cubes Y of size n -. The main properties of this paving are

nN 1
(5.3) Y= w Y, [Y[- , IYt3Y]=0 ifij.

i=1 n

Let X(Y) be the characteristic function of the set Y extended by Y-periodicity to ,
and let y be a point in Y. We approximate any function p(x, y) in L[f/; C#( Y)] by
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HOMOGENIZATION AND TWO-SCALE CONVERGENCE 1513

a step function in y defined by

(5.4) ,,(x, y)= b(x, Yi)X,(Y).
i=1

We first prove (5.1) for @,, and then show that passing to the limit as n goes to infinity
yields the result for . Thanks to Lemma 5.3 the function x - @(x, yi) belongs to Ll(f),
while Xi(x/e) is in L(f). Due to the periodicity ofXi, a well-known result on oscillating
functions leads to

(5.5) limla-00(x,y)x() dx=Ic d/(x,y)dxlYl.

Summing equalities (5.5) for i[1,..., n N] leads to (5.1) for
It remains to pass to the limit in n. Let us first prove that , converges to in

the strong topology of Ll[f; C#(Y)]. Define

(5.6) 8,,(x) Sup 1, (x, y)- (x, y)].
y6Y

The function y[d/,,(x, y)-(x, y)] is piecewise continuous in Y almost everywhere
in x. Thus, in (5.6) the supremum over y Y can be replaced by the supremum over
y Y . This implies that 8,, being the supremum of a countable family ofmeasurable
functions, is measurable, too (see if necessary [ 11, Chap. IV.5, Thm. 2]). On the other
hand, as a result of the continuity in y of , we have

lim 8,,(x) 0 a.e. in 12.

Furthermore,
0<= 6,,(x)-<_2 Sup [q(x, y)[ e

yY

By application of the Lebesgue theorem of dominated convergence, the sequence
strongly converges to zero in L1(12). Thus q, strongly converges to in L[; Ce( Y)].

Let us estimate the difference

(5.7) +

+ IaIy(X,y)dxdy-IIy,(x,y)dxdy.
The first term in the right-hand side of (5.7) is bounded by

For fixed n we pass to the limit in (5.7) as e 0:

(5.8) lim.o a (x, ) dx-a Ig (1’ y) dx dyN21,,-,

Then, we pass to the limit in (5.8) as n, and we obtain (5.1).
Reversing the role of x and y (namely, assuming continuity in x and measurability

in y), the same proof as that of Lemma 5.2 works also for the following corollary.
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1514 GRIGOIRE ALLAIRE

COROLLARY 5.4. Assume that l) is a bounded open set (its closure 12 is thus
compact). Let (y, x) be a function in L[Y; C()], i.e., measurable, summable, and
Y-periodic in y, with values in the Banach space of continuous functions in 12. Then, for
any positive value of e, (x/e, x) is a measurable function on f such that

L(f)

and O(Y,X) is an "admissible" test function, i.e., lim_.oJn [(x/e,x)[ dx=
Ia Iy lO(y, x)l dx dy.

In the literature (see, e.g., [10]) the favorite assumption on q(x, y), ensuring it is
an admissible test function, is (x, y) C[a; L(Y)] (i.e., continuous with compact
support in f, with values in the Banach space of measurable, essentially bounded,
and Y-periodic functions in Y). The next two lemmas are concerned with this situation.

LEMMA 5.5. Let O(x, y) be afunction such that there exist a subset E c y, ofmeasure
zero, independent of x, and a compact subset K Pt independent ofy, satisfying

(i) For any y Y-E, the function x-(x,y) is continuous, with compact
support K;

(ii) For any x f, the function y b(x, y) is Y-periodic and measurable on Y;
(iii) Thefunction x - d/(x, y) is continuous on K, uniformly with respect to y e Y- E.
Then, for any positive value of e, b(x, x e) is a measurable function on f, and

O(x, y) is an admissible test function in the sense of Definition 5.1, i.e., satisfies

(5.1) limla-o h(x,)dx=Ia IY Ib(x,y)ldxdy.

Before proving Lemma 5.5, let us remark that any function satisfying (i)-(iii)
obviously belongs to C[f; L( Y)]. The converse is more subtle. Indeed, since b(x, y)
is an element of C[; L(Y)], for each x eft, its value y- q(x, y) is a class of
functions in L( Y)" picking up a representative for each x and collecting them gives
a "representative" of 0(x, y) in C[a; L(Y)].

LEMMA 5.6. Let d/(x,y) be a function in C[f; L(Y)]. Then, there exists a
"representative" of (x, y)for which properties (i)-(iii) in Lemma 5.5 hold.

Proof Let (x,y) C[f; L(Y)]. By definition, for any value of x eft, the
function y- O(x, y) is measurable on Y, Y-periodic, and there exists a subset E(x) of
measure zero in Y such that 0(x,y) is bounded on Y-E(x). The continuity of
x- q(x, y) from f in L(Y) is equivalent to

(5.10) lim Sup [O(x + r/, y) q(x, Y)I 0 for any x e 1).
70 ye Y-[E(x)wE(x+rl)]

We emphasize that, a priori, the exceptional set E(x), where the function y 4(x, y)
is not defined, depends on x. Nevertheless, thanks to the continuity of b(x, y) with
respect to the x variable, we are going to exhibit a "representative" of O(x, y) for
which E(x) is included in a fixed set E of measure zero.

Let Kc be the compact support of x- O(x, y). Let (K)__ be a sequence of
partitions of K (i.e., U 7= K K and ]K, K21 0 if j) such that
lim._,+o Sup_i. diam (K)=0. Let X(x) be the characteristic function of K, and x
a point in K. Define the step function 4,(x, y) by

d/,,(x, y)= i q(x, y)X(x).
i-----1
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HOMOGENIZATION AND TWO-SCALE CONVERGENCE 1515

By definition of the partitions (Ki)i"_-l, and continuity of x q(x, y) from 1) in L(Y),
we have

(5.11) lim Sup II (x, y)-d/,,(x, Y)[ILTY.
no+oo xK

In view of its definition, q(x, y) is defined and bounded on
is a set of measure zero that does not depend on x. Then, the set E (_l =1 E is also
of measure zero and does not depend on x. From (5.11) it is easily deduced that
(x, y) converges pointwise in fx(Y-E) to a limit tp(x,.y) that is continuous in
x fl uniformly with respect to y Y-E. As announced, is a "representative" of
q(x, y), which has the desired properties (i)-(iii).

Proof ofLemma 5.5. Properties (i) and (ii) imply that q(x, y) is a Caratheodory-
type function, and thus (x,x/e) is measurable on . Using the approximating
sequence of step functions qn (x, y) introduced in the proof of Lemma 5.6, and arguing
as in Lemma 5.2, leads to (5.1) for q.

In the three previous results, the function q(x, y) is assumed to be continuous in,
at least, one variable x or y. Of course, it is not a necessary assumption that q be an
"admissible" test function. For example, if a separation of variables holds, namely,
is the product of two functions, each depending on only one variable, we have the
following well-known result (for a proof, see, e.g., [9]).

LEMMA 5.7. Assume that f is a bounded open set. Let )l(X)
LP(Y) with (1/p)+(1/p’)= l and l<_-p<_-+oo. (In case p= l and p’=+oo, the set
can be unbounded.) Then, for any positive value of e, qb(x)ck2(x/e) is a measurable
function on 1), and 49(x)492(y) is an "admissible" testfunction in the sense ofDefinition
5.1.

In general the regularity of cannot be weakened too much" even if O(x, x/e)
is measurable, the function O(x, y) may be not "admissible" in the sense of Definition
5.1. Following an idea of G6rard and Murat [25], we are able to construct a counter-
example to (5.1) with /(x,y) C[fi; L(Y)].

PROPOSITION 5.8. Let - Y-[0; 1]. There exists v(x, y) C([0, 1]; L[0, 1]),
which is not an "admissible" test function, namely,

(5.12) lim Iv(x, nx)] dx # Iv(x, Y)I dx dy.
+

Remark 5.9. In general, a function q(x, y) e C[fi; L(Y)] is not of Caratheodory
type, i.e., is not continuous in x almost everywhere in Y. Thus, the measurability of
(x, x/e) is usually not guaranteed.

Proof of Proposition 5.8. Let us fix fi Y [0; 1]. In the square [0; 1]2, we are
going to construct an increasing sequence of measurable subset E,, which converges
to a set E. The desired function v(x, y) will be defined as the characteristic function
of E extended by [0; 1J-periodicity in y.

For each integer n, we consider the n lines defined in the plane by

y=nx-p withp e {0, 1, 2, , n- 1}.

Then, we define the set D, made of all the points (x, y) in [0; 1 ]2 that are at a distance
less than cell

-3 of one of the lines y nx-p for p 0, 1, , n- 1 (the distance is the
usual Euclidean distance, and a is a small strictly positive number). The set D, is
made of n strips of width 2an-3 and length of order 1. Next, we define the measurable
set E. U= Dp. The sequence E. is increasing in [0; 1]2, and thus converges to a
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1516 GRtGOIRE ALLAIRE

measurable limit set E. We have a bound on its measure

(5.13) IE] -< Y IO, l-<4 .
n=l =1

Let v(x, y) be the characteristic function of E extended by [0; 1J-periodicity in y. For
sufficiently small a, we deduce from (5.13)that jtO;la2 v(x, y) dx dy < 1. Meanwhile,
we obviously have v(x, nx) 1 for x [0; 1 ]. Thus, the sequence to;l v(x, nx) dx cannot
converge to the average of v. To complete the proof it remains to show that v(x, y)
belongs to C([0, 1]; L[0, 1]), i.e., for any x [0; 1],

(5.14) lim f Iv(x + e, y) v(x, Y)I dy O.
e0 d[0;1]

(By definition of E, v(x,y) is measurable in [0; 1]z and is easily seen to be also
measurable, at fixed x, in y.) Let E(x) (respectively, Dn(x)) be the section of E
(respectively, Dn) at fixed abcissa x, i.e.,

Then

E(x)={y[O; 1]/(x,y)E},

D,(x) {y [0; 1]/(x, y) D,}.

Iv(x+e,y)-v(x,y)l dy=lE(x)t-I([O; 1]-E(x+e))l
0;1]

+[E(x+e)f"l([O; 3- E(x))l.
Since E(x)= U=I D,,(x), we have

IE(x)fq([o; 1]-E(x/e))l Z ]O(x)fq([O; 1]-D.(x+e))[.
n=l

It is easily seen that ]D.(x)fq ([0; 1]-D,,(x+ e)) is constant when x varies in [0; 1].
Thus

(5.15) Iv(x+e, y)-v(x, y)l dy<=2 _, ID.(x)CI([0; 1]-D,,(x+e))[.
0;1] n=l

Let us fix e > 0. Recall that D, is made of n strips of width 2an -3. Denote by I,
(respectively, L,) the length ofthe intersection of one strip with the x-axis (respectively,
y-axis). It is easily seen that I, is of order n -3, while L, is of order n -2. Both points
(x, y) and (x + e, y) lie in the same strip of D, if n is smaller than 8 -1/3. This suggests
to cut the sum in (5.15) in two parts, the first one being

(5.16) Z
-1/3

ID.(x) CI ([o; 1]-D.(x/ e))l

while the second one is
--1/3

(5.17) ID.(x)fq([0; l]-D.(x+e))[.
n=l

Since [D.(x)] L. is of order n -z, (5.16) is bounded by
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HOMOGENIZATION AND TWO-SCALE CONVERGENCE 1517

On the other hand, an easy calculation shows that, for any value of n, IDn(x)f3
([0; 1]-Dn(x + e)) is bounded by Cen. Thus, (5.17) is bounded by

--1/3 --1/3

Y’. ID,,(x)([O;1]-D,,(x+e))l <=C Z en<=Cel/3
n=l n=l

This leads to

f[0;1] Iv(x + e, y)- v(x, Y)I dy <= Ce /3

where C is a constant independent of e. Letting e - 0 yields (5.14).

Acknowledgment. The author wishes to thank F. Murat for stimulating discussions
on the topic.

REFERENCES

E. ACERBI, V. CHIADO PIAT, G. DAL MASO, AND D. PERCIVALE, An extension theoremfrom connected
sets, and homogenization in general periodic domains, to appear.

[2] G. ALLAIRE, Homogdndisation et convergence fi deux dchelles, application gt un problme de convection

diffusion, C. R. Acad. Sci. Paris, 312 (1991), pp. 581-586.
[3] ,Homogenization of the unsteady Stokes equations in porous media, in Proceedings of the 1st

European Conference on Elliptic and Parabolic Problems, Pont--Mousson, June 1991, to appear.
[4] G. ALLAIRE AND F. MURAT, Homogenization of the Neuman problem with non-isolated holes,

Asymptotic Anal., to appear.
[5] Y. AMIRAT, K. HAMDACHE, AND A. ZIANI, Homogdndisation non-locale pour des dquations ddgdndrdes

fi codfficients pdriodiques, C. R. Acad. Sci. Paris, 312 (1991), pp. 963-966.
[6] Z. ARBOGAST, J. DOUGLAS, AND U. HORNUNG, Derivation of the double porosity model of single

phase flow via homogenization theory, SIAM J. Math. Anal., 21 (1990), pp. 823-836.
[7] N. BAKHVALOV AND G. PANASENKO, Homogenization: averaging processes in periodic media, Math.

Appl., Vol. 36, Kluwer Academic Publishers, Dordrecht, 1990.
[8] J. BALL, A version of the fundamental theorem for Young measures, in Pde’s and continuum models of

phase transitions, M. Rascle, D. Serre, and M. Slemrod, eds., Lecture Notes in Phys., Vol. 344,
Springer-Verlag, New York, 1989.

[9] J. BALL AND F. MURAT, Wl’P-quasiconvexity and variational problems for multiple integrals, J. Funct.
Anal., 58 (1984), pp. 225-253.

[10] A. BENSOUSSAN, J. L. LIONS, AND G. PAPANICOLAOU, Asymptotic Analysis for Periodic Structures,
North-Holland, Amsterdam, 1978.

[11] N. BOURBAKI, Eldments de Mathdmatiques, Intdgration, livre VI, Hermann, Paris, 1965.
12] A. BRAIDES, Homogenization of some almost periodic coercive functional, Rend. Accad. Naz. Sci. XL,

103 (1985), pp. 313-322.
[13] D. CIORANESCU AND J. SAINT JEAN PAULIN, Homogenization in Open Sets with Holes, J. Math.

Anal. Appl., 71 (1979), pp. 590-607.
[14] M. CRANDALL, H. ISHII, AND P. L. LIONS, User’s guide to viscosity solutions of second order partial

differential equations, Bull. Amer. Math. Soc., to appear.
[15] G. DAL MASO AND A. DEFRANCESCHI, Correctors for the homogenization of monotone operators,

Differential Integral Equations, 3 (1990), pp. 1151-1166.
[16] E. DE GIORGI, Sulla convergenza di alcune successioni di integrali del tipo dell’area, Rend. Mat., 8

(1975), pp. 277-294.
17] ., G-operators and F-convergence, Proceedings of the International Congress of Mathematicians

Warsazwa, August 1983, PWN Polish Scientific Publishers and North-Holland, Amsterdam, 1984,
pp. 1175-1191.

[18] R. DIPERNA, Measure-valued solutions to conservation laws, Arch. Rational Mech. Anal., 88 (1985),
pp. 223-270.

19] W. E, Homogenization of linear and nonlinear transport equations, Comm. Pure Appl. Math., 45 (1992),
pp. 301-326.

D
ow

nl
oa

de
d 

02
/1

1/
19

 to
 2

22
.2

9.
11

2.
21

6.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
://

w
w

w
.s

ia
m

.o
rg

/jo
ur

na
ls

/o
js

a.
ph

p



1518 GRtGOIRE ALLAIRE

[20] W. E AND D. SERRE, Correctors for the homogenization of conservation laws with oscillatory forcing
terms, Asymptotic Anal., 5 (1992), pp. 311-316.

[21] I. EKELAND AND R. TEMAM, Analyse convexe et problmes variationnels, Dunod, Paris, 1974.
[22] L. C. EVANS, The perturbed test function method for viscosity solutions of non-linear partial differential

equations, Proc. Roy. Soc. Edinburgh, to appear.
[23 ., Periodic homogenization of certain fully non-linear partial differential equations, to appear.
[24] G. FRANCFORT, personal communication.
[25] P. GlRARD AND F. MURAT, personal communication.
[26] T. Hou AND X. XIN, Homogenization of linear transport equations with oscillatory vector fields, SIAM

J. Appl. Math., 52 (1992), pp. 34-45.
[27] J. B. KELLER, Darcy’s law for flow in porous media and the two-space method, Lecture Notes in Pure

and Appl. Math., 54, Dekker, New York, 1980.
[28] S. KozLov, O. OLEINIK, AND V. ZHIKOV, Homogenization ofparabolic operators with almost-periodic

coefficients, Mat. Sbornik, 117 (1982), pp. 69-85.
[29] J. L. LIONS, Homog.n.isation nonlocale, Proceedings Internat. Meeting on Recent Methods in Non-

Linear Analysis, De Giorgi et al., eds, Pitagora, Bologne, 1979, pp. 189-203.
[30] ,Some Methods in the Mathematical Analysis ofSystems and Their Control, Science Press, Beijing,

Gordon and Breach, New York, 1981.
[31] P. MARCELLINI, Periodic solutions and homogenization of non linear variational problems, Ann. Mat.

Pura Appl. (4), 117 (1978), pp. 139-152.
[32] L. MASCARENHAS, F-limite d’unefonctionnelle lide ?tun phdnom.ne de mdmoire, C. R. Acad. Sci. Paris,

313 (1991), pp. 67-70.
[33] S. MULLER, Homogenization of nonconvex integral functionals and cellular materials, Arch. Rational

Mech. Anal. (1988), pp. 189-212.
[34] F. MURAT, H-convergence, S6minaire d’Analyse Fonctionnelle et Num6rique de l’Universit6 d’Alger,

mimeographed notes, 1978.
[35] ., Correctors for monotone problems in non-periodic homogenization, to appear.
[36] G. NGUETSENG, A general convergence result for a functional related to the theory of homogenization,

SIAM J. Math. Anal., 20 (1989), pp. 608-623.
[37] ,Asymptotic analysis for a stiff variational problem arising in mechanics, SIAM J. Math. Anal.,

21 (1990), pp. 1394-1414.
[38] O. OLEINIK AND V. ZHIKOV, On the homogenization ofelliptic operators with almost-periodic coefficients,

Rend. Sem. Mat. Fis. Milano, 52 (1982), pp. 149-166.
[39] G. PANASENKO, Multicomponent homogenization ofprocesses in strongly nonhomogeneous structures,

Math. USSR Sbornik, 69 (1991), pp. 143-153.
[40] E. SANCHEZ-PALENCIA, Nonhomogeneous media and vibration theory, Lecture Notes in Phys. 127,

Springer-Verlag, New York, 1980.
[41] S. SPAGNOLO, Convergence in energyfor elliptic operators, in Numerical Solutions of Partial Differential

Equations III Synspade 1975, B. Hubbard, ed., Academic Press, New York, 1976.
[42] L. TARTAR, Cours Peccot au Collge de France, partially written by F. Murat in S6minaire d’Analyse

Fonctionelle et Num6rique de l’Universit6 d’Alger, unpublished.
[43] ., Topics in Nonlinear Analysis, Publications math6matiques d’Orsay 78.13, Universit6 de Paris-

Sud, 1978.
[44] Convergence of the homogenization process, Appendix of Nonhomogeneous media and vibration

theory, Lecture Notes in Phys. 127, Springer-Verlag, New York, 1980.
[45],Compensated compactness and applications to partial differential equations, Nonlinear analysis

and mechanics, Heriot-Watt Symposium IV, Research Notes in Math., 39, R. J. Knops, ed., Pitman,
Boston, MA, 1979, pp. 136-212.

[46],Nonlocal effects induced by homogenization, in Partial Differential Equations and the Calculus
of Variations, Essays in Honor of Ennio De Giorgi, F. Colombini et al., eds., Birkhauser-Verlag,
Basel, Switzerland, 1989.

[47] R. TEMAM, Navier-Stokes Equations, North-Holland, 1979.
[48] K. YOSIDA, Functional Analysis, Springer-Verlag, Berlin, 1964.
[49] V. ZHIKOV, S. KOZLOV, O. OLEINIK, AND K. NGOAN, Averaging and G-convergence of differential

operators, Russian Math. Surveys, 34 (1979), pp. 69-147.

D
ow

nl
oa

de
d 

02
/1

1/
19

 to
 2

22
.2

9.
11

2.
21

6.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
://

w
w

w
.s

ia
m

.o
rg

/jo
ur

na
ls

/o
js

a.
ph

p


