
00101756: Modern Statistical Modeling
Homework 1 Due: May 9, 2023

1. Let X be an n � p matrix of rank r , and m D min.n; p/. For any k < r , denote

Xk D

kX
jD1

dj uj vT
j ;

where d1 � d2 � � � � � dm � 0 are the singular values of X, and uj and vj the left and right singular
vectors corresponding to dj , respectively.
(a) Show that Xk is the best rank-k approximation to X in the sense that

min
rank.Y/Dk

kX � Yk2 D kX � Xkk2 .D dkC1/:

(b) Show that the statement is still true if the matrix 2-norm is replaced by the Frobenius norm. Give an
expression for kX � XkkF .

2. Let X1; : : : ; Xn be a random sample from the uniform distribution over the unit `2-ball in Rp.
(a) Find the median distance M from the origin to the closest data point. What are the values of M for

a sample of size 106 and p D 1; : : : ; 15?
(b) Find the mean distance D from the origin to the closest data point. What are the values of D for a

sample of size 106 and p D 1; : : : ; 15?

3. Prove Theorem 19.5 in UML by following Exercises 19.1–19.4.

4. Consider a linear model with p parameters, fit to a training sample .x1; y1/; : : : ; .xn; yn/ with the OLS
estimate y̌ . Suppose we have a test sample .xnC1; ynC1/; : : : ; .xnCm; ynCm/ from the same population.
Denote Rtr.ˇ/ D n

�1
Pn

iD1.yi � ˇ
T xi /

2 and Rte.ˇ/ D m
�1

Pm
iD1.ynCi � ˇ

T xnCi /
2. Show that

EfRtr.y̌/g � EfRte.y̌/g;

where the expectations are taken over all .xi ; yi /.

5. Consider the linear model y D Xˇ C " with E" D 0 and Var."/ D �2In.
(a) Show that a linear estimator cT y is the BLUE of hTˇ for some h if and only if Cov.cT y;dT y/ D 0

for all d with E.dT y/ D 0.
(b) Find h such that hTˇ is estimable and Var.hT y̌/=khk22 is minimized or maximized, where y̌ is a

solution to the normal equation.

6. Consider the simple linear model yi D ˛ C ˇxi C "i , i D 1; : : : ; n, where xi are fixed and "i are i.i.d.
with E"i D 0 and Var."i / D �2. Find a sufficient condition using the Lindeberg–Feller central limit
theorem such that the OLS estimate y̌ is asymptotically normal. Give the normalized form of y̌ and its
limiting distribution.

7. Consider the ANCOVA model

yij D �C ˛i C xij C "ij ; j D 1; : : : ; ni ; i D 1; : : : ; k;

where "ij are i.i.d. N.0; �2/.



(a) Suppose you want to test H0 W ˛1 D � � � D ˛k . Express H0 in the form of HTˇ D � and show that
C.H/ � C.XT /, where X D .xij / is the design matrix.

(b) Explicitly obtain a test statistic for testing H0.
(c) Find the distribution of the test statistic in part (b) when H0 is true and when H0 is not true. Check

that the noncentrality parameter is zero if and only if H0 is true.

8. Consider the two-way ANOVA model

yij D �C ˛i C j C "ij ; i D 1; : : : ; k; j D 1; : : : ; m;

where "ij are i.i.d. N.0; �2/.
(a) Find a necessary and sufficient condition for c0�C

Pk
iD1 ci˛i C

Pm
jD1 ckCj j to be estimable.

(b) Use Scheffé’s method to obtain simultaneous confidence intervals of level 1� ˛ for
Pk

iD1 ci˛i withPk
iD1 ci D 0.

(c) Use Tukey’s method to obtain simultaneous confidence intervals of level 1� ˛ for j � j 0 , j ¤ j 0.
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