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Abstract. Scene text recognition tries to extract text information from
natural images, being widely applied in computer vision and intelligent
information processing. In this paper, we propose a novel end-to-end
approach to scene text recognition with a specially trained fully con-
volutional network for predicting the centroid and pixel cluster of each
character. With the help of this new information, we can solve the char-
acter instance segmentation problem effectively and then combine the
recognized characters into words to accomplish the text recognition task.
It is demonstrated by the experimental results on ICDAR2013 dataset
that our proposed method with character centroid prediction can get a
promising result on scene text recognition.
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1 Introduction

Text recognition has been investigated and applied for many years. Actually,
Optical Character Recognition (OCR) is considered to be a powerful character
recognition tool for the scanned images of papers or articles, but it is still rather
difficult to detect and recognize text in natural scenes due to the complex envi-
ronment, low image quality and other uncontrollable factors [1]. In recent years,
deep convolutional neural networks have shown great capability on solving the
computer vision problems and they also work well for scene text recognition.
When using a CNN to undertake a text recognition task, it is usual to divide
the whole problem into two subproblems: text localization and cropped word
recognition, and we then train two different models to solve them separately.
For the text localization problem, some specific characteristics of text are uti-
lized to detect the fields of text in the image [3–5]. Apart from those methods,
some general object detection techniques like the Faster-RCNN [2] can work as
well. For the cropped word recognition problem, most recent methods are based
on CRNN [6] that utilizes a CNN to extract the features and a RNN to deal with
the sequence learning. Under this localization-and-recognition framework, we can
get some good results in certain cases. However, it has certain innate drawbacks
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to train the two models separately. First, since each model only learns from a
part of the training data, there will be certain loss in the final result. Second,
since the both models use a DCNN to extract the features from an image, a lot
of sharable computation are repeated, which leads to low efficiency.

In order to resolve these issues, we propose a novel end-to-end method for
scene text recognition. Our main idea is to firstly make the instance segmentation
for all the characters in an image and then combine the recognized characters into
words. We consider the character instance segmentation as a clustering analysis
problem where each character is corresponding to a cluster and our object is
to divide the related pixels into a number of clusters which are corresponding
to the characters, respectively. In order to do so, we train a fully convolutional
neural network to predict the centroid and pixel cluster of each character. It
is demonstrated by the experiments on ICDAR2013 dataset that our proposed
method leads to a promising result on scene text recognition.

2 Related Works

2.1 Character Instance Segmentation

As shown in Fig. 1, character instance segmentation can be roughly considered as
a combination of object detection and semantic segmentation. In fact, most gen-
eral instance segmentation methods are either detection-based or segmentation-
based methods. The detection-based methods [9] first detect all the possible
instances in an image and then predicts the mask of each instance, while the
segmentation-based methods [8] first put a label on each pixel and then group
the pixels into some instances. Here, we adopt the segmentation-based method
to make the character instance segmentation since the current object detection
methods are not so good with small objects which is also the reason why we do
not take text recognition with direct character detection.

2.2 Fully Convolutional Network

Fully convolutional network (FCN) only contains a number of convolutional lay-
ers. In comparison with the other deep learning neural network architectures, it
has neither pooling layer nor fully connected layer. As a result, it can take an
arbitrary-sized image as input and predict what we need for each pixel which
makes them good at solving semantic segmentation problem. In a typical convo-
lutional neural network, feature map will be down-sampled several times while
it goes through the convolutional layers. As it goes deeper, more semantic infor-
mation are extracted but a lot spatial information are abandoned. To deal with
this effect, one common technique is to up-sample deep layer and concatenate it
with shallow layer and do the final prediction base on this concatenated feature
map, as proposed in [10]. With this modification, FCN can predict pixel label
accurately. Of course, character instance segmentation cannot be done with only
pixel label so that we train an FCN to predict character centroid as well as pixel
label.
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Fig. 1. An example of image classification, object localization (also known as object
detection), semantic segmentation and instance segmentation from [7]. (Color figure
online)

2.3 Character Centroid Prediction

In fact, character centroid prediction is important for text recognition. Last
year, Zhang et al. [5] utilized this idea to make text localization via a FCN-based
model. In particular, a common FCN was trained to make the two-class semantic
segmentation, with the segmentation result shown in Fig. 2. Actually, character
centroid prediction acted as an auxiliary helper to select text line candidate so
they didn’t put too much effort on it. As we can see, their centroid prediction
result is not very good, especially in some cases centroid regions even overlap
with each other. There is one unnatural setting in their model that may be the
reason to harm their result: they consider the whole problem as a classification

Fig. 2. The centroid prediction result given in [5].
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problem and the label of a pixel is determined by setting a threshold on the
distance between a pixel and the real centroid.

Now, we consider the character centroid prediction as a regression problem.
Instead of predicting whether a pixel is near the real centroid, we train our
FCN to learn pixel’s relative position to the real centroid. As shown in Fig. 5,
our FCN learns this target very well and we can easily accomplish character
instance segmentation with our FCN’s prediction.

3 Proposed Network with Character Centroid Prediction

3.1 Network Structure

As mentioned in the previous sections, our method’s main component is an FCN.
Figure 3 shows the network structure. We design our network based on two prin-
ciples: 1. The size of feature map shouldn’t shrink too much, in order to get
precise character mask; 2. The size of receptive field must be large enough so
that context information can be used. We adopt the residual learning structure
proposed in [11] and use the consecutive downsample-upsample to enlarge recep-
tive field while keeping the size of feature map. For each pixel, our FCN gives two
predictions. The first one is an nc-d vector representing pixel label probability.
The other one is an 6nc-d vector, representing the pixel’s relative position to
its corresponding character centroid and neighbor character centroid given the
pixel’s label. Figure 4 shows an illustration of our network’s prediction.

Fig. 3. Our network structure. Convolutional layer’s kernel size and channels are
showed in the figure and stride is 1 if not specified. Up-sampling is done by decon-
volution (transposed convolution) which enlarges previous feature map 2 times and
keeps the channel number unchanged. nc is the number of classes which equals to 37
in our case (10 digits, 26 letters and background).
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Fig. 4. Illustration of our network’s prediction. The left two images show the label
prediction result on test image. As we can see, the prediction is very accurate. How-
ever, without other information, we can’t group pixels into characters, especially for
those consecutive characters. The right two images show our goal of centroid predic-
tion. With every pixel pointing to corresponding character’s centroid, we can easily
accomplish instance segmentation for character. We also let our network to predict
neighbor character’s centroid in order to combine characters into words. (Color figure
online)

3.2 Training Process

During the training, we optimize the following two-part loss function:

Loss = λ
n−1∑

i,j=0

1cij �=0L1smooth(pospredijcij
,postruthij ) −

n−1∑

i,j=0

log(pij(cij)), (1)

where

L1smooth(f, g) =
{

0.5(f − g)2, if |f − g| < 1;
|f − g| − 0.5, otherwise. (2)

In fact, the first part is just the smoothed L1 loss which guides relative centroid
position regression, where n is the size of input image, 1cij �=0 denotes if pixel
I(i, j) belongs to a character, pospredijcij

denotes predicted relative position for pixel
I(i, j) if I(i, j)’s true label is cij , postruthij denotes the true relative position for
pixel I(i, j). Both pospredijcij

and postruthij are 6-d vectors. If a character is the
first or the last in a word, we let its left/right neighbor to be itself. The second
part is the cross-entropy loss for pixel label prediction where cij is the true label
of pixel I(i, j) and pij(cij) is predicted probability that I(i, j)’s label is cij . We
use a hyper-parameter λ to balance these two parts of loss and we set λ to 10−6

during in practice.
We train our network on synthetic data made by [12]. Our loss function is

very simple and can be optimized by any gradient-based method. We use SGD
with momentum to train our model. Our learning rate starts at 0.01, and cuts
into half after [9600, 19200, 48000, 96000, 192000, 384000, 768000, 1152000]
times parameter update.
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3.3 Inference Principle

For a test image, we first use the trained FCN to predict the pixel’s label and
character’s centroid. We can’t just group together pixels which have same pre-
dicted centroid because there are small error in centroid prediction. We use non-
maximum-suppression to solve this problem. In detail, for a non-background
pixel I(i, j), the sequence I(i, j), PC(I(i, j)), PC(PC(I(i, j))), ... “converges”
very quickly in most cases, where PC(I(i, j)) denotes I(i, j)’s predicted cen-
troid’s nearest pixel, and we use PC∗(I(i, j)) to denote the “limitation” of this
sequence. We say I(i, j) is I(i′, j′)’s “supporter” if PC∗(I(i, j)) = I(i′, j′). We
let pixel I(i′, j′) to be a centroid candidate if it has enough supporters. For each
pair of two centroid candidates I(i1, j1) and I(i2, j2), we change I(i1, j1)’s sup-
porters’ final predicted centroid to I(i2, j2) and remove I(i1, j1) from centroid
candidates if the distance between these two candidates is too small and I(i1, j1)
has less supporters than I(i2, j2). At last, for each character there is only one
centroid candidate left, which we use as the final predicted character centroid
and its supporters make up character’s mask. For the probability of character’s
label, we let it be the average of its pixels’ label probability. At this point, char-
acter instance segmentation is done and we now combine them into words. As
described above, our network not only predicts pixel’s corresponding character’s

Fig. 5. Top row: test image, pixel label prediction, and heat map of pixel’s supporter
count(clipped to an appropriate interval). As we can see, the centroid prediction is very
compact and consistent so we can easily get the final centroid prediction result. Bottom
row: final centroid prediction for characters, characters’ left neighbors, and characters’
right neighbors(if a character is the start/end of a word, we set its left/right neighbor
to itself). Our network not only predict character centroid accurately, the neighbor
centroid prediction result is also good enough for us to combine characters into words.
(Color figure online)
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centroid, but also neighbor character’s centroid. For a character, we use its final
centroid candidate’s prediction as neighbor character prediction result. Given a
pair of characters, if one’s centroid prediction is close enough to the other one’s
neighbor centroid prediction, then we determine that they belong to the same
word. Figure 5 visualizes our network’s prediction result and we can see that our
method is valid.

4 Experimental Results

We test our proposed method on ICDAR2013 dataset [15]. Since this dataset
contains images of many different scales, we just adopt the image pyramid tech-
nique to make multi-scale text recognition on task4. Our end-to-end recognition
experimental results are listed in Table 1, in comparison with some state-of-the-
art methods. We also test our proposed method on text localization task and
give the experimental results in Table 2.

Table 1. The experimental results of text recognition on ICDAR2013 task 4.

Method End-to-end Word spotting

Recall Precision HMean Recall Precision HMean

hust mclab [6,16] 87.68% 95.83% 91.57% 90.77% 97.25% 93.90%

vggmaxbbnet [17,18] 82.12% 91.05% 86.35% 86.68% 94.64% 90.49%

Deep2Text II+[17,19] 72.08% 94.56% 81.81% 75.82% 96.29% 84.84%

Proposed method 84.62% 90.76% 87.58% 91.82% 93.24% 92.53%

In fact, ICDAR2013 task 4 was strongly contextualized. It can be seen from
Table 1 that our proposed method can get a rather good result. Although it
does not surpass the result of some state-of-the-art methods on the web, we just
use the single-model end-to-end method while the other three methods all make
text localization and cropped word recognition in two steps, respectively. So, our
proposed method is more promising since our network can be further optimized

Table 2. The experimental results of text location on ICDAR2013 task1.

Method Recall Precision HMean

CTPN [3] 82.98% 92.98% 87.69%

TextConv+WordGraph [4] 81.02% 93.38% 86.76%

MCLAB FCN [5] 79.65% 88.40% 83.80%

IWRR2014 [13] 78.65% 85.89% 82.11%

HUST MCLAB [14] 76.05% 87.96% 81.58%

Proposed method 87.16% 88.82% 87.98%



298 W. Zhao and J. Ma

globally. Moreover, it can be seen from Table 2 that our proposed method is
remarkably better than the other existing methods according to deteval criterion.
It should be noted that our recall rate surpasses the other methods by a large
margin.

5 Conclusion

We have proposed an end-to-end text recognition method with character cen-
troid prediction. It is based on a specially trained fully convolutional network
to predict the centroid and pixel cluster of each character so that the character
instance segmentation problem can be solved effectively and then the recognized
characters can be combined into words to accomplish the text recognition task.
It is demonstrated by the experimental results on ICDAR2013 dataset that our
proposed method can get a promising result on scene text recognition.
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China under Grant 61171138.
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