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Abstract
In this paper, we study the isotropic–nematic phase transition for the nematic liq-
uid crystal based on the Landau–de Gennes �-tensor theory. We justify the limit 
from the Landau–de Gennes flow to a sharp interface model: in the isotropic 
region, � ≡ 0 ; in the nematic region, the �-tensor is constrained on the mani-
folds  = {s+(�⊗ � −

1

3
�),� ∈ �

2} with s+ a positive constant, and the evolution 
of alignment vector field � obeys the harmonic map heat flow, while the interface 
separating the isotropic and nematic regions evolves by the mean curvature flow. 
This problem can be viewed as a concrete but representative case of the Rubinstein–
Sternberg–Keller problem introduced in Rubinstein et  al. (SIAM J. Appl. Math. 
49:116–133, 1989; SIAM J. Appl. Math. 49:1722–1733, 1989).

Keywords  Liquid crystal · Isotropic-nematic phase transition · Sharp interface limit

1  Introduction

1.1 � Isotropic–Nematic Phase Transition

Liquid crystal is a state of matter between liquid and solid, in which molecules tend to 
align a preferred direction. There are several phases in liquid crystals. One of the most 
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common phases is the nematic phase, in which the molecules tend to have the same 
alignment, but their positions are not correlated. Phase transitions between different 
phases give rise to a variety of mathematical questions of great interest. In this paper, 
we are concerned with the isotropic–nematic phase transition problem.

In physics, the different order parameters are used to describe the anisotropic behav-
ior of liquid crystals. The most simple one is the vector theory, which uses a unit vec-
tor field �(x) to describe the locally preferred alignment of liquid crystal molecules 
near the material point x. Onsager introduced the molecular theory, in which the ori-
entational distribution function f (x,�) is introduced to describe the number density 
of molecules whose orientation is parallel to � at the material point x. The �-tensor 
theory uses a symmetric traceless 3 × 3 matrix � to describe the alignment behavior of 
liquid crystals. Physically, � could be understood as the second momentum of f:

Since the order tensor � vanishes when f is the probability density 1

4�
 for the iso-

tropic phase, the tensor � measures how the second moments of a given probability 
density deviates from the isotropic value. Thus, it is convenient to use the �-tensor 
theory to model the isotropic–nematic phase transition problem. More precisely, we 
consider the following dynamical Landau–de Gennes model in Ω × (0, T),Ω ⊆ ℝ

3:

where

Equation  (1.1) can be regarded as the gradient flow of the following Landau–de 
Gennes energy functional:

where the elastic energy density �∇��2 ≜ ∑
1≤i,j,k≤3 ��k�ij�2 , and the bulk energy 

density F(�) takes the following form:

with b, c > 0 are constants dependent on materials, and a depends on materials and 
temperature. It is easy to check f (�) = F�(�).

In general, F(�) may attain its (local) minimum at two sets:

�(x) =
∫
�2

(
�� −

1

3
�

)
f (x,�)d�.

(1.1)�t�
� = Δ�� − �

−2f (��),

(1.2)f (��) = a��z − b(��)
2
+ c|��|2�� +

b

3
|��|2�.

(1.3) (�,∇�) =
�
Ω

{
1

2
|∇�|2 + 1

�2
F(�)

}
dx,

F(�) =
a

2
Tr�2 −

b

3
Tr�3 +

c

4

(
Tr�2

)2
,
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In the Landau–de Gennes theory, � = 0 corresponds to the isotropic phase, which 
means no orientational order, while � = s+(�⊗ � −

1

3
�) represents the nematic 

phase and � is the local orientation direction of liquid crystal molecules. We are 
interested in the case that the isotropic and nematic phases have equal energy, that is

which is equivalent to

In physics, it means that the temperature is at the isotropic–nematic transition tem-
perature. In this case, we have s+ =

√
3a

c
.

The statics and dynamics of the one-dimensional isotropic–nematic interface 
have been studied in [11, 17–19]. For the high-dimension case, by the asymptotic 
expansion method, it has been derived in [12] (see also [5] and [21] for some related 
cases) that the interface, referred as Γ , which separates the isotropic and nematic 
regions, evolves by the well-known mean curvature flow. In the isotropic region, 
denoted by Ω− , � ≡ 0 , and there is no dynamics. In the nematic region, denoted by 
Ω+ , the �-tensor is constrained on the manifolds   , and the evolution of alignment 
vector field � obeys the harmonic map heat flow:

Here, � is the unit normal vector to Γ , V is the normal velocity of Γ , � is the mean 
curvature, and � is a constant representing the surface tension.

The goal of this paper is to justify the asymptotic limit � → 0 of the system 
(1.1) to the system (1.4). In [16], under the hypothesis of radial symmetry, Majum-
dar–Milewski–Spicer analyzed this problem in a rigorous mathematical framework, 
and they proved that an interface can be generated by a large class of initial data and 
propagates according to the mean curvature.

A more general problem is to consider the Landau–de Gennes energy of the form:

� = 0, or � ∈  =

�
s+

�
�⊗ � −

1

3
�

�
∶ � ∈ �

2, s+ =
b +

√
b2 − 24ac

4c

�
.

F(0) = F
(
s+

(
�⊗ � −

1

3
�

))
,

b2 = 27ac.

(1.4)

⎧⎪⎨⎪⎩

�t� = Δ� + �∇��2�, in Ω+,

� ⋅ ∇� = 0, on Γ,

V = ��, on Γ.

(1.5) (�,∇�) =
�
Ω

{
1

2
|∇�|2 + L2

2
�iQij�kQkj +

1

�2
F(�)

}
dx,
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where L2 is an elastic coefficient characterizing the elastic anisotropy for liq-
uid crystal materials, and is usually not zero. The effect of the L2 term on the iso-
tropic–nematic interface has been investigated by several studies [14, 17–19]. For 
example, when L2 > 0 , the uniaxial assumption near the interface is not valid and 
the biaxiality should be taken into account. In [17], it has been proved that the uni-
axial solutions remains to be stable when L2 < 0 . In [12], the authors derived the 
sharp interface model by formal matched asymptotic expansion, where the Neu-
mann-type boundary condition should be replaced by a strong anchoring condition, 
that is, � = � on Γ . However, the rigorous analysis is very challenging.

1.2 � Rubinstein–Sternberg–Keller’s Problem

Due to the physical importance and mathematical interests and challenges, the phase 
transition problems have attracted a great deal of interest in analysis and numerical 
simulations. The simplest model for phase transition is the Allen–Cahn equation:

where u is a scalar function and F(u) is a function with double well (a simple choice 
is F(u) = (u2 − 1)2∕4 ). This model has been used by Allen–Cahn [2] to model the 
motion of antiphase boundaries in crystalline solids. It is well known that, as � → 0 , 
the domain will be separated into two regions, where u → 1 and u → −1 , respec-
tively. The interface between these two regions will move as the mean curvature 
flow. This asymptotic limit has been rigorously analyzed by different authors via 
various proposals (see [3, 4, 7, 9, 10, 13]). In particular, the authors in [9] conducted 
the asymptotic expansions of high order to construct an approximate solution and 
then conclude the error estimation between the true solution and the approximate 
solution with the help of the spectrum of a linearized operator. Following the lines 
in [9], Alikakos–Bates–Chen proved the Cahn–Hilliard equation approximates the 
Hele–Shaw problem in [1].

In [20, 21], Rubinstein–Sternberg–Keller introduced the following equations:

to study certain chemical reaction–diffusion processes, where Ω is a subset of �m , 
u ∶ Ω → �k is a phase-indicator function, and F(u) ∶ �k

→ � is an bulk energy 
function which can attain it minimum at two (or even more) disjoint connected sub-
manifolds in �k . Based on the formal asymptotic expansion, they found that the 
interface moves by its mean curvature and u tends to a harmonic map heat flow (to 
the sub-manifolds) away from the interface when � → 0.

Up to the authors’ knowledge, mathematical results on rigorous analysis of � → 0 
on the vector-valued Rubinstein–Sternberg–Keller problem (1.7) are quite few. 
Some preliminary analysis was done by Bronsard and Stoth [5] for k = 2 under the 

(1.6)�tu = Δu −
1

�2
F�(u),

(1.7)�tu = Δu −
1

�2
F�(u) in Ω,
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radially symmetric setting, in which the Neumann boundary condition on the inter-
face is also derived. The study on the asymptotic limit � → 0 for minimizers of the 
time-independent problem was carried out by Lin et al. [15].

Despite the problems (1.1) and (1.7) are introduced from different physical moti-
vations, the system (1.1) provides a special, but concrete and physical relevant, 
example to the system (1.7). Therefore, our work can be viewed as a first attempt on 
the rigorous analysis for the asymptotic limit � → 0 for the general time-dependent 
problem (1.7).

Indeed, since a symmetric traceless 3 × 3 matrix � can be regarded as a vector 
with five independent variables, the problem (1.1) can be viewed as a special case of 
(1.7), where k = 5 , and the bulk energy density F attains its minimum at u = 0 and 
a two-dimensional sub-manifold   . Although the dimension k and the energy func-
tion F are specified, the main important feature of the problem (1.7) is still kept: the 
minimum of F are attained not just at isolated points but at a point and a manifold. 
This fact induces a non-trivial dynamics, i.e., a harmonic map heat flow into   , in 
one bulk region. As we will show, the high dimensionality of the minima manifolds 
will bring some serious difficulties into our problem. Therefore, understanding the 
dynamics of isotropic–nematic interface will shed light on the Rubinstein–Stern-
berg–Keller problem (1.7) with general F(u).

1.3 � Main Results

We consider the whole space case Ω = ℝ
3 or the periodic domain case Ω = �

3.
Let (�,Γ) be a smooth solution to the system (1.4). For t ∈ [0, T] , we set 

Γt = Γ × {t} . Let �0 ≤ min{1∕2, (2‖Γt‖C2 )−1} , and for � ≤ �0 , we define

We can extend � to be a smooth direction field in Γt(�).
Let �(x, t) be the signed distance to Γt . Then, we have

Since Γt evolves according to the mean curvature, we have

We also introduce

Our first result is the existence of approximated solutions to (1.1) up to arbitrary 
order of � , which is based on the matched asymptotic method.

Theorem  1.1  Given a smooth solution (�,Γ) in Ω+ × [0, T] to (1.4); then, for any 
k ∈ ℕ , there exists an approximate solution �[k](x, t) which is close to s+(�� −

1

3
�) 

and 0 in Ω+�Γ(�) and Ω−�Γ(�) , respectively, and satisfies

Γt(�) =
{
x ∶ dist((x, t), Γ) ≤ �

}
.

Γt(�) =
{
x ∈ Ω ∶ |�(x, t)| ≤ �

}
, t ∈ [0, T].

(1.8)�t − Δ� = 0 on Γ.

Γ(𝛿) = Γt(𝛿) × [0, T], Ω±
t
= {x ∈ Ω ∶ 𝜑(x, t) ≷ 0}, Ω± = Ω±

t
× [0,T], t ∈ [0,T].
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where

In what follows, we let ��

A
= �[k] be the approximated solution. To estimate the 

error between the real solution and the approximate solution, the most key ingredi-
ent is to establish the following spectral condition of a linearized operator.

Theorem 1.2  (Spectral condition) There exists a positive constant C independent of 
� and t ∈ [0, T] , such that

for any traceless and symmetric 3 × 3 matrix � . Here, ��

A
� is defined in (2.9).

With the help of the spectral condition, we can estimate the error between the real 
solution and the approximate solution.

Theorem 1.3  Assume that k ≥ 10 and

for some positive constant c. Then, there exists a positive constant C > 0 independ-
ent of � , such that

In particular, there holds

As a corollary of Theorem 1.3, we have the following.

(1.9)�t�
[k] = Δ�[k] −

1

�2
f (�[k]) +ℜ�

k
, (x, t) ∈ Ω × (0, T),

ℜ�

k
= O(�k−1).

(1.10)
�
Ω

(
|∇�|2 + �

−2(��

A
� ∶ �)

)
dx ≥ −C

�
Ω

|�|2dx,

(1.11)‖��(x, 0) −��

A
(x, 0)‖H2(Ω) ≤ c�9

sup
0≤t≤T �Ω

|(�� −��

A
)(x, t)|2dx ≤ C�18,

sup
0≤t≤T �Ω

|∇(�� −��

A
)(x, t)|2dx ≤ C�12,

sup
0≤t≤T �Ω

|Δ(�� −��

A
)(x, t)|2dx ≤ C�6.

‖‖�� −��

A
‖‖L∞(Ω×(0,T))

≤ C�3.
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Corollary 1.4  There exists a positive constant C > 0 independent of � such that

where and in what follows � ∈ C∞(ℝ) is a cut-off function satisfying � = 0 in 
(−∞,−1) ∪ (1,+∞) and � = 1 in (− 1

2
,
1

2
), and s(z) is defined by (6.1) in “Appendix 

1”, and �(1) is defined in (2.2).

Remark 1.5  In Theorem  1.1, we construct an explicit approximate solution to (1.1) 
around the local smooth solution of the system (1.4) by assuming the latter exists. 
The well-posedness of the system (1.4) will be studied in a future work.

1.4 � Sketch of the Proof

The proof is based on the asymptotic expansion method. This method has been used 
to rigorously justify the hydrodynamic limit of the Boltzmann equation [6] and other 
singular limits in various problems, and developed by several authors to study the 
sharp interface limit of diffuse interface models such as the Allen–Cahn equation [9] 
and Cahn–Hilliard equations [1]. The proof consists of three steps: the construction 
of approximated solutions based on smooth solutions of the limit system; the spec-
tral estimate for the linearized system around the approximated solution; and suit-
able energy estimates for the remainder terms. There are some new complexities or 
difficulties when we applied this scheme to the isotropic–nematic interface problem.

First of all, to construct the approximate solution, we have to deal with the degen-
eracy of the linearized operator, not only in the inner region but also in the outer 
region, when we solve the corrective solution of each order. To overcome this dif-
ficulty, we need to split the corrective solution into two parts: the kernel part and 
the out-of-kernel part, and solve them separately. In contrast, the linearized operator 
in outer region is always invertible in the Allen–Cahn or Cahn–Hilliard problem. 
More importantly, to match these approximated solutions, we have to solve a much 
more complicated and subtle coupling system in the bulk region and on the sharp 
interface.

The most difficult part is to prove an uniform-in-� lower bound estimate for the 
first eigenvalue of the linearized operator:

around the approximate solution ��

A
= �[k] . Since the operator acts on a matrix-val-

ued function, the methods in [9] or [8] which involves the Hopf maximum principle 
and the Harnack inequality may not work directly. Our proof consists of two parts: 
estimate the linearized operator with ��

A
 replaced by the leading order term �(0) , and 

exclude the singular effect coming from the first correction term �(1).

(1.12)

‖‖‖‖�
� −

(
�

(
�

�

)
s
(
�

�
+ �

(1)
)
+

(
1 − �

(
�

�

))
�{(x,t)∈Ω+}s+

)(
�� −

1

3
�

)‖‖‖‖L∞(Ω×(0,T))

≤ C�,

−Δ� + �
−2��

A
�
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For the first part, our key observation is that, by introducing a suitable decompo-
sition, we can reduce the problem to analyzing the spectrum of two one-dimensional 
linear operators acting on scalar functions [see 0 defined in (3.1) and 1 defined in 
(3.2)]. These two operators come from the kernel space of the linearized operator 
in the inner region. The first one 0 corresponds to the translational invariance of 
the linearized operator, which has been studied by [8]. The second one 1 , which 
is new, corresponds to the rotational invariance due to the rotational symmetry of 
the minimum manifold   . It seems difficult to use the methods in [8] or [9] to ana-
lyze 1 , since its potential degenerates at x = +∞ . To overcome this difficulty, we 
employ a new method which does not need to use the Hopf maximum principle and 
the Harnack inequality. In addition, this method also works on the spectral analysis 
of 0 , and thus, we present a new proof of Lemma 2.1 in [8]. In addition, a little bit 
surprisingly, the homogeneous Neumann boundary condition on Γ in (1.4) plays an 
important role in estimating the crossing terms (see Sects. 4.2 and 4.3).

For the second part, the key observation is that the singular effect arising form 
the first correction term �(1) can be excluded by a cancellation relation between the 
leading order term �(0) and the first correction term �(1) (see (6.14) and Sect. 4.4).

Finally, we can follow the method in [1] and [9] to estimate the error �� −��

A
 . 

Here, we use a direct and simple way; that is, estimate the following energy:

with

for m = 9 . The reasons for taking m = 9 and choosing the above � powers in the 
energy come from the detailed computations in Sect . 5.

Notations. For any two vectors � = (m1,m2,m3), � = (n1, n2, n3) ∈ ℝ
3 , we denote 

the tensor product by �⊗ � = [minj], 1 ≤ i, j ≤ 3 . In the sequel, we use �� to 
denote �⊗ � for simplicity when no ambiguity is possible. For any two tensors A 
and B, A : B denotes Tr(AB) = AijBji and |A|2 = A ∶ A . The divergence of a tensor is 
defined by ∇ ⋅ A = �jAij.

2 � Construction of the Approximated Solutions

For the diffuse interface models, the solutions behave differently in regions near 
and away from the interface. To avoid the complicated calculations near the inter-
face, we choose the method of asymptotic matching introduced in [1] rather than 
using a local parameterization of the interface as in [9] to construct the approximate 
solution.

(1.13)

(t) =
1

2 �
Ω

|��

R
|2(x, t)dx + �6

2 �
Ω

|∇��

R
|2(x, t)dx + �12

2 �
Ω

|Δ��

R
|2(x, t)dx,

(1.14)��

R
≜

�� −��

A

�m
,
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In the region Ω± ⧵ Γ(�∕2) away from the interface, which is called outer region, 
we make the following expansion:

and seek the solution of the form:

where k is to be determined.
While, in Γ(�) called inner region, we perform inner expansion in Γ(�) . Let Γ� be 

the smooth interface centered in the transition region and �� be the signed distance 
function to Γ� . Due to �� varies rapidly from Ω+ to Ω− , we introduce a fast variable 
z =

��

�
 and conduct the following expansions:

where �(0)(x, t) ≜ �(x, t).
In the overlapped region Γ(�) ⧵ Γ(�∕2) = (Ω ⧵ Γ(�∕2)) ∩ Γ(�) , two kinds of solu-

tions in outer expansion and inner expansion should be a good approximation, and 
thus, they have to be almost the same. This gives a matching condition or a “boundary 
condition” for �(i)

I
(z, x, t) , that is

In Γ(�) , we then truncate �� and seek the solution of the form:

with

Then, we define the approximate solution

where

and recall that � ∈ C∞(ℝ) is a cut-off function satisfying � = 0 in 
(−∞,−1) ∪ (1,+∞) and � = 1 in (− 1

2
,
1

2
).

�� = �(0)
±
(x, t) + ��(1)

±
(x, t) +⋯ + �

k�(k)
±
(x, t) +⋯+

(2.1)�[k]
±

= �(0)
±
(x, t) + ��(1)

±
(x, t) +⋯ + �

k�(k)
±
(x, t),

(2.2)�
� = �

(0)(x, t) + ��
(1)(x, t) +⋯ + �

k
�
(k)(x, t) +⋯ ,

(2.3)�� = �
(0)

I
(z, x, t) + ��

(1)

I
(z, x, t) +⋯ + �

k�
(k)

I
(z, x, t) +⋯ ,

(2.4)�
(i)

I
(±∞, x, t) = �(i)

±
(x, t), i = 0, 1,… .

(2.5)

�
[k]

I
(x, t) = �

(0)

I

(
�[k]

�
, x, t

)
+ ��

(1)

I

(
�[k]

�
, x, t

)
+⋯ + �

k�
(k)

I

(
�[k]

�
, x, t

)
,

�
[k](x, t) = �

(0)(x, t) + ��
(1)(x, t) +⋯ + �

k
�
(k)(x, t).

(2.6)�[k] = (1 − �(�∕�))�
[k]

O
+ �(�∕�)�

[k]

I
,

�
[k]

O
= �{(x,t)∈Ω+}�

[k]
+ + �{(x,t)∈Ω−}�

[k]
−
,
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2.1 � Outer Expansion

We introduce the notations

We perform outer expansion in the Ω± rather than Ω± ⧵ Γ(�∕2) using the Hilbert 
expansion method as in [23, 24]. In Ω± , we assume that

where �(i)
± (x, t) are smooth functions which are independent of � . Then, we have

where

Equating the O(�k)(k ≥ −2) system in (1.1) yields that

(2.7)�(�1,�2) ∶= b
(
2

3
�(�1 ∶ �2) −�1�2 −�2�1

)
,

(2.8)�(�1,�2,�3) ∶= c
(
�1(�2 ∶ �3) +�2(�1 ∶ �3) +�3(�1 ∶ �2)

)
,

(2.9)�0
�1 ∶= a�1 + �(�1,�0) + �(�1,�0,�0).

�� = �(0)
±
(x, t) + ��(1)

±
(x, t) +⋯ + �

k�(k)
±
(x, t) +⋯ ,

(2.10)f (��) = f (�(0)
±
) + �±�

(1)
±

+
∑
k≥2

�
k
(
±�

(k)
±

+ �(k−1)
±

+ �(k−1)
±

)
,

(2.11)±� = 
�

(0)
±
�,

(2.12)�(k−1)
±

=
1

2

k−1∑
i=1

�
(
�(i)

±
,�(k−i)

±

)
,

(2.13)

�(k−1)
±

=

k−1∑
i=1

�
(
�(i)

±
,�(k−i)

±
,�(0)

±

)
+ c

∑
1 ≤ i, j ≤ k − 1, i + j ≤ k − 1

�
(k−i−j)
±

(
�(i)

±
∶ �

(j)
±

)
.

(2.14)O(�−2) ∶ f
(
�(0)

±

)
= 0,

(2.15)O(�−1) ∶ ±�
(1)
±

= 0,

(2.16)O(�k)(k ≥ 0) ∶ ±�
(k+2)
±

=
��

(k)
±

�t
− Δ�(k)

±
− �(k+1)

±
− �(k+1)

±
.
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2.1.1 � Solving �(0)

+  and �(k)
−
(k ≥ 0)

Equation (2.14) implies that �(0)
±  is a critical point of the bulk energy F(�) . Thus, we 

may take

Since �− = 0 exactly solves (1.1), we can simply take

Therefore, we only need to show how to determine �(i)
+  in Ω+ for i ≥ 1.

Using (2.17), the linearized operator + can be written as follows:

We need the following lemma from [23].

Lemma 2.1 

	 (i)	 Ker+ = {��⟂ + �⟂� ∶ �⟂ ∈ ��} with �� ≜ {�⟂ ∶ �⟂ ⋅ � = 0}.
	 (ii)	 +  i s  a  o n e - t o - o n e  m a p p i n g  o n  

(
Ker+

)⟂ ;  h e r e , (
Ker+

)⟂
≜ {� ∶ (� ∶ ��⟂ + �⟂�) = 0,∀�⟂ ∈ ��} is the orthogonal com-

plement of Ker+ . Moreover, the inverse operator

To solve �(i)
+  in Ω+ for i ≥ 1 from (2.16), we first introduce the decomposition:

and then solve �(i)

⊤
 , �(i)

⊥
 separately. To this end, we further introduce the orthogonal 

basis:

where �,� are smooth unit vectors, which together with � form an orthogonal coor-
dinate frame. It is easy to see that �1,�2 ∈ Ker + and �0,�3,�4 ∈ (Ker +)

⊥ . 
Thus, one may decompose �⊥ and �⊤ as follows:

(2.17)�
(0)
+ (x, t) = s+

(
�(x, t)�(x, t) −

1

3
�

)
, �(0)

−
= 0.

�(1)
−

= �(2)
−

= ⋯ = �(k)
−

= 0 in Ω−.

(2.18)

+� = bs+

(
� − �� ⋅� −� ⋅ �� +

2

3
(�� ∶ �)�

)
+ 2cs2

+

(
�� −

1

3
�

)
(�� ∶ �).

(2.19)

−1
+
� =

1

bs+

(
� − �� ⋅� −� ⋅ �� +

2

3
(�� ∶ �)�

)
+

14

bs+

(
�� −

1

3
�

)
(�� ∶ �).

(2.20)
�

(i)
+ = �

(i)

⊤
+ �

(i)

⊥
, �

(i)

⊤
∈ Ker +, �

(i)

⊥
∈ (Ker +)

⊥, for i = 1, 2,… ,

�0(x, t) =
(
�� −

1

3
�

)
, �1(x, t) = (�� + ��), �2(x, t) = (�� +��),

�3(x, t) = (�� + ��), �4(x, t) = (�� −��),
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Remark 2.2  In some situations, even though � is smooth, we may not able to find 
corresponding smooth unit vector fields �,� . Therefore, we assume this to ensure the 
existence of smooth orthogonal basis �0–�4.

2.1.2 � Solving �(2)

⊥
 and (p11, p12)

From Eq. (2.15) and Lemma 2.1, we know that �(1)
+ ∈ Ker + . Thus

Let us define two linear operators

Lemma 2.3  If � ∈ Ker +, then +�, +� ∈ (Ker +)
⊥.

Proof  If suffices to prove that for �1,�2 ∈ Ker + , +�1 ∶ �2 = +�1 ∶ �2 = 0. As 
�

(1)
+ ,�1,�2 ∈ Ker + , we may assume that

Then, it is easy to verify that +�1 ∶ �2 = 0 and

	�  □

From (2.12)–(2.13) for k = 2 , we have

Thus, by (2.16) for k = 0 , we get

As +�
(2)

⊥
,+�

(1)
+ ,+�

(1)
+ ∈ (Ker +)

⊥ , we have

(2.21)�
(i)

⊥
(x, t) = pi0(x, t)�0(x, t) + pi3(x, t)�3(x, t) + pi4(x, t)�4(x, t),

(2.22)�
(i)

⊤
(x, t) = pi1(x, t)�1(x, t) + pi2(x, t)�2(x, t).

(2.23)�
(1)

⊥
= 0, �

(1)
+ (x, t) = �

(1)

⊤
(x, t) = p11(x, t)�1(x, t) + p12(x, t)�2(x, t).

(2.24)+� = �

(
�

(1)
+ ,�

)
, +� = �

(
�

(1)
+ ,�

(0)
+ ,�

)
.

�
(1)
+ = ��0 +�0�, �1 = ��1 +�1�, �2 = ��2 +�2�, where �0,�1,�2⊥�.

+�1 ∶ �2 = −2b(�0�1 +�1�0) ∶ (��2 +�2�) = 0.

�
(1)
+ =

1

2
+�

(1)
+ , �

(1)
+ =

1

2
+�

(1)
+ .

(2.25)+�
(2)

⊥
=

𝜕�
(0)
+

𝜕t
− Δ�

(0)
+ −

1

2
+�

(1)
+ −

1

2
+�

(1)
+ .
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This is a compatibility condition on the solvability of (2.25), which can be ensured 
if we choose �(x, t) solving the heat flow (1.4). Using the invertibility of + in 
(Ker +)

⊥ , we can write

here, �1 depends on �(0)
+  and �(1)

+ .
From (2.16) for k = 1 , we have

This leads to the following compatibility condition for �(1)

⊤
 (recall �(1)

⊥
= 0):

Substituting (2.26) into 2.28 gives an equation for �(1)

⊤
:

To solve the system, we have to know the boundary conditions for �(1)

⊤
 on Γ , which 

will be fixed in the next section by matching the outer and inner expansions.

𝜕�
(0)
+

𝜕t
− Δ�

(0)
+ ∈ (Ker +)

⊥.

(2.26)�
(2)

⊥
= −1

+

(
𝜕�

(0)
+

𝜕t
− Δ�

(0)
+ −

1

2
+�

(1)

⊤
−

1

2
+�

(1)

⊤

)
=∶ −1

+
�1;

(2.27)+�
(3)

⊥
=

𝜕�
(1)
+

𝜕t
− Δ�

(1)
+ − +�

(2)
+ − +�

(2)
+ .

(2.28)
𝜕t�

(1)

⊤
− Δ�

(1)

⊤
− +�

(2)

⊥
− +�

(2)

⊥
= +�

(3)

⊥
+ +�

(2)

⊤
+ +�

(2)

⊤
∈ (Ker +)

⊥.

(2.29)

�tp11 − Δp11 = p11

(
1

2

(
Δ�1 ∶ �1

)
+ b(�� + ��) ∶ −1

+

(
�t�

(0)
+ − Δ�

(0)
+

))

+ p12

(
1

2

(
Δ�2 ∶ �1

)
+ b

(
�� ∶ −1

+

(
�t�

(0)
+ − Δ�

(0)
+

))
− �t� ⋅ �

)

+ 2(∇p12 ⋅ ∇)� ⋅ � − 4cp11(p
2
11
+ p2

12
),

(2.30)

�tp12 − Δp12 = p12

(
1

2

(
Δ�2 ∶ �2

)
+ b(�� +��) ∶ −1

+

(
�t�

(0)
+ − Δ�

(0)
+

))

+ p11

(
1

2

(
Δ�1 ∶ �2

)
+ b

(
�� ∶ −1

+

(
�t�

(0)
+ − Δ�

(0)
+

))
− �t� ⋅�

)

+ 2(∇p11 ⋅ ∇)� ⋅� − 4cp12(p
2
11
+ p2

12
).
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Once �(1)

⊤
 is solved, then �(2)

⊥
 is solved by (2.26). In addition, we know from (2.27) 

and (2.28) that

and here, �2 depends on �(0)
+ ,�

(1)
+  and �(2)

+  . Note that �(2)

⊤
 is still unknown which 

will be solved in the next step.

2.1.3 � Solving �(i+1)

⊥
 and (pi1, pi2) (i ≥ 2)

Let us assume that �(j)

⊤
,�

(j+1)

⊥
(1 ≤ j ≤ i − 1) have been determined for i ≥ 2 , and

Here, �i depends on 
{
�

(j)

+

}j=i

j=0
 . Then, we can write

with �(i) = �(i)(�
(0)
+ ,�

(1)
+ ,… ,�

(i−1)
+ ,�

(i)

⊥
).

We will show how to solve �(i)

⊤
 and �(i+1)

⊥
 . First of all, we may write

where �̃(i) only depends on �(0)
+ ,�

(1)
+ ,… ,�

(i)
+  . Similarly, we may write

(2.31)

�
(3)

⊥
= −1

+

(
𝜕t�

(1)
+ − Δ�

(1)
+ − +�

(2)
+ − +�

(2)
+

)

= −1
+

(
−+�

(2)

⊤
− +�

(2)

⊤
+ 𝜕t�

(1)
+ − Δ�

(1)
+ − +�

(2)

⊥
− +�

(2)

⊥

)

=∶ −1
+
�2,

(2.32)�
(i+1)

⊥
= −1

+

(
𝜕�

(i−1)
+

𝜕t
− Δ�

(i−1)
+ − �

(i)
+ − �

(i)
+

)
=∶ −1

+
�i.

(2.33)�
(i+1)

⊥
=−1

+

(
−+�

(i)

⊤
− +�

(i)

⊤
+ �(i)

)

�
(i+1)
+ = +�

(i+1)
+ + b

(
1

3
�

∑
2 ≤ j ≤ i

(�
(j)

+ ∶ �
(i+2−j)

+ ) −
∑

2 ≤ j ≤ i

�
(j)

+ �
(i+2−j)

+

)

= +�
(i+1)

⊤
+ +�

(i+1)

⊥
+ �̃(i),

�
(i+1)
+ = +�

(i+1)

⊤
+ +�

(i+1)

⊥
+ �̃(i),
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where �̃(i) = �̃(i)(�
(0)
+ ,�

(1)
+ ,… ,�

(i)
+ ) . Then, from (2.16), we have

which leads to the following compatibility condition for �(i)

⊤
:

This defines an equation for �(i)

⊤
 in terms of pi1 and pi2 in Ω+ . Together, with bound-

ary conditions on Γ for pi1 and pi2 , which will be specified in next section, we can 
solve �(i)

⊤
 . Once �(i)

⊤
 is determined, we can solve �(i+1)

⊥
 according to (2.33).

2.2 � Inner Expansion

In this subsection, we perform inner expansion (2.3) in Γ(�) . More precisely, we show 
how to construct a family of functions:

such that

is a good approximation of �� in Γ(�)
One can easily find from the fact |∇��|2 = 1 that

+�
(i+2)
+ = 𝜕t�

(i)

⊤
− Δ�

(i)

⊤
− +�

(i+1)

⊤
− +�

(i+1)

⊤
− +�

(i+1)

⊥
− +�

(i+1)

⊥

+ 𝜕t�
(i)

⊥
− Δ�

(i)

⊥
− �̃(i) − �̃(i)

= 𝜕t�
(i)

⊤
− Δ�

(i)

⊤
− +�

(i+1)

⊤
− +�

(i+1)

⊤
+ (+ + +)

−1
+
(+ + +)�

(i)

⊤

+ 𝜕t�
(i)

⊥
− Δ�

(i)

⊥
− �̃(i) − �̃(i) − (+ + +)

−1
+
�(i),

(2.34)
𝜕t�

(i)

⊤
− Δ�

(i)

⊤
+ (+ + +)

−1
+
(+ + +)�

(i)

⊤
+ 𝜕t�

(i)

⊥
− Δ�

(i)

⊥
− �̃(i) − �̃(i)

− (+ + +)
−1
+
�(i) = +�

(i+2)
+ + +�

(i+1)

⊤
+ +�

(i+1)

⊤
∈ (Ker +)

⊥.

�
(0)(x, t), �(1)(x, t),… ,�(k)(x, t),

�
(0)

I
(z, x, t), �

(1)

I
(z, x, t),… ,�

(k)

I
(z, x, t),

�
[k]

I
(x, t) = �

(0)

I

(
1

�
�
[k](x, t), x, t

)
+ ��

(1)

I

(
1

�
�
[k](x, t), x, t

)
+⋯ + �

k�
(k)

I

(
1

�
�
[k](x, t), x, t

)

(2.35)∇�(0) ⋅ ∇�(i) =

⎧
⎪⎪⎨⎪⎪⎩

1, i = 0;

0, i = 1;

−
1

2

i−1∑
j=1

∇�(j) ⋅ ∇�(i−j), i ≥ 2.
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The truncated function �[k](x, t) is no longer a distance function, as |∇�[k]| ≠ 1 
(although it is small). Nevertheless, �[k](x, t) is the kth approximation of the signed 
distance function from x to the interface Γk

t
≜ {x ∶ �[k](x, t) = 0} . Actually, we have 

the following lemma.

Lemma 2.4  Let 0 ≤ i ≤ k . For every fixed t ∈ [0, T] , let rt(x) be the signed distance 
from x to Γi

t
 . Then, for small �,

Proof  Noting that |∇�[i]|2 = 1 + O(�i+1) ; then, for small � , one gets

and

Choosing x0 ∈ Γi , i.e., rt(x0) = �[i](x0, t) = 0 , then

here, C is independent of t ∈ [0, T] and small � . 	�  □

Motivated by [1], we modify the system (1.1) in the inner region as follows:

where

and � ∈ C3(ℝ) ∶ ℝ → ℝ is a function related the leading order profile of � in the 
inner region. In particular, �(z) satisfies

(2.36)‖‖rt(x) − �
[i](x, t)‖‖C1(Γt(�))

= O(�i+1).

|∇�[i]| = 1 + O(�i+1)

|∇rt(x) − ∇�[i](x, t)|2 = |∇rt(x)|2 − 2∇�[i](x, t) ⋅ ∇rt(x) + |∇�[i](x, t)|2
= 1 − 2|∇�[i](x, t)| + |∇�[i](x, t)|2
=
(
1 − |∇�[i](x, t)|)2 = O(�2(i+1)).

|r
t
(x) − �

[i](x, t)| = |r
t
(x) − �

[i](x, t) − r
t
(x0) + �

[i](x0, t)|

=
||||�

1

0

(
∇r

t
(t�x + (1 − t

�)x0) − ∇�[i]
(
(t�x + (1 − t

�)x0), t
))

⋅ (x − x0)dt
�
||||

≤ C�
i+1

;

(2.37)��

t
= Δ�� − �

−2f (��) + �
−1��

�
�(�� − �z),

��(x, t) =

∞∑
m=0

�
m�(m)(x, t),

(2.38)�(z) = 0 if z ≤ s−1(s+∕5), �(z) = 1 if z ≥ s−1(4s+∕5),
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where the monotonic function s(z) is given by (2.50). Such a function �(z) will be 
constructed in Lemma 6.2.

Remark 2.5  Due to z = ��

�
 in (2.37), we have ��� �(�� − �z) = 0, and thus, we do not 

change the system (1.1). However, the equations for �(i)

I
(i ≥ 1) have been changed 

in order that �(i)

I
(i ≥ 1) are solvable in our framework. More importantly, the 

matching condition (2.4) and the cancellation property (6.14) could hold.

2.2.1 � The Leading Order �(0)

I

For k ≥ 2 , let

Then, we have

Notice that

and define

(2.39)
�
ℝ

�
��s�dz = 0,

∫
ℝ
� �sdz

∫
ℝ
� �s�dz

−
s2
+

2 ∫
ℝ
(s�)2dz

= 0,

(2.40)�
(k−1)

I
= b

⎛⎜⎜⎜⎝
1

3
�

�
1 ≤ i ≤ k − 1

(�
(i)

I
∶ �

(k−i)

I
) −

�
1 ≤ i ≤ k − 1

�
(i)

I
�

(k−i)

I

⎞⎟⎟⎟⎠
,

(2.41)

�
(k−1)

I
= c

⎛
⎜⎜⎜⎝
2

�

1 ≤ i ≤ k − 1

�
(i)

I
(�

(0)

I
∶ �

(k−i)

I
) +

�

1 ≤ i, j ≤ k − 1, i + j ≤ k

�
(k−i−j)

I
(�

(i)

I
∶ �

(j)

I
)

⎞
⎟⎟⎟⎠
.

(2.42)f (��) = f (�
(0)

I
) + �

�
(0)

I

�
(1)

I
+
∑
k≥2

�
k
(


�
(0)

I

�
(k)

I
+ �

(k−1)

I
+ �

(k−1)

I

)
.

(2.43)

�
t
�� − Δ�� = −�−2�

zz
�

(0)

I
− �

−1
(
�
zz
�

(1)

I
+ �

z
�

(0)

I

(
Δ�(0) − �

t
�
(0)
)
+ 2∇

x
�
z
�

(0)

I
⋅ ∇�(0)

)

−
∑
k≥0

�
k

(
�
zz
�

(k+2)

I
+

∑
0≤i≤k+1

(
�
z
�

(i)

I

(
Δ�(k+1−i) − �

t
�
(k+1−i)

)

+2∇
x
�
z
�

(i)

I
⋅ ∇�(k+1−i)

)
+ Δ�

(k)

I
− �

t
�

(k)

I

)
,
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and here, we used the notation d
2

dz2
 , since (x, t) is seen as a fixed parameter when we 

solve �(i)

I
(i = 1, 2,…) . Then, we have the following systems for order �−2, �−1 and 

�k (k ≥ 0) , respectively:

Now, we seek the solution �(i)

I
(i = 0, 1,…) , which take the form:

where

First of all, the leading order Eq. (2.44) has an explicit solution

where s(z) is defined by (6.1). Obviously, we have

I�(z) ∶= −�zz� +
�

(0)

I

� = −
d2

dz2
� +

�
(0)

I

�, z ∈ (−∞,+∞),

(2.44)�zz�
(0)

I
= f (�

(0)

I
),

(2.45)I�
(1)

I
= �z�

(0)

I
(Δ�(0) − �t�

(0)) + 2∇�z�
(0)

I
⋅ ∇�(0) + �

(0)�(0)
�
�,

(2.46)


I
�

(k+2)

I
= �

z
�

(0)

I

(
Δ�(k+1) − �

t
�
(k+1)

)
+ 2∇�

z
�

(0)

I
⋅ ∇�(k+1) + �

(k+1)�(0)
�
�

+ �
z
�

(k+1)

I

(
Δ�(0) − �

t
�
(0)
)
+ 2∇�

z
�

(k+1)

I
⋅ ∇�(0) + �

(0)�(k+1)
�
�

+
∑
1≤i≤k

(
�
z
�

(i)

I
(Δ�(k+1−i) − �

t
�
(k+1−i)) + 2∇�

z
�

(i)

I
⋅ ∇�(k+1−i) + �

(i)�(k+1−i)
�
�
)

+ Δ�
(k)

I
− �

t
�

(k)

I
− �

(k+1)

I
− �

(k+1)

I
−�(k)

�
�
z.

(2.47)�
(i)

I
(z, x, t) = �

(i)

I,⊥
(z, x, t) +�

(i)

I,⊤
(z, x, t),

(2.48)�
(i)

I,⊥
(z, x, t) = si0(z, x, t)�0 + si3(z, x, t)�3 + si4(z, x, t)�4,

(2.49)�
(i)

I,⊤
(z, x, t) = si1(z, x, t)�1 + si2(z, x, t)�2.

(2.50)�
(0)

I
(z, x, t) = s(z)�0 = s(z)

(
�(x, t)�(x, t) −

1

3
�

)
,

(2.51)�
j
z
�
l
x
�
m
t

�
�

(0)

I
(±�z�, x, t) −�(0)

±
(x, t)

�
= O

�
e−

√
a�z�

�
, as �z� → +∞,
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for all j, l,m ≥ 0 . In fact, we only need j, l,m ≤ k for some fixed k depending on the 
actual order of expansion.

In what follows, we derive the compatibility conditions for solving �(1)

I
 and �(2)

I
.

2.2.2 � Compatibility Condition for Solving �(1)

I

For (x, t) ∈ Γ(�) , noting that (∇� ⋅ ∇)� ⋅ � = 0 , let

In addition, we choose

and substitute (2.50) into (2.45), and then, the right-hand side of (2.45) can be writ-
ten as follows:

In addition, one has

Accordingly, (2.45) is reduced to

Here and in what follows, for a function s̃ = s̃(z, x, t) , we write 𝜕zs̃ as s̃′ for simplicity.
We denote

(2.52)∇∇�� ∶= (∇� ⋅ ∇)� = �1(x, t)�(x, t) + �2(x, t)�(x, t).

�(0)(x, t) =g00(x, t)�0 + g01(x, t)�1 + g02(x, t)�2,

((
Δ� − �t

)
s� + g01��

�
)
�0 + (2s��1 + ��

�g01)�1 + (2s��2 + ��
�g02)�2,

(2.53)


�

(0)

I

�
(1)

I
=

(
a +

2b

3
s +

2c

3
s2
)
�

(1)

I
− bs

(
�� ⋅�

(1)

I
+�

(1)

I
⋅ ��

)

+ 2
(
cs2�� +

1

3

(
bs − cs2

)
�

)(
�� ∶ �

(1)

I

)

=

(
a −

2b

3
s + 2cs2

)
s11�0 +

(
a −

b

3
s +

2c

3
s2
)(

s12�1 + s13�2

)

+

(
a +

2b

3
s +

2c

3
s2
)(

s13�3 + s14�4

)
.

(
−s��

10
+

(
a −

2b

3
s + 2cs2

)
s10

)
�0

+

(
−s��

11
+

(
a −

b

3
s +

2c

3
s2
)
s11

)
�1 +

(
−s��

12
+

(
a −

b

3
s +

2c

3
s2
)
s12

)
�2

+ (−s��
13
�3 − s��

14
�4) +

(
a +

2b

3
s +

2c

3
s2
)(

s13�3 + s14�4

)

=
((
Δ� − �t

)
s� + g01��

�
)
�0 + (2s��1 + ��

�g01)�1 + (2s��2 + ��
�g02)�2.

(2.54)

�(s) = a −
2b

3
s + 2cs2, �(s) = a −

b

3
s +

2c

3
s2, �(s) = a +

2b

3
s +

2c

3
s2.



160	 M. Fei et al.

1 3

Combining with (2.4) ( i = 1 ), we obtain the following equations for (x, t) ∈ Γ(�):

with

To solve {s1j} (j = 0,… , 4) , we need to study the solutions to the following ODEs in 
ℝ for fixed (x, t) ∈ Γ(�) :

We present the following lemmas on the solvability of (2.59)–(2.61), which will be 
proved in “Appendix 1”.

Lemma 2.6  If the following decay conditions:

with some k ∈ ℕ and the compatibility condition

hold, then (2.59) has a unique bounded solution, such that s0(0, x, t) = 1 and

(2.55)−s��
10
+ �(s(z))s10 =

(
Δ� − �t

)
s� + g00��

�,

(2.56)−s��
1j
+ �(s(z))s1j = 2s��j + g0j��

�, for j = 1, 2,

(2.57)−s��
1j
+ �(s(z))s1j = 0, for j = 3, 4,

(2.58)
s1j(±∞, x, t) = 0, j = 0, 3, 4; s1j(−∞, x, t) = 0, s1j(+∞, x, t) = p1j(x, t), j = 1, 2.

(2.59)−s��
0
(z, x, t) + �(s(z))s0(z, x, t) = f0(z, x, t),

(2.60)−s��
1
(z, x, t) + �(s(z))s1(z, x, t) = f1(z, x, t),

(2.61)−s��
2
(z, x, t) + �(s(z))s2(z, x, t) = f2(z, x, t).

(2.62)||�jz�lx�mt
(
f0(z, x, t) − f +

0
(x, t)

)|| ≤ C|z|k(s+ − s(z)
)
, for z → +∞,

(2.63)||�jz�lx�mt f0(z, x, t)|| ≤ C|z|ks(z), for z → −∞

(2.64)
∫

+∞

−∞

f0(z, x, t)s
�(z)dz = 0

(2.65)||�jz�lx�mt
(
s0(z, x, t) − s+

0
(x, t)

)|| ≤ C|z|k+1(s+ − s(z)
)
, for z → +∞,

(2.66)||�jz�lx�mt s0(z, x, t)|| ≤ C|z|k+1s(z), for z → −∞,
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where j, l,m = 0, 1,… , C > 0 is independent of z,  x,  t and s+
0
(x, t) =

f+
0
(x,t)

a
 . More 

concretely, we have

Lemma 2.7  If the following decay conditions:

with some k ∈ ℕ and the compatibility condition

hold, then for any given s+
1
(x, t) , (2.60) has a unique bounded solution, such that

where j, l,m = 0, 1,… , C > 0 is independent of z, x, t. More concretely, we have

Lemma 2.8  If the following decay conditions:

with some k ∈ ℕ hold, then (2.61) has a unique bounded solution, such that

(2.67)s0(z, x, t) =
s�(z)

s�(0)
+ s�(z)

∫

z

0

(s�(�))−2
∫

+∞

�

f0(�, x, t)s
�(�)d�d�.

(2.68)||�jz�lx�mt f1(z, x, t)|| ≤ C|z|k(s+ − s(z)
)
, for z → +∞,

(2.69)||�jz�lx�mt f1(z, x, t)|| ≤ C|z|ks(z), for z → −∞

(2.70)
∫

+∞

−∞

f1(z)s(z)dz = 0

(2.71)||�jz�lx�mt
(
s1(z, x, t) − s+

1
(x, t)

)|| ≤ C|z|k+1||s+ − s(z)||, for z → +∞,

(2.72)||�jz�lx�mt s1(z, x, t)|| ≤ C|z|k+1s(z), for z → −∞,

(2.73)s1(z, x, t) =
s(z)s+

1
(x, t)

s+
− s(z)

∫

+∞

z

(s(�))−2
∫

+∞

�

f1(�, x, t)s(�)d�d�.

(2.74)||�jz�lx�mt
(
f2(z, x, t) − f +

2
(x, t)

)|| ≤ C|z|k(s+ − s(z)
)
, for z → +∞,

(2.75)||�jz�lx�mt f2(z, x, t)|| ≤ C|z|ks(z), for z → −∞
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where j, l,m = 0, 1,… and C > 0 is independent of z, x, t.

Remark 2.9  Lemma 2.6, with some slight differences, has been proved in Lemma 
4.1 in  [1]. In “Appendix 1”, we present a different proof, which can be applied to 
prove Lemma 2.7–2.8.

Obviously, the Eq. (2.57) have only trivial solution s13 = s14 = 0. To solve (2.55), we 
need to ensure the compatibility condition (2.64), which requires that for (x, t) ∈ Γ(�),

For (x, t) ∈ Γ , we have � = 0 , and thus

which is the evolution of the interface (1.8). In addition, g00 is determined as follows:

On the other hand, if we take g00 as in (2.78), then we can solve s10 using Lemma 2.6 
in the case of k = 0 . More concretely, we have

Accordingly, we get

The compatibility condition (2.70) for solving s11 and s12 implies that, for 
(x, t) ∈ Γ(�):

(2.76)
||||�

j
z
�
l
x
�
m
t

(
s2(z, x, t) −

f +
2
(x, t)

bs+

)|||| ≤ C|z|k+1(s+ − s(z)
)
, for z → +∞,

(2.77)||�jz�lx�mt s2(z, x, t)|| ≤ C|z|k+1s(z), for z → −∞,

∫
ℝ

((
Δ� − �t

)
(s�)2 + g00(x, t)�(x, t)�

�s�
)
dz = 0.

Δ� − �t = 0,

(2.78)g00(x, t) =

⎧⎪⎨⎪⎩

(�t−Δ�) ∫ℝ(s
�)2dz

� ∫
ℝ
� �s�dz

, (x, t) ∈ Γ(�)�Γ;

∫
ℝ
(s�)2dz

∫
ℝ
� �s�dz

�
∇� ⋅ ∇(�t − Δ�)

�
, (x, t) ∈ Γ.

(2.79)

s10(z, x, t) =
s�(z)

s�(0)
+ s�(z)

�

z

0

(s�(�))−2
�

+∞

�

((
Δ� − �t

)
s� + g00��

�

)
(�, x, t)s�(�)d�d�

≜
s�(z)

s�(0)
+ ŝ00(z, x, t).

(2.80)�
(1)

I,⊥
= s10�0.
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For (x, t) ∈ Γ , we have � = 0 , and then, �1 = �2 = 0 on Γ . Thus, we can derive that 
� should satisfy the Neumann condition on the sharp interface:

here, � = ∇� is the unit outer normal of Γ . We then determine g01 and g02 as follows:

for i = 1, 2.

2.2.3 � Compatibility Conditions for Solving �(2)

I

We first write (2.46) (k = 0) as follows:

where

Let

Then, one has, from the similar calculation in (2.53), that the system (2.83) com-
bined with (2.4)(i = 2 ) is reduced into the following five ODEs:

∫
ℝ

(
2�1s

�s + g01��
�s
)
dz = 0,

∫
ℝ

(
2�2s

�s + g02��
�s
)
dz = 0.

(2.81)� ⋅ ∇� = 0 on Γ;

(2.82)g0i(x, t) =

⎧
⎪⎨⎪⎩

−
�is

2
+

� ∫
ℝ
� �sdz

, (x, t) ∈ Γ(�)�Γ;

−
s2
+

∫
ℝ
� �sdz

(∇�i ⋅ ∇�), (x, t) ∈ Γ,

(2.83)I�
(2)

I
= �(1) +�(1)

��
�,

�(1) = �z�
(0)

I

(
Δ�(1) − �t�

(1)
)
+ 2∇x�z�

(0)

I
⋅ ∇�(1) +�(0)

�
(1)
�
�

+ �z�
(1)

I

(
Δ� − �t�

)
+ 2∇x�z�

(1)

I
⋅ ∇�

+ Δx�
(0)

I
− �t�

(0)

I
− �

(1)

I
− �

(1)

I
−�(0)z� �.

�
(2)

I
(z, x, t) =

4∑
j=0

s2j(z, x, t)�j, �(1)(x, t) =

4∑
j=0

g1j(z, x, t)�j.

(2.84)−s��
20
+ �(s(z))s20 =

3

2

(
�(1) ∶ �0

)
+ g10��

�,

(2.85)−s��
2i
+ �(s(z))s2i =

1

2

(
�(1) ∶ �i

)
+ g1i��

�, for i = 1, 2,
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with

By Lemmas 2.6 and 2.7, to solve s20, s21, and s22 , we need the following equalities 
for (x, t) ∈ Γ(�):

When (x, t) ∈ Γ , we have �(x, t) = 0 , and thus, for (x, t) ∈ Γ:

Careful computations yield that on Γ

where we have used the facts that on Γ

(2.86)−s��
2j
+ �(s(z))s2j =

1

2

(
�(1) ∶ �j

)
+ g1j��

�, for j = 3, 4,

(2.87)s2j(−∞, x, t) = 0, s2j(+∞, x, t) = p2j(x, t), j = 0, 1, 2, 3, 4.

(2.88)
3

2
�0 ∶ ∫

ℝ

�(1)(z, x, t)s�dz + g10(x, t)�(x, t)∫
ℝ

�
�s�dz = 0,

(2.89)
1

2
�1 ∶ ∫

ℝ

�(1)(z, x, t)sdz + g11(x, t)�(x, t)∫
ℝ

�
�sdz = 0,

(2.90)
1

2
�2 ∶ ∫

ℝ

�(1)(z, x, t)sdz + g12(x, t)�(x, t)∫
ℝ

�
�sdz = 0.

(2.91)

�0 ∶ ∫
ℝ

�(1)(z, x, t)s�dz = �1 ∶ ∫
ℝ

�(1)(z, x, t)sdz = �2 ∶ ∫
ℝ

�(1)(z, x, t)sdz = 0.

(
(∇� ⋅ ∇)�

z
�

(1)

I
∶ �0

)
=

2

3
∇� ⋅ ∇�

z
s10,(

(∇� ⋅ ∇)�
z
�

(1)

I
∶ �1

)
= 2∇� ⋅ ∇�

z
s11 + 2�

z
s12((∇� ⋅ ∇)� ⋅ �),

(
(∇� ⋅ ∇)�

z
�

(1)

I
∶ �2

)
= 2∇� ⋅ ∇�

z
s12 + 2�

z
s11((∇� ⋅ ∇)� ⋅�),

�
(1)

I
∶ �0 = −

b

3

(
2

3
s
2

10
+ s

2

11
+ s

2

12

)
, �

(1)

I
∶ �1 = −

2b

3
s10s11, �

(1)

I
∶ �2 = −

2b

3
s10s12,

�
(1)

I
∶ �0 =

4cs

3

(
s
2

10
+ s

2

11
+ s

2

12

)
, �

(1)

I
∶ �1 =

8cs

3
s10s11, �

(1)

I
∶ �2 =

8cs

3
s10s12,

(∇� ⋅ ∇)� ⋅ � = −(∇� ⋅ ∇)� ⋅ � = 0, (∇� ⋅ ∇)� ⋅ � = −(∇� ⋅ ∇)� ⋅� = 0.
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Consequently, we get that on Γ

and

Thus, the equality �0 ∶ ∫
ℝ
�(1)(z, x, t)dz = 0 on Γ is equivalent to

where

�(1) ∶ �0 =
2

3
s�
(
Δ�(1) − �t�

(1)
)
+

2

3
g00�

�
�
(1) +

(
2∇x�z�

(1)

I
⋅ ∇� − �

(1)

I
− �

(1)

I
∶ �0

)

+

(
Δx�

(0)

I
− �t�

(0)

I
−�(0)z� � ∶ �0

)

=
2

3
s�
(
Δ�(1) − �t�

(1)
)
+

2

3
g00�

�
�
(1) +

4

3
∇�zs10 ⋅ ∇� +

2b

9
s2
10
−

4cs

3
s2
10

+

(
b

3
−

4cs

3

)
(s2

11
+ s2

12
) +

(
Δx�

(0)

I
− �t�

(0)

I
−�(0)z� � ∶ �0

)
,

�(1) ∶ �1 = 4s�
(
(∇� ⋅ ∇�(1)) ⋅ �

)
+ 2g01�

(1)
�
� − 2g01z�

�

+

(
2∇x�z�

(1)

I
⋅ ∇� − �

(1)

I
− �

(1)

I
∶ �1

)
+

(
Δx�

(0)

I
− �t�

(0)

I
∶ �1

)

= 2s�
(
(∇� ⋅ ∇�(1)) ⋅ �

)
+ 2g01�

(1)
�
� − 2g01z�

�

+ 4∇�zs11 ⋅ ∇� + 4�zs12((∇� ⋅ ∇�) ⋅ �) +
2b

3
s10s11 −

8c

3
ss10s11

+

(
Δx�

(0)

I
− �t�

(0)

I
∶ �1

)
,

�(1) ∶ �2 = 4s�
(
(∇� ⋅ ∇�(1)) ⋅�

)
+ 2g02�

(1)
�
� − 2g02z�

�

+

(
2∇x�z�

(1)

I
⋅ ∇� − �

(1)

I
− �

(1)

I
∶ �2

)
+

(
Δx�

(0)

I
− �t�

(0)

I
∶ �2

)

= 2s�
(
(∇� ⋅ ∇�(1)) ⋅�

)
+ 2g02�

(1)
�
� − 2g02z�

�

+ 4∇�zs12 ⋅ ∇� + 4�zs11((∇� ⋅ ∇�) ⋅�) +
2b

3
s10s12 −

8c

3
ss10s12

+

(
Δx�

(0)

I
− �t�

(0)

I
∶ �2

)
.

(2.92)

�
(1)
t = Δ�(1) +

∫
ℝ
� �(z)s�(z)dz

∫
ℝ
(s�(z))2dz

g01�
(1) +

∫
ℝ
(b − 4cs)

(
s2
11
+ s2

12

)
s�dz + 3Φ

(1)

0

2 ∫
ℝ
(s�(z))2dz

on Γ,

Φ
(1)

0
=
∫
ℝ

s�
(
Δx�

(0)

I
− �t�

(0)

I
∶ �0

)
dz −

2

3
g00 ∫

ℝ

z� �(z)s�(z)dz

+
∫
ℝ

(
4

3
∇�zs10 ⋅ ∇� +

2b

9
s2
10
−

4cs

3
s2
10

)
s�dz.
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(2.92) is actually the evolution equation of �(1) on Γ . Furthermore, the equalities

on Γ are equivalent to

on Γ , respectively, where

We can note that, if p11 and p12 are given, then

Moreover, (2.92), (2.93), and (2.94) are equivalent to

�1 ∶ ∫
ℝ

�(1)(z, x, t)dz = �2 ∶ ∫
ℝ

�(1)(z, x, t)dz = 0

(2.93)

2s2
+

(
(∇� ⋅ ∇�(1)) ⋅ �

)
+ 2g01�

(1)

∫
ℝ

s� �dz

+
∫
ℝ

(
4∇�zs11 ⋅ ∇� + 4�zs12((∇� ⋅ ∇�) ⋅ �) +

(
2b

3
−

8c

3
s
)
s10s11

)
sdz + Φ

(1)

1
= 0,

(2.94)

2s2
+

(
(∇� ⋅ ∇�(1)) ⋅�

)
+ 2g02�

(1)

∫
ℝ

s� �dz

+
∫
ℝ

(
4∇�zs12 ⋅ ∇� + 4�zs11((∇� ⋅ ∇�) ⋅�) +

(
2b

3
−

8c

3
s
)
s10s12

)
sdz + Φ

(1)

2
= 0,

Φ
(1)

i
=
∫
ℝ

s
(
Δx�

(0)

I
− �t�

(0)

I

)
∶ �idz − 2g0i ∫

ℝ

z� �sdz, i = 1, 2.

(2.95)

s1i(z, x, t) =
s(z)p1i(x, t)

s+
− s(z)

�

+∞

z

(s(�))−2
�

+∞

�

(
2s��i + g0i��

�
)
(�, x, t)s(�)d�d�

≜
s(z)p1i(x, t)

s+
+ ŝ0i(z, x, t), i = 1, 2.

(2.96)

�
(1)
t = Δ�(1) +

∫
ℝ
� �(z)s�(z)dz

∫
ℝ
(s�(z))2dz

g01�
(1) +

p2
11
+ p2

12

2s2+ ∫ℝ(s
�(z))2dz �ℝ

(b − 4cs)s2s�dz

+
p11

s+ ∫ℝ(s
�(z))2dz �ℝ

(b − 4cs)sŝ01s
�dz +

p12

s+ ∫ℝ(s
�(z))2dz �ℝ

(b − 4cs)sŝ02s
�dz

+
1

2 ∫
ℝ
(s�(z))2dz �ℝ

(b − 4cs)
(
ŝ01

2
+ ŝ02

2
)
s�dz +

3Φ
(1)

0

2 ∫
ℝ
(s�(z))2dz

, on Γ,
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In summary, we have a nonlinear differential system for �(1), p11 , and p12 as follows:

where the fourth equation comes from (2.35) ( i = 1).
In “Appendix 1”, we will give a sketch of solving (2.99). Then, we solve �(1)

I
,�(1) 

and �(2)

I,⊥
 , and, finally, solve the inner expansion for the kth order ( k ≥ 2).

2.3 � Proof of Theorem 1.1

From the process of our asymptotic matching expansions, we find that

Moreover, there hold

(2.97)

2s2
+

(
(∇� ⋅ ∇�(1)) ⋅ �

)
+ 2g01�

(1)

∫
ℝ

s� �dz

+ 2s+∇p11 ⋅ ∇� + 2s+p12((∇� ⋅ ∇�) ⋅ �) + s−1
+
p11 ∫

ℝ

(
2b

3
−

8c

3
s
)
s10s

2dz

= −Φ
(1)

1
−
∫
ℝ

(
4∇�zŝ01 ⋅ ∇� + 4�zŝ02((∇� ⋅ ∇�) ⋅ �) +

(
2b

3
−

8c

3
s
)
s10ŝ01

)
sdz, on Γ,

(2.98)

2s2
+

(
(∇� ⋅ ∇�(1)) ⋅�

)
+ 2g02�

(1)

∫
ℝ

s� �dz

+ 2s+∇p12 ⋅ ∇� + 2s+p11((∇� ⋅ ∇�) ⋅�) + s−1
+
p12 ∫

ℝ

(
2b

3
−

8c

3
s
)
s10s

2dz

= −Φ
(1)

2
−
∫
ℝ

(
4∇�zŝ02 ⋅ ∇� + 4�zŝ01((∇� ⋅ ∇�) ⋅�) +

(
2b

3
−

8c

3
s
)
s10ŝ02

)
sdz, on Γ.

(2.99)

⎧⎪⎪⎪⎨⎪⎪⎪⎩

(2.29), (2.30) ∶ the evolution equation for p11 and p12 in Ω+,

(2.96) ∶ the evolution equation for �(1) on Γ,

(2.97), (2.98) ∶ the boundary condition for p11 and p12 on Γ,

∇� ⋅ ∇�(1) = 0, in Γ(�),

�
(1)
+ (x, t)��t=0 = �

(1)
+ (x, 0), in Ω+

0
,

�(1)(x, 0) = 0, on Γ0,

�[k] =

{
s+(�� −

1

3
�) + O(�), (x, t) ∈ Ω+�Γ(�);

O(�), (x, t) ∈ Ω−�Γ(�).

�t�
[k]

O
= Δ�

[k]

O
− �

−2f
(
�

[k]

O

)
+ order �k−1 terms, in Ω±,

�t�
[k]

I
= Δ�

[k]

I
− �

−2f
(
�

[k]

I

)
+ order �k−1 terms, in Γ(�).
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Furthermore, due to (7.24) and (7.25), if � is small, then 
�
j
z�

l
x
�m
t

(
�

(k)

I
(z, x, t) −�

(k)
± (x, t)

)
= O

(
e
−

C

�

)
 for j, l,m = 0, 1,… , and 

(x, t) ∈ Γ(�)�Γ(
�

2
) . Consequently, we can find that, for small � , �[k] defined in (2.6) 

satisfies

This completes the proof of the theorem.

3 � Spectral Analysis of the 1‑D Linear Operators

In this section, we conduct the spectral analysis for two 1-D linear operators defined 
on the interval I� = (−

1

�
,
1

�
):

These two operators will play important roles in the proof of Theorem 1.2.

3.1 � Spectral Estimates of 0

Let ‖q‖ = ‖q‖L2(I�) . We consider the following Neumann-type eigenvalue problem:

Lemma 3.1 

(1)	 (Estimate of the first eigenvalue of 0 ) 

here, C is a positive constant independent of small �.
(2)	 (Estimate of the second eigenvalue of 0 ) 

(2.100)
�t�

[k] = Δ�[k] − �
−2f

(
�[k]

)
+ order �k−1 terms

=∶ Δ�[k] − �
−2f

(
�[k]

)
+ℜ�

k
, (x, t) ∈ Ω × [0, T].

(3.1)0� = −�2
z
� + �(s(z))�, �(s) = a −

2b

3
s + 2cs2,

(3.2)1� = −�2
z
� + �(s(z))�, �(s) = a −

b

3
s +

2c

3
s2 =

2c

3
(s − s+)

(
s −

s+

2

)
.

(3.3)0q = �q, z ∈ I�; q�(±�−1) = 0.

(3.4)��,1 ≜ inf‖q‖=1�I�

��
q�
�2

+ �(s)q2
�
dz = O

�
e
−

C

�

�
;

(3.5)𝜆𝜃,2 ≜ inf‖q‖=1,q⊥q𝜃 �I𝜀

��
q�
�2

+ 𝜃(s)q2
�
dz ≥ c𝜃 > 0;
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here, q⊥q𝜃 ⇔ ∫
I𝜀
qq𝜃dz = 0 , q� is the normalized eigenfunction corresponding 

to ��,1 and c� is a positive constant independent of small �.
(3)	 (Characterization of the first normalized eigenfunction of 0 ) 

here, � =
1

‖s�‖ . In addition to (3.6), we have

In particular

Proof  (3.4)–(3.6) have been proved in Lemma 2.1 in [8]. Here, we will use another 
method to prove (3.4)–(3.5). The method is helpful for us to prove (3.19) and (3.23).

(1)	 Thanks to (2.6) in [8], we have 

 Let z∗ > 0 , such that 𝜃(s) > 3a

4
 for z ∈ (−∞,−z∗) ∪ (z∗,+∞) and ��,1 ≤

a

4
 . Let 

q� be the normalized eigenfunction corresponding to ��,1 . Then, q𝜃 > 0 and 
q�
�
(±

1

�
) = 0 ([22]). For any fixed z̄ ∈ [z∗,

1

𝜀
] , according to the arguments (the 

comparison principle) in Lemma 2.1 in [8], we have 

 In particular, if we choose z̄ ∈ [z∗, z∗ + 1] , such that |q𝜃(z̄)| ≤ 1 , then 

 Thus, we have 

(3.6)‖q� − �s�‖2 = O
�
e
−

C

�

�
;

(3.7)‖(q� − �s�)�‖2 = O
�
e
−

C

�

�
.

(3.8)�I�

||q′�||2dz ≤ C.

(3.9)��,1 ≤ O
(
e
−

C

�

)
.

(3.10)|q𝜃(±z)| ≤ |q𝜃(z̄)| ⋅
cosh

√
a

2

(
1

𝜀
− |z|

)

cosh
√

a

2

(
1

𝜀
− z̄

) , z ∈
[
z̄,
1

𝜀

]
.

(3.11)|q𝜃(z)| ≤ O
(
e−C|z|

)
, z ∈ [−

1

𝜀
,−z̄] ∪

[
z̄,
1

𝜀

]
.
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 Due to (3.9) and (3.12), we get (3.4).
(2)	 Let ��,2 ≤

a

4
 and q�,2 be the normalized eigenfunction corresponding to ��,2 , and 

then, q� ⟂ q�,2 , (q�,2)�(±
1

�
) = 0 and q�,2 only has one zero point denoted by z0 in 

I� ( [22]). Applying the comparison arguments, (3.10) and (3.11) also hold for 
q�,2 . Thanks to (3.10), we have z0 ∈ (−z∗, z∗) . Then 

 Set q̂2 = s�
(

q𝜃,2

s�

)�

 and z−
0
= min{z0, 0} , and then, for z ≥ z0

 Using s�(z) > 0 in ℝ and (3.13), we get 

(3.12)

��,1 = �I�

((
q�
�

)2
+ �(s)q2

�

)
dz

=
�I�

((
q�
�

)2
+

s���

s�
q2
�

)
dz

=
�I�

((
q�
�

)2
+

(
s��

s�

)2

q2
�
+

(
s��

s�

)�

q2
�

)
dz

=
�I�

((
q�
�

)2
+

(
s��

s�

)2

q2
�
− 2

s��

s�
⋅ q�q

�
�

)
dz +

s��

s�
q2
�

||||
1

�

−
1

�

=
�I�

(
q�
�
−

s��

s�
q�

)2

dz +
s��

s�
q2
�

||||
1

�

−
1

�

≥
s��

s�
q2
�

||||
1

�

−
1

�

=

√
c

3
(s+ − 2s)q2

�

||||
1

�

−
1

�

= O
(
e
−

C

�

)
.

(3.13)

��,2 = ��,2 ∫I�

(q�,2)
2dz =

∫I�

((
(q�,2)

�
)2

+ �(s)(q�,2)
2

)
dz

=
∫I�

(
(q�,2)

� −
s��

s�
q�,2

)2

dz +
s��

s�
(q�,2)

2
||||
1

�

−
1

�

=
∫I�

(s�)2
[(q�,2

s�

)�
]2
dz + O

(
e
−

C

�

)
.

(3.14)q𝜃,2(z) = s�(z)
∫

z

z0

q̂2

s�
(𝜏)d𝜏 = s�(z)

∫

0

z−
0

q̂2

s�
(𝜏)d𝜏 + s�(z)

∫

z

0

q̂2

s�
(𝜏)d𝜏.
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 Moreover, using s′′ > 0 in (0, 1
�
) and (3.13), we get 

 Putting (3.15) and (3.16) into (3.14), one has 

 here, we have used the fact that q�,2(z) decays exponentially to zero at ∞ . It 
easily follows from (3.17) that (3.5) holds for small �.

(3)	 We easily find that 

 Multiplying the above equation by q� − �s� , integrating by parts and using 
(3.6), we have 

 This completes the proof of this lemma.
	�  □

(3.15)

||||q𝜃,2(z)s
�(z)

�

0

z−
0

q̂2

s�
(𝜏)d𝜏

|||| ≤ C|z0|||q𝜃,2(z)s�(z)||
(
�

0

z−
0

|q̂2|2(𝜏)d𝜏
) 1

2

≤ C
(
𝜆𝜃,2 + O

(
e
−

C

𝜀

))||q𝜃,2(z)s�(z)||.

(3.16)

||||q𝜃,2(z)s
�(z)

�

z

0

q̂2

s�
(𝜏)d𝜏

|||| ≤
||q𝜃,2(z)||�

z

z0

|q̂2(𝜏)|d𝜏 ≤ ||q𝜃,2(z)|||z − z0|
1

2

(
�

z

z0

|q̂2(𝜏)|2d𝜏
) 1

2

≤

(
𝜆𝜃,2 + O

(
e
−

C

𝜀

))||q𝜃,2(z)|||z − z0|
1

2 .

(3.17)

1 =
�I�

(q�,2)
2(z)dz ≤ C

(
��,2 + O

(
e
−

C

�

))
�I�

||q�,2(z)s�(z)||dz

+

(
��,2 + O

(
e
−

C

�

))
�I�

||q�,2(z)|||z − z0|
1

2 dz ≤ C
(
��,2 + O

(
e
−

C

�

))
;

−
(
q� − �s�

)��
+ �(s)(q� − �s�) = ��,1q� , (q� − �s�)�||�

−1

−�−1
= −�s��||�

−1

−�−1
.

∫I�

||
(
q� − �s�

)�||2dz = −
∫I�

�(s)
(
q� − �s�

)2
dz + ��,1 ∫I�

q�(q� − �s�)dz

− �
2s��(�−1)s�(�−1) + �

2s��(−�−1)s�(−�−1)

= O
(
e
−

C

�

)
.
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3.2 � Spectral Estimates of 1

Let � be a positive and bounded function, which decays exponentially to zero at 

z = +∞ and ‖q‖� =

�
∫
I�
�q2dz

� 1

2 . We study the following Neumann eigenvalue 

problem:

Lemma 3.2  (Estimate of the first eigenvalue of 1)

Proof  Set � =
1

‖s‖� , then

Together with the fact that

we get

On the other hand, let z∗ > 0 , such that 𝜅(s) > a

2
 for z ∈ (−∞,−z∗) . Assume that 

��,1 ≤
a

4

sup
z∈(−�−1,−z∗)

�(z)
⇔ ��,1 sup

z∈(−�−1,−z∗)

�(z) ≤
a

4
 and q� is the normalized eigenfunction 

corresponding to ��,1 . Then, q𝜅 > 0 and (q�)�(±�−1) = 0 ([22]). For any fixed 
z̄ ∈ [−𝜀−1,−z∗] , by applying the comparison principle in [−𝜀−1, z̄] , we get

(3.18)1q = �wq, z ∈ I�; q�
(
±

1

�

)
= 0.

(3.19)��,1 ≜ inf‖q‖�=1�I�

��
q�
�2

+ �(s)q2
�
dz = O

�
e
−

C

�

�
.

�
2 =

1

∫
I�
�s2dz

=
1

∫
ℝ
�s2dz − ∫

−
1

�

−∞
�s2dz − ∫

+∞
1

�

�s2dz

=
1

O(1) + O
(
e
−

C

�

) = O(1).

∫I�

(
(s�)2 + �(s)s2

)
dz =

∫I�

(ss�)�dz = s(�−1)s�(�−1) − s(−�−1)s�(−�−1) = O
(
e
−

C

�

)
,

(3.20)��,1 ≤ �
2

�I�

(
(�zs)

2 + �(s)s2
)
dz = O

(
e
−

C

�

)
.

(3.21)q𝜅(z) ≤ q𝜅(z̄)
cosh

√
a

2
(𝜀−1 + z)

cosh

√
a

2
(𝜀−1 + z̄)

, z ∈ [−𝜀−1, z̄].
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Due to ‖q�‖� = 1 , there exists ẑ ∈ (−z∗ − 1,−z∗) , such that 
�q𝜅(ẑ)� ≤ 1√

𝜔(ẑ)
≤

1

inf
z∈(−z∗−1,−z∗)

√
𝜔(z)

 . Thus, we have

Therefore, we obtain

and here, we have used the fact that q�(z) decays exponentially to zero at −∞ . Com-
bining (3.20) and (3.22) yields the desired conclusion. 	�  □

Lemma 3.3  (Estimate of the second eigenvalue of 1)

here, q⊥𝜔q𝜅 ⇔ ∫
I𝜀
𝜔qq𝜅dz = 0 , q� is the normalized eigenfunction corresponding to 

��,1, and c� is a positive constant independent of small �.

Proof  For clarity, we let q2 , in this proof, be the normalized eigenfunction cor-
responding to ��,2 . Then, q� ⟂� q2 , q�2(±

1

�
) = 0 , and q2 only has one zero point 

denoted by z0 in I� ( [22]). Thanks to (3.21), we have z0 ∈ (−z∗,+
1

�
) . Then, we have

|q𝜅(z)| ≤ O
(
e−C|z|

)
, z ∈

(
−
1

𝜀
, ẑ
)
.

(3.22)

��,1 = �I�

((
q�
�

)2
+ �(s)q2

�

)
dz

=
�I�

((
q�
�

)2
+

s��

s
q2
�

)
dz

=
�I�

((
q�
�

)2
+

(
s�

s

)2

q2
�
+

(
s�

s

)�

q2
�

)
dz

=
�I�

((
q�
�

)2
+

(
s�

s

)2

q2
�
− 2

s�

s
⋅ q�q

�
�

)
dz +

s�

s
q2
�

||||
�−1

−�−1

=
�I�

(
q�
�
−

s�

s
q�

)2

dz +
s�

s
q2
�

||||
�−1

−�−1

≥
s�

s
q2
�

||||z=−�−1 =
√

c

3
(s+ − s)q2

�

||||z=−�−1 = O
(
e
−

C

�

)
,

(3.23)𝜆𝜅,2 ≜ inf‖q‖𝜔=1,q⊥𝜔q𝜅 �I𝜀

��
q�
�2

+ 𝜅(s)q2
�
dz ≥ c𝜅 > 0;
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Moreover, set q̂2 = s
(

q2

s

)�

 , and then, for z ≥ z0 , q2(z) = s(z) ∫
z

z0

q̂2

s
(𝜏)d𝜏 and

Furthermore, we can observe that if z0 ≥ 0 , then

and if z0 ∈ (−z∗, 0) , then

Therefore, we get by (3.24) that

and then

(3.24)

��,2 �

1

�

z0

�q2
2
dz =

�

1

�

z0

((
(q2)

�
)2

+ �(s)q2
2

)
dz

=
�

1

�

z0

(
(q2)

� −
s�

s
q2

)2

dz +
s�

s
q2
2

||||
1

�

z0

≥
�

1

�

z0

(
(q2)

� −
s�

s
q2

)2

dz =
�

1

�

z0

s2
[(q2

s

)�
]2
dz.

|q2(z)| =
||||s(z)�

z

z0

q̂2

s
(𝜏)d𝜏

|||| ≤ �

z

z0

|q̂2(𝜏)|d𝜏 ≤ |z − z0|
1

2

(
�

z

z0

|q̂2(𝜏)|2d𝜏
) 1

2

.

�

1

𝜀

z0

𝜔(z)(z − z0)dz ≤ �

+∞

0

𝜔(z)zdz ≤
�

+∞

−z∗
𝜔(z)(z + z∗)dz ≜ c0 < +∞,

�

1

�

z0

�(z)(z − z0)dz ≤ c0.

�

1

𝜀

z0

𝜔q2
2
dz ≤

(
�

1

𝜀

z0

𝜔(z)(z − z0)dz

)(
�

1

𝜀

z0

|q̂2(𝜏)|2d𝜏
)

≤ c0

(
�

1

𝜀

z0

|q̂2(𝜏)|2d𝜏
)

≤ c0𝜆𝜅,2 �

1

𝜀

z0

𝜔q2
2
dz,
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This completes the proof of this lemma. 	�  □

Lemma 3.4  (Characterization of the first normalized eigenfunction of 1)

here, C is a positive constant independent of small � . In particular

Proof  Set �s = �q� + (q�)
⟂� . Then, ‖(q�)⟂�‖2

�
+ �2 = 1 and

Accordingly ‖(q�)⟂�‖2
�
= O

�
e
−

C

�

�
 and

Next, we proceed along the same line of the proof of (3.7). One can directly find that

Multiplying the above equation by q� − �s and integrating by parts, we have

(3.25)
𝜆𝜅,2 ≥

1

c0
≜ c𝜅 > 0.

(3.26)‖q� − �s‖2
�
= O

�
e
−

C

�

�
, ‖(q� − �s)�‖2 = O

�
e
−

C

�

�
, � = ‖s‖−1

�
;

(3.27)�I�

|||
(
q�
)′|||

2

dz ≤ C.

O
�
e
−

C

�

�
= �

2

�I�

�
(s�)2 + �(s)s2

�
dz = �

2
��,1 + �I�

��
((q�)

⟂� )�
�2

+ �(s)((q�)
⟂� )2

�
dz

≥ �
2
��,1 + ��,2‖(q�)⟂�‖2

�

≥ −���,1� + C‖(q�)⟂�‖2
�
.

‖q� − �s‖2
�
= ‖q� − �q� − (q�)

⟂�‖2
�
= (1 − �)2 + ‖(q�)⟂�‖2

�
≤ 2‖(q�)⟂�‖2

�
= O

�
e
−

C

�

�
.

−(q� − �s)�� + �(s)(q� − �s) = ��,1�q� , (q� − �s)�||
1

�

−
1

�

= −�s�||
1

�

−
1

�

.

∫I�

||(q� − �s)�||2dz = −
∫I�

�(s)(q� − �s)2dz + ��,1 ∫I�

�q�(q� − �s)dz

− �
2s�

(
1

�

)
s
(
1

�

)
+ �

2s�
(
−

1

�

)
s
(
−

1

�

)

= O
(
e
−

C

�

)
.
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Then, (3.26) follows. 	�  □

Remark 3.5  In view of the same line as in Lemmas 3.2–3.4, we can obtain the cor-
responding conclusions to the case without weight � as follows:

Here, we omit the corresponding details.

From (3.2) and (3.11), we find that �(s) and q� are bounded and decay expo-
nentially to zero at z = +∞ . In what follows, we fix a positive and bounded func-
tion �(z) decaying exponentially to zero at z = +∞ , such that

3.3 � Coercive Estimates of 0 and 1

Lemma 3.6  There exist two positive constants C1,C2 independent of small � , such 
that for any u = �q� + p1 and v = �q� + p2 with p1⊥q𝜃 and p2⊥𝜔q𝜅:

Proof  It follows from (3.5) that

�I𝜀

�
(q�

𝜅
)2 + 𝜅(s)q2

𝜅

�
dz = inf‖q‖=1�I𝜀

��
q�
�2

+ 𝜅(s)q2
�
dz = O

�
e
−

C

𝜀

�
,

inf‖q‖=1,q⊥q𝜅 �I𝜀

��
q�
�2

+ 𝜅(s)q2
�
dz ≥ C𝜀2,

‖q𝜅 − 𝛽0s‖2 = O
�
e
−

C

𝜀

�
, ‖(q𝜅 − 𝛽0s)

�‖2 = O
�
e
−

C

𝜀

�
, ‖q𝜅‖ = 1, 𝛽0 = ‖s‖−1.

(3.28)
|�(s(z)), q�(z), s�(z), q�(z) − �s�(z), s10(z, x, t)| ≤ �(z), ∀z ∈ (−∞,+∞).

(3.29)
�I�

||p�1||2dz ≤ C1 �I�

(
(u�)2 + �(s)u2

)
dz + C1e

−
C2

�

�I�

u2dz,

(3.30)
�I�

||p�2||2dz ≤ C1 �I�

(
(v�)2 + �(s)v2

)
dz + C1e

−
C2

�

�I�

v2dz.

�I�

||(p1)�||2dz = �I�

(
||(p1)�||2 + �(s)(p1)

2

)
dz −

�I�

�(s)(p1)
2dz

≤ (1 + C̃)
�I�

(
||(p1)�||2 + �(s)(p1)

2

)
dz

= (1 + C̃)
�I�

(
(u�)2 + �(s)u2

)
dz − ��,1(1 + C̃)�2

≤ C1 �I�

(
(u�)2 + �(s)u2

)
dz + C1e

−
C2

�

�I�

u2dz.
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Similarly, using (3.23) and the fact that |�(s(z))| ≤ �(z) , we have

which concludes the proof of the lemma. 	�  □

4 � The Spectral Condition of the Linearized Operator

4.1 � Reduction to the Transition Region

According to the definition of the approximate solution (2.6), we have

where

in which z = �[k](x,t)

�
 and

�I�

||(p2)�||2dz = �I�

(||(p2)�||2 + �(s)(p2)
2
)
dz −

�I�

�(s)(p2)
2dz

≤ (1 + C̃)
�I�

(||(p2)�||2 + �(s)(p2)
2
)
dz

= (1 + C̃)
�I�

(
(v�)2 + �(s)v2

)
dz − ��,1(1 + C̃)�2

≤ C1 �I�

(
(v�)2 + �(s)v2

)
dz + C1e

−
C2

�

�I�

v2dz,

��

A
≜ �[k] = �(0) + ��(1) + O(�2),

(4.1)�(0)(x, t) = s̃(z, x, t)�0(x, t),

(4.2)�(1)(x, t) = s̃10(z, x, t)�0(x, t) + s̃11(z, x, t)�1(x, t) + s̃12(z, x, t)�2(x, t),

s̃(z, x, t) = 𝜂

(
𝜑(x, t)

𝛿

)
s(z) +

(
1 − 𝜂

(
𝜑(x, t)

𝛿

))
�{(x,t)∈Ω+}s+,

s̃10(z, x, t) = 𝜂

(
𝜑(x, t)

𝛿

)
s10(z, x, t),

s̃11(z, x, t) = 𝜂

(
𝜑(x, t)

𝛿

)
s11(z, x, t) +

(
1 − 𝜂

(
𝜑(x, t)

𝛿

))
�{(x,t)∈Ω+}p11(x, t),

s̃12(z, x, t) = 𝜂

(
𝜑(x, t)

𝛿

)
s12(z, x, t) +

(
1 − 𝜂

(
𝜑(x, t)

𝛿

))
�{(x,t)∈Ω+}p12(x, t).
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One can directly have

here, recall the definition of � and � in (2.7)–(2.8):

In addition, we have the following lemma.

Lemma 4.1  It holds that

where Γk
t
(
𝛿

4
) = {x ∶ |𝜑[k](x, t)| < 𝛿

4
}, and  C is independent of small � and t ∈ [0, T].

Proof  We write � as

Using (4.1) and (4.2), direct computations lead to

and

(4.3)��

A
� ∶ � ≥ (�(0)� ∶ �) + �(f ��

�(0) (�,�) ∶ �(1)) − C�2|�|2;

(4.4)f ��
�(0) (�1,�2) = �(�1,�2) + 2�(�1,�2,�

(0)).

(4.5)

�
Ω

(
|∇�|2 + �

−2(��

A
� ∶ �)

)
dx

≥
�
Γk
t (

�

4
)

�
−2

(
|∇�|2 + (�(0)� ∶ �) + �(f ��

�(0) (�,�) ∶ �(1))

)
dx − C

�
Ω

||�||2dx,

� =

4∑
j=0

qj�j.

(4.6)
�(0)� ∶ � = a|�|2 − 2b(�(0) ∶ �2) + c

(|�(0)|2|�|2 + 2(�(0) ∶ �)2
)

=
2

3
𝜃(s̃)q2

0
+ 2𝜅(s̃)(q2

1
+ q2

2
) + 2𝜄(s̃)(q2

3
+ q2

4
)

(4.7)

f ��
�(0) (�,�) ∶ �(1)

= −2b(�(1) ∶ �2) + 2c(�(0) ∶ �(1))|�|2 + 4c(�(0) ∶ �)(�(1) ∶ �)

=
4

9
(−b + 6cs̃)s̃10q

2
0
+

2

3
(−b + 4cs̃)s̃10(q

2
1
+ q2

2
) +

4

3
(b + 2cs̃)s̃10(q

2
3
+ q2

4
)

+
4

3
(−b + 4cs̃)q0(s̃11q1 + s̃12q2) − 4bs̃11(q1q4 + q3q2) − 4bs̃12(q1q3 − q4q2).
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Noting that there exists a positive number C0 , such that

and

Therefore, for small �

and

where Γk(
𝛿

4
) = {(x, t) ∶ |𝜑[k](x, t)| < 𝛿

4
}.

Thus, we obtain

Noting that for small �

then

(4.8)𝜃(s̃(z)) = a −
2b

3
s̃(z) + 2cs̃2(z) ≥

a

2
> 0, for |z| ≥ C0 > 0,

(4.9)

𝜅(s̃(z)) = a −
b

3
s̃(z) +

2c

3
s̃2(z) =

2c

3
(s+ − s̃(z))

( s+
2

− s̃(z)
){

≥
a

2
> 0, z ≤ −C0 < 0;

≥ −CeCz, z ≥ C0 > 0.

(4.10)𝜃(s̃(z)) ≥
a

2
> 0, (x, t) ∈ (Ω × [0, T])�Γk

(
𝛿

4

)
,

(4.11)𝜅(s̃(z)) ≥

{
a

2
> 0, (x, t) ∈ {(x, t) ∶ 𝜑[k] < 0}�Γk(

𝛿

4
),

−Ce
−

C

𝜀 , (x, t) ∈ {(x, t) ∶ 𝜑[k] > 0}�Γk(
𝛿

4
),

(4.12)
�(0)� ∶ � ≥

2

3
𝜃(s̃)q2

0
+ 2a(q2

3
+ q2

4
) − Ce

−
C

𝜀 |�|2, (x, t) ∈ (Ω × [0, T])�Γk
(
𝛿

4

)
.

|s̃10| ≤ Ce
−

C

𝜀 , (x, t) ∈ (Ω × [0, T])�Γk
(
𝛿

4

)
;
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Moreover, by the Young’s inequality and (4.10), we have

Thanks to (4.7), (4.13), and (4.14), one has for small �:

With (4.10), (4.12), and (4.15), we arrive at for small � and (x, t) ∈ (Ω × [0, T])�Γk(
�

4
),

Therefore, we have for t ∈ [0, T]:

(4.13)

𝜀

(
4

9
(−b + 6cs̃)s̃10q

2
0
+

2

3
(−b + 4cs̃)s̃10(q

2
1
+ q2

2
) +

4

3
(b + 2cs̃)s̃10(q

2
3
+ q2

4
)

)

≥ −Ce
−

C

𝜀

(
q2
0
+ q2

1
+ q2

2
+ q2

3
+ q2

4

)

≥ −Ce
−

C

𝜀 |�|2, (x, t) ∈ (Ω × [0, T])�Γk
(
𝛿

4

)
.

(4.14)

𝜀

(
4

3
(−b + 4cs̃)s̃11q0q1 − 4bs̃11q1q4 − 4bs̃11q3q2

+
4

3
(−b + 4cs̃)s̃12q0q2 − 4bs̃12q1q3 + 4bs̃12q4q2

)

≥ −
a

6
q2
0
− a

(
q2
3
+ q2

4

)
− C𝜀2

(
q2
1
+ q2

2

)

≥ −
1

3
𝜃(s̃)q2

0
− a(q2

3
+ q2

4
) − C𝜀2|�|2, (x, t) ∈ (Ω × [0, T])�Γk

(
𝛿

4

)
.

(4.15)
𝜀

(
f ��
�(0) (�,�) ∶ �(1)

)
≥ −

1

3
𝜃(s̃)q2

0
− a(q2

3
+ q2

4
) − C𝜀2|�|2, (x, t) ∈ (Ω × [0, T])�Γk

(
𝛿

4

)
.

(4.16)(�(0)� ∶ �) + �(f ��
�(0) (�,�) ∶ �(1)) ≥

a

6
q2
0
+ a(q2

3
+ q2

4
) − C�2|�|2.
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This completes the proof of this lemma. 	�  □

As a direct consequence of the above lemma, to prove Theorem 1.2, it suffices to 
prove a lower bound estimate independent of small � and t ∈ [0, T] in the phase transi-
tion region:

In Γk(�) , we have �z� =
∑4

j=0
(�zqj�j + �zqj�z�j) , and then, direct computations lead 

to

where

�
Ω

(
|∇�|2 + �

−2(��

A
� ∶ �)

)
dx

≥
�
Ω

(
|∇�|2 + �

−2(�(0)� ∶ �) + �
−1(f ��

�(0) (�,�) ∶ �(1))

)
dx − C

�
Ω

|�|2dx

=
�
Γk
t (

�

4
)

(
|∇�|2 + �

−2(�(0)� ∶ �) + �
−1(f ��

�(0) (�,�) ∶ �(1))

)
dx

+
�
Ω�Γk

t (
�

4
)

(
|∇�|2 + �

−2(�(0)� ∶ �) + �
−1(f ��

�(0) (�,�) ∶ �(1))

)
dx − C

�
Ω

|�|2dx

≥
�
Γk
t (

�

4
)

(
|∇�|2 + �

−2(�(0)� ∶ �) + �
−1(f ��

�(0) (�,�) ∶ �(1))

)
dx − C

�
Ω

||�||2dx.

(4.17)
�
Γk
t (

�

4
)

(
|∇�|2 + �

−2(�(0)� ∶ �) + �
−1(f ��

�(0) (�,�) ∶ �(1))

)
dx ≥ −C

�
Γk
t (

�

4
)

||�||2dx.

|�z�|2 =
4∑
j=0

(�zqj)
2|�j|2 + �� + ��,

�� = 2
∑
i≠j

qj�zqi(�i ∶ �z�j)

= 4q1�zq0� ⋅ �z� + 4q0�zq1� ⋅ �z� + 4q2�zq0� ⋅ �z� + 4q0�zq2� ⋅ �z�

+ 4q2�zq1� ⋅ �z� + 4q1�zq2� ⋅ �z� + 4q3�zq1� ⋅ �z� + 4q1�zq3� ⋅ �z�

+ 4q4�zq1� ⋅ �z� + 4q1�zq4� ⋅ �z� + 4q3�zq2� ⋅ �z� + 4q2�zq3� ⋅ �z�

+ 4q4�zq2� ⋅ �z� + 4q2�zq4� ⋅ �z� + 8q3�zq4� ⋅ �z� + 8q4�zq3� ⋅ �z�,

�� =
|||

4∑
j=0

qj�z�j
|||
2

≥ 0.
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Due to Lemma 2.4, we may assume that �[k](x, t) is the signed distance to 
Γk
t
= {x ∶ �[k](x, t) = 0} for k ≥ 1 without loss of generality. And let �(x, t) be the 

projection of x on Γk
t
 along the normal of Γk

t
 . Then, the transformation 

x ⟼ (�[k](x, t), �(x, t)) is a diffeomorphism for small � and t ∈ [0, T] . Let 
J(�[k], �) = det

�x−1(�[k],�)

�(�[k],�)
 be the Jacobian of the transformation. Then, J|Γk

t
= 1 and 

�J

��[k]
|Γk

t
= 0. Thus

As � is a small fixed positive constant, for convenience, we assume � = 4 in what 
follows. Thus, one has for t ∈ [0, T]:

where �G is the collection of “good terms” which contain q3 and q4:

�M represents “mild terms” like qi�zqj (i, j = 0, 1, 2):

(4.18)0 < C1 ≤ J(𝜑[k], 𝜎) ≤ C2,
||||J𝜑[k] (𝜑

[k], 𝜎) ≜
𝜕J

𝜕𝜑[k]
(𝜑[k], 𝜎)

|||| ≤ C||𝜑[k]||.

(4.19)

�
Γk
t (

�

4
)

�
−2
(
|�z�|2 + (�(0)� ∶ �) + �(f ��

�(0) (�,�) ∶ �(1))

)
dx

=
�
Γk
t (1)

�
−2
(
|�z�|2 + (�(0)� ∶ �) + �(f ��

�(0) (�,�) ∶ �(1))

)
dx

≥ �
(
�G +�M +�B

)
,

(4.20)

�G ≜ 2�−2
�
Γk
t

d�
�I�

(
(�zq3)

2 + �(s)q2
3
+ (�zq4)

2 + �(s)q2
4

)
J(�z, �)dz

+ 2�−1
�
Γk
t

d�
�I�

(
2b

3
+

4c

3
s
)
s10(q

2
3
+ q2

4
)J(�z, �)dz

− 4b�−1
�
Γk
t

d�
�I�

(
(q1q4 + q3q2)s11 + (q1q3 − q4q2)s12

)
J(�z, �)dz

+ 4�−2
�
Γk
t

d�
�I�

(
q3�zq1 + q2�zq4)� ⋅ �z� + (q4�zq1 + q3�zq2)� ⋅ �z�

)
J(�z, �)dz

+ 4�−2
�
Γk

d�
�I�

(
(q4�zq2 + q1�zq3)� ⋅ �z� + (q1�zq4 + q2�zq3)� ⋅ �z�

)
J(�z, �)dz

+ 8�−2
�
Γk

d�
�I�

(
q3�zq4� ⋅ �z� + q4�zq3� ⋅ �z�

)
J(�z, �)dz;
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�B contains “bad terms” given by

In the following lemma, we deal with the integral with Jacobian. The method here is 
different from (2.14) in [8].

Lemma 4.2  Given a function u = u(z, �) defined in (− 1

�
,
1

�
) × Γk, we have

where û = uJ
1

2 and C is a constant independent of small � and u.

Proof  First, we can observe that

Let û = 𝛾q𝜃 + p1 , then

(4.21)

�M ≜ 4�−2
�
Γk
t

d�
�I�

(
q1�zq0� ⋅ �z� + q0�zq1� ⋅ �z�

)
J(�z, �)dz

+ 4�−2
�
Γk
t

d�
�I�

(
q2�zq0� ⋅ �z� + q0�zq2� ⋅ �z�

)
J(�z, �)dz

+ 4�−2
�
Γk
t

d�
�I�

(
q2�zq1� ⋅ �z� + q1�zq2� ⋅ �z�

)
J(�z, �)dz;

(4.22)

�B ≜
2

3
�
−2

�
Γk
t

d�
�I�

(
(�zq0)

2 + �(s)q2
0

)
J(�z, �)dz

+ 2�−2
�
Γk
t

d�
�I�

(
(�zq1)

2 + �(s)q2
1
+ (�zq2)

2 + �(s)q2
2

)
J(�z, �)dz

+
2

3
�
−1

�
Γk
t

d�
�I�

(
�
�(s)s10q

2
0
+ 3��(s)s10(q

2
1
+ q2

2
) + 6��(s)q0(q1s11 + q2s12)

)
J(�z, �)dz.

(4.23)

�I𝜀

(
(𝜕zu)

2 + 𝜃(s)u2
)
J(𝜀z, 𝜎)dz ≥

3

4 �I𝜀

(
(𝜕zû)

2 + 𝜃(s)û2
)
dz − C𝜀2

�I𝜀

u2dz,

(4.24)

�I𝜀

(
(𝜕zu)

2 + 𝜅(s)u2
)
J(𝜀z, 𝜎)dz ≥

3

4 �I𝜀

(
(𝜕zû)

2 + 𝜅(s)û2
)
dz − C𝜀2

�I𝜀

u2dz,

(4.25)
�I𝜀

(
(𝜕zu)

2 + 𝜃(s)u2
)
Jdz ≥

�I𝜀

(
(𝜕zû)

2 + 𝜃(s)û2
)
dz − 𝜀

�I𝜀

û𝜕zûJdJ
−1dz − C𝜀2

�I𝜀

u2dz.
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By (3.7), we get

and

Moreover, by (3.29) and the Young’s inequality, one has

This gives

which together with (4.25) leads to (4.23). The proof of (4.24) is similar. 	�  □

−𝜀
∫I𝜀

û𝜕zûJdJ
−1dz = −𝜀𝛾

∫I𝜀

ûq�
𝜃
JdJ

−1dz − 𝜀
∫I𝜀

û𝜕zp1JdJ
−1dz

= −𝜀𝛾
∫I𝜀

û(q𝜃 − 𝛼s�)�JdJ
−1dz + 𝜀𝛼𝛾

∫I𝜀

ûs��JdJ
−1dz − 𝜀

∫I𝜀

û𝜕zp1JdJ
−1dz.

𝜀𝛾
�I𝜀

û(q𝜃 − 𝛼s�)�JdJ
−1dz ≤ C𝜀𝛾

(
�I𝜀

|û|2dz
) 1

2
(
�I𝜀

|(q𝜃 − 𝛼s�)�|2dz
) 1

2

≤ O
(
e
−

C

𝜀

)(
�I𝜀

|û|2dz
)

≤ O
(
e
−

C

𝜀

)
�I𝜀

u2dz,

𝜀𝛼𝛾
||||�I𝜀

ûs��JdJ
−1dz

|||| ≤ C𝜀2𝛼𝛾
�I𝜀

|ûs��z|dz

≤ C𝜀2𝛼𝛾

(
�I𝜀

|û|2dz
) 1

2
(
�I𝜀

|s��z|2dz
) 1

2

≤ C𝜀2
�I𝜀

u2dz.

|||| − 𝜀
�I𝜀

û𝜕zp1JdJ
−1dz

|||| ≤ C𝜀

(
�I𝜀

u2dz

) 1

2
(
�I𝜀

(𝜕zp1)
2dz

) 1

2

≤ C𝜀2
�I𝜀

u2dz +
1

4 �I𝜀

(
(𝜕zû)

2 + 𝜃(s)û2
)
dz.

−𝜀
�I𝜀

û𝜕zûJdJ
−1dz ≥ −C𝜀2

�I𝜀

u2dz −
1

4 �I𝜀

(
(𝜕zû)

2 + 𝜃(s)û2
)
dz.
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4.2 � Estimates of �G

In this subsection, we deal with the “good terms” defined in (4.20). In this and next two 
subsections, we define q̂j = qjJ

1

2 (0 ≤ j ≤ 4) , and assume the decompositions:

and here, p0⊥q𝜃 and p1, p2⊥𝜔q𝜅 . Then, ‖q̂0‖2 = 𝛾2 + ‖p0‖2 , ‖q̂1‖2𝜔 = 𝛿2 + ‖p1‖2𝜔 
and ‖q̂2‖2𝜔 = 𝜇2 + ‖p2‖2𝜔.

In addition, we easily get �z� = ���[k]� = O(�) . Similarly,

Moreover, noting that �∇��||�=0 = 0 (homogeneous Neumann boundary condition in 
(1.4)), one has

which further implies that

Now, we start to estimate �G . Due to the decomposition q̂1 , (4.28) and the Young’s 
inequality, we infer that, for small �:

According to similar arguments, we have, for small �:

(4.26)q̂0 = 𝛾q𝜃 + p0, q̂1 = 𝛿q𝜅 + p1, q̂2 = 𝜇q𝜅 + p2,

(4.27)|�z(�,�)| = O(�).

�z� = ���[k]� = ���[k]���k=0
+ O(1)��[k]

= �����
�=−

k∑
i=1

�i�(i)

+ O(�2)z

= ������=0 − O(1)

�
k�

i=1

�
i+1

�
(i)

�
+ O(�2)z

≤ O(�2)(�z� + 1),

(4.28)
|(�z� ⋅ �)(z)| = |(�z� ⋅ �)(z)| ≤ C�2(|z| + 1), |(�z� ⋅ �)(z)| = |(�z� ⋅�)(z)| ≤ C�2(|z| + 1).

(4.29)

�I𝜀

q3𝜕zq1� ⋅ 𝜕z�Jdz =
�I𝜀

q̂3𝜕zq̂1� ⋅ 𝜕z�dz −
𝜀

2 �I𝜀

q̂3q̂1J
−1J𝜑[k]� ⋅ 𝜕z�dz

= 𝛿
�I𝜀

q̂3(q𝜅)
�� ⋅ 𝜕z�dz +

�I𝜀

q̂3𝜕zp1� ⋅ 𝜕z�dz + O(𝜀2)‖q3‖‖q1‖
≤ O(𝜀)‖q3‖‖q1‖ + O(𝜀)‖q3‖2 + O(𝜀)‖𝜕zp1‖2 + O(𝜀2)‖q3‖‖q1‖
≤ O(𝜀2)‖q1‖2 + a

32
‖q3‖2 + O(𝜀)‖𝜕zp1‖2.
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Therefore, for small � , we have

Furthermore, we easily see that for small �

and

and

Combining (4.30)–(4.33) with (3.30), we immediately find that, for small � and 
t ∈ [0, T]:

4.3 � Estimates of �M

In this subsection, we deal with the “mild terms” defined in (4.21).

�I�

q4�zq1� ⋅ �z�Jdz ≤ O(�2)‖q1‖2 + a

32
‖q4‖2 + O(�)‖�zp1‖2,

�I�

q3�zq2� ⋅ �z�Jdz ≤ O(�2)‖q2‖2 + a

32
‖q3‖2 + O(�)‖�zp2‖2,

�I�

q4�zq2� ⋅ �z�Jdz ≤ O(�2)‖q2‖2 + a

32
‖q4‖2 + O(�)‖�zp2‖2.

(4.30)

�I�

�
q3�zq1� ⋅ �z� + q4�zq1� ⋅ �z� + q3�zq2� ⋅ �z� + q4�zq2� ⋅ �z�

�
Jdz

≤ O(�2)(‖q1‖2 + ‖q2‖2) + a

16
(‖q3‖2 + ‖q4‖2) + O(�)(‖�zp1‖2 + ‖�zp2‖2).

(4.31)

2
�I�

�
2b

3
+

4c

3
s
�
s10(q

2
3
+ q2

4
)J(�z, �)dz − 4b

�I�

��
q1q4 + q3q2

�
s11 +

�
q1q3 − q4q2

�
s12

�
Jdz

≤ O(�)(‖q1‖2 + ‖q2‖2) + a

16
�
−1(‖q3‖2 + ‖q4‖2),

(4.32)
�I�

�
q1�zq3� ⋅ �z� + q1�zq4� ⋅ �z� + q2�zq3� ⋅ �z� + q2�zq4� ⋅ �z�

�
Jdz

≤ O(�2)
�‖q1‖2 + ‖q2‖2

�
+

1

16

�‖�zq3‖2 + ‖�zq4‖2
�
,

(4.33)
�I�

�
q3�zq4� ⋅ �z� + q4�zq3� ⋅ �z�

�
Jdz ≤ O(�)

�‖q3‖2 + ‖q4‖2
�
+ O(�)

�‖�zq3‖2 + ‖�zq4‖2
�
.

(4.34)

�G ≥ −C
�
Γk
t

d𝜎
�I𝜀

(q2
1
+ q2

2
)Jdz −

𝜀−2

4 �
Γk
t

d𝜎
�I𝜀

(
(𝜕zq̂1)

2 + 𝜅(s)q̂2
1
+ (𝜕zq̂2)

2 + 𝜅(s)q̂2
2

)
dz.
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Step 1. Due to the decomposition of q̂0 and q̂1 , (3.7), (4.18), (4.28), and the 
Young’s inequality, we deduce that

and

Here, C1 is defined in Lemma 3.6, and we have used the following observations:

(4.35)

�I𝜀

q1𝜕zq0� ⋅ 𝜕z�Jdz

=
�I𝜀

q̂1𝜕zq̂0� ⋅ 𝜕z�dz −
𝜀

2 �I𝜀

q̂1q̂0J
−1J𝜑� ⋅ 𝜕z�dz

=
�I𝜀

q̂1
�
𝛾q�

𝜃
+ 𝜕zp0

�
� ⋅ 𝜕z�dz + O(𝜀2)‖q0‖‖q1‖

= 𝛾
�I𝜀

q̂1q
�
𝜃
� ⋅ 𝜕z�Jdz + �I𝜀

q̂1𝜕zp0� ⋅ 𝜕z�Jdz + O(𝜀2)‖q0‖‖q1‖

= 𝛾
�I𝜀

q̂1(q𝜃 − 𝛼s�)�� ⋅ 𝜕z�Jdz + 𝛾𝛼
�I𝜀

q̂1s
��� ⋅ 𝜕z�Jdz + �I𝜀

q̂1𝜕zp0� ⋅ 𝜕z�Jdz + O(𝜀2)‖q0‖‖q1‖

≤ O
�
e
−

C

𝜀

�
‖q0‖‖q1‖ + O(𝜀2)‖q0‖‖q1‖ + O(𝜀2)‖q1‖2 + 1

32C1

‖𝜕zp0‖2,

(4.36)

�I𝜀

q0𝜕zq1� ⋅ 𝜕z�Jdz

=
�I𝜀

q̂0𝜕zq̂1� ⋅ 𝜕z�dz −
𝜀

2 �I𝜀

q̂1q̂0J
−1J𝜑� ⋅ 𝜕z�dz

= 𝛿
�I𝜀

q̂0(q𝜅)
�� ⋅ 𝜕z�dz + �I𝜀

q̂0𝜕zp1� ⋅ 𝜕z�dz + O(𝜀2)‖q0‖‖q1‖

= 𝛿
�I𝜀

q̂0(q𝜅 − 𝛽s)�� ⋅ 𝜕z�dz + 𝛿𝛽
�I𝜀

q̂0s
�� ⋅ 𝜕z�dz + �I𝜀

q̂0𝜕zp1� ⋅ 𝜕z�dz + O(𝜀2)‖q0‖‖q1‖

≤ O
�
e
−

C

𝜀

�
‖q0‖‖q1‖ + O(𝜀2)‖q0‖‖q1‖ + O(𝜀2)‖q0‖2 + 1

32C1

‖𝜕zp1‖2.

||||�I𝜀

q̂1s
��� ⋅ 𝜕z�dz

|||| ≤ C𝜀2
�I𝜀

||q̂1s��(|z| + 1)||dz

≤ C𝜀2
(
�I𝜀

||q̂1||2dz
) 1

2
(
�I𝜀

||s��(|z| + 1)||2dz
) 1

2

≤ C𝜀2
(
�I𝜀

||q̂1||2dz
) 1

2

,

||||�I𝜀

q̂0s
�� ⋅ 𝜕z�dz

|||| ≤ C𝜀2
�I𝜀

||q̂0s�(|z| + 1)||dz

≤ C𝜀2
(
�I𝜀

||q̂0||2dz
) 1

2
(
�I𝜀

||s�(|z| + 1)||2dz
) 1

2

≤ C𝜀2
(
�I𝜀

||q̂0||2dz
) 1

2

.
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By (4.35) and (4.36), we get

Similarly, there holds

Step 2 . Due to the decomposition q̂1 , (3.23), (3.26), (4.27), and the Young inequal-
ity, we have

and

(4.37)

�I�

q1�zq0� ⋅ �z�Jdz + �I�

q0�zq1� ⋅ �z�Jdz

≤ O
�
e
−

C

�

�
‖q0‖‖q1‖ + O(�2)

�‖q0‖2 + ‖q1‖2
�
+

1

32C1

�‖�zp0‖2 + ‖�zp1‖2
�
.

(4.38)

�I�

q2�zq0� ⋅ �z�Jdz +
�I�

q0�zq2� ⋅ �z�Jdz

≤ O
�
e
−

C

�

�
‖q0‖‖q2‖ + O(�2)

�‖q0‖2 + ‖q2‖2
�
+

1

32C1

�‖�zp0‖2 + ‖�zp2‖2
�
.

(4.39)

�I𝜀

q2𝜕zq1� ⋅ 𝜕z�Jdz

=
�I𝜀

q̂2𝜕zq̂1� ⋅ 𝜕z�dz −
𝜀

2 �I𝜀

q̂2q̂1J
−1J𝜑� ⋅ 𝜕z�dz

= 𝛿
�I𝜀

q̂2(q𝜅)
�� ⋅ 𝜕z�dz +

�I𝜀

q̂2𝜕zp1� ⋅ 𝜕z�dz + O(𝜀2)‖q2‖‖q1‖

= 𝛿
�I𝜀

q̂2(q𝜅 − 𝛽s)�� ⋅ 𝜕z�dz + 𝛿𝛽
�I𝜀

q̂2s
�� ⋅ 𝜕z�dz +

�I𝜀

q̂2𝜕zp1� ⋅ 𝜕z�dz + O(𝜀2)‖q2‖‖q1‖

≤ O
�
e
−

C

𝜀

�
‖q̂1‖‖q̂2‖ + 𝛿𝛽

�I𝜀

q̂2s
�� ⋅ 𝜕z�dz + O(𝜀2)‖q2‖2 + 1

64C1

‖𝜕zp1‖2,

(4.40)

𝛿𝛽
�I𝜀

q̂2s
�� ⋅ 𝜕z�dz

= 𝛿𝛽
�I𝜀

(𝜇q𝜅 + p2)s
�� ⋅ 𝜕z�dz

= 𝜇𝛿𝛽
�I𝜀

(q𝜅 − 𝛽s)s�� ⋅ 𝜕z�dz + 𝜇𝛿𝛽
2

�I𝜀

ss�� ⋅ 𝜕z�dz + 𝛿𝛽
�I𝜀

p2s
�� ⋅ 𝜕z�dz

≤ O(e
−

C

𝜀 )‖q1‖‖q2‖ + 𝜇𝛿𝛽
2

�I𝜀

ss�� ⋅ 𝜕z�dz + O(𝜀2)‖q1‖2 + 1

64C1

‖𝜕zp2‖2.
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Consequently, we arrive at

Similarly, we can deduce that

Combining (4.41) with (4.42), we get

and here, we have used the fact � ⋅ �z� +� ⋅ �z� = �z(� ⋅�) = 0.

In conclusion, with the help of (3.29)–(3.30), we have for small � and t ∈ [0, T]

4.4 � Estimates of �B

In this subsection, we deal with the “bad terms” defined in (4.22). Based on (4.23), 
(4.24), (4.34), and (4.44), one has, for small � and t ∈ [0, T]:

(4.41)

�I�

q2�zq1� ⋅ �z�Jdz ≤ O(e
−

C

� )‖q1‖‖q2‖ + O(�2)
�‖q1‖2 + ‖q2‖2

�
+

1

64C1

�‖�zp1‖2 + ‖�zp2‖2
�

+ ���
2

�I�

ss�� ⋅ �z�dz.

(4.42)

�I�

q1�zq2� ⋅ �z�Jdz ≤ O(e
−

C

� )‖q1‖‖q2‖ + O(�2)
�‖q1‖2 + �q2‖2

�
+

1

64C1

�‖�zp1‖2 + ‖�zp2‖2
�

+ ���
2

�I�

ss�� ⋅ �z�dz.

(4.43)

�I�

q2�zq1� ⋅ �z�Jdz +
�I�

q1�zq2� ⋅ �z�dz

≤ O(e
−

C

� )‖q1‖‖q2‖ + O(�2)
�‖q1‖2 + �q2‖2

�
+

1

64C1

�‖�zp1‖2 + ‖�zp2‖2
�
,

(4.44)

�M ≥ − C
�
Γk
t

d𝜎
�I𝜀

(
q2
0
+ q2

1
+ q2

2

)
Jdz −

1

4
𝜀
−2

�
Γk
t

d𝜎
�I𝜀

(
(𝜕zq̂0)

2 + 𝜃(s)q̂2
0

)
dz

−
1

4
𝜀
−2

�
Γk
t

d𝜎
�I𝜀

(
(𝜕zq̂1)

2 + 𝜅(s)q̂2
1
+ (𝜕zq̂2)

2 + 𝜅(s)q̂2
2

)
dz.
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To proceed, we first establish the following conclusions.

Lemma 4.3  For (x, t) ∈ Γk(1), we have

Proof  We only prove (4.46). The remaining results can be proved similarly. For 
(x, t) ∈ Γk(1) ⊂ Γ(2) , as |∇xs10(z, x, t)| ≤ C , there holds

Then, it follows from (6.14) that

(4.45)

�G +�M +�B

≥
1

4
𝜀
−2

�
Γk
t

d𝜎
�I𝜀

(
(𝜕zq̂0)

2 + 𝜃(s)q̂2
0

)
dz + 𝜀

−2

�
Γk
t

d𝜎
�I𝜀

(
(𝜕zq̂1)

2 + 𝜅(s)q̂2
1

)
dz

+ 𝜀
−2

�
Γk
t

d𝜎
�I𝜀

(
(𝜕zq̂2)

2 + 𝜅(s)q̂2
2

)
dz +

2

3
𝜀
−1

�
Γk
t

d𝜎
�I𝜀

𝜃
�(s)s10q̂

2
0
dz

+ 2𝜀−1
�
Γk
t

d𝜎
�I𝜀

𝜅
�(s)s10

(
q̂2
1
+ q̂2

2

)
dz + 4𝜀−1

�
Γk
t

d𝜎
�I𝜀

𝜅
�(s)q̂0

(
q̂1s11 + q̂2s12

)
dz

− C
�
Γk
t

d𝜎
�I𝜀

(
q2
0
+ q2

1
+ q2

2

)
Jdz

≜ 𝜀
−2(�1 +�2 +⋯ +�8) − C

�
Γk
t

d𝜎
�I𝜀

(
q2
0
+ q2

1
+ q2

2

)
Jdz.

(4.46)

∫I�

�
�(s(z))s10(z, x, t)(s

�(z))2dz = O(�),
∫I�

�
�(s(z))s10(z, x, t)s

2(z)dz = O(�),

(4.47)

∫I�

�
�(s(z))s�(z)s(z)s11(z, x, t)dz = O(�),

∫I�

�
�(s(z))s�(z)s(z)s12(z, x, t)dz = O(�).

|s10(z, x, t) − s10(z, �(x), t)| ≤ C|x − �(x)| ≤ C�|z|.

||||�I�

�
�(s(z))s10(z, x, t)(s

�(z))2dz
||||

=
||||�I�

�
�(s(z))

(
s10(z, x, t) − s10(z, �(x), t)

)
(s�(z))2dz

−
�

+∞

1

�

�
�(s(z))s10(z, �(x), t)(s

�(z))2dz −
�

−
1

�

−∞

�
�(s(z))s10(z, �(x), t)(s

�(z))2dz
||||

≤ �
�I�

|��(s(z))||z|(s�(z))2dz +
(
�

+∞

1

�

+
�

−
1

�

−∞

)
||��(s(z))s10(z, �(x), t)||(s�(z))2dz

≤ C�.
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Using the similar arguments, we get

Hence, this Lemma is proved. 	�  □

Due to the decomposition of q̂0 , (3.4), (3.5), (6.14) and the Young’s inequality, 
we infer that for small �

Due to the decomposition of q̂1 , (3.19), (3.23), (6.14), and the Young inequality, we 
deduce that, for small �:

||||�I�

�
�(s(z))s10(z, x, t)s

2(z)dz
||||

≤ C�
�I�

|��(s(z))z|s2(z)dz +
(
�

+∞

1

�

+
�

−
1

�

−∞

)
||��(s(z))s10(z, �(x), t)

||s2(z)dz

≤ C�.

(4.48)

�1 +�4 =
1

4
�
2

�I�

��
q�
�

�2
+ �(s)q2

�

�
dz +

1

4 �I�

�
(�zp0)

2 + �(s)p0
2
�
dz.

+
2

3
��

2

�I�

�
�(s)s10q

2
�
dz +

4

3
��

�I�

�
�(s)s10q�p0dz +

2

3
�
�I�

�
�(s)s10p0

2dz

≥
1

4
�
2
��,1 +

1

4
��,2‖p0‖2 + 2

3
��

2
�
2

�I�

�
�(s)s10(s

�)2dz

+ O(e
−

C

� )�2 + O(�)‖p0‖� + O(�)‖p0‖2

=
1

4
�
2
��,1 +

1

4
��,2‖p0‖2 + O(e

−
C

� )�2 + O(�)�‖p0‖ + O(�)‖p0‖2

≥

�
1

4
��,1 + O(e

−
C

� ) + O(�2)
�
�
2 +

1

8
��,2‖p0‖2

≥ −C�2�2 +
1

8
��,2‖p1‖2

≥ −C�2
�I�

q2
1
Jdz +

1

8
��,2‖p0‖2.

(4.49)

�2 +�5 = �
2

�I�

��
(q�)

�
�2

+ �(s)(q�)
2
�
dz +

�I�

�
(�zp1)

2 + �(s)p1
2
�
dz.

+ 2��2
�I�

�
�(s)s10(q�)

2dz + 4��
�I�

�
�(s)s10q�p1dz + 2�

�I�

�
�(s)s10p1

2dz

≥ �
2
��,1 + ��,2‖p1‖2� + 2��2�2

�I�

�
�(s)s10s

2dz + O(e
−

C

� )�2 + O(�)�‖p1‖� + O(�)‖p1‖2�
= �

2
��,1 + ��,2‖p1‖2� + O(e

−
C

� )�2 + O(�)�‖p1‖ + O(�)‖p1‖2�
≥ −C�2�2 +

1

2
��,2‖p1‖2�

≥ −C�2
�I�

q2
1
Jdz +

1

2
��,2‖p1‖2�.
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Similarly, for small � , we have

Finally, we aim to estimate �7 and �8 . We only need to consider �7 , as �8 can be 
estimated similarly. Due to the decompositions of q̂1 and q̂2 , we have

By (6.14), (3.6), and (3.26), we infer that for small �

From Young’s inequality and Hölder’s inequality, we deduce that

Therefore, it holds

(4.50)�3 +�6 ≥ −C�2
�I�

q2
2
Jdz +

1

2
��,2‖p2‖2�.

�7 = 4𝜀𝛾𝛿
∫I𝜀

𝜅
�(s)q𝜃q𝜅s11dz + 4𝜀𝛾

∫I𝜀

𝜅
�(s)q𝜃p1s11dz + 4𝜀

∫I𝜀

𝜅
�(s)p0q̂1s11dz.

=∶ �1
7
+�2

7
+�3

7
.

�1
7
= 4���

�I�

�
�(s)(q� − �s�)q�s11dz + 4����

�I�

�
�(s)s�(q� − �s)s11dz

+ 4�����
�I�

�
�(s)s�ss11dz

= 4���
�I�

�
�(s)(q� − �s�)q�s11dz + 4����

�I�

�
�(s)s�(q� − �s)s11dz

= O(�
3

4 )��‖q� − �s�‖ 1

2 ‖q�‖� + O(�)���‖q� − �s‖�
= O(e

−
C

� )��

≥ −Ce
−

C

�

�I�

�
q2
0
+ q2

1

�
Jdz.

�2
7
≥ −C𝜀𝛾

�
�I𝜀

�q𝜃�dz
� 1

2 ‖p1‖𝜔 ≥ −C𝜀2𝛾2 −
1

4
𝜆𝜅,2‖p1‖2𝜔,

�3
7
= 4𝜀

�I𝜀

𝜅
�(s)p0q̂1s11dz ≥ −

1

32
𝜆𝜃,2‖p0‖2 − C𝜀2

�I𝜀

q2
1
Jdz.

(4.51)�7 ≥ −C�2
�I�

�
q2
0
+ q2

1

�
Jdz −

1

32
��,2‖p0‖2 − 1

4
��,2‖p1‖2�.
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Similarly, we have

Thanks to (4.48)–(4.52), we conclude that for small � and t ∈ [0, T]

4.5 � Proof of Theorem 1.2

By (4.45) and (4.53), there holds

According to (4.5), (4.19), and (4.54), we have

where C is independent of small � and t ∈ [0, T].
Thus, the proof of Theorem 1.2 is completed.

5 � Uniform Estimates for the Remainder Equation

This section is devoted to the proof of Theorem 1.3 and Corollary 1.4.

Proof of Theorem 1.3  We consider the error ��

R
≜

��−��

A

�m
 with m determined later. 

We introduce the energy (t) = 0(t) + 1(t) + 2(t) with

Thanks to the Sobolev embedding, we have

(4.52)�8 ≥ −C�2
�I�

�
q2
0
+ q2

2

�
Jdz −

1

32
��,2‖p0‖2 − 1

4
��,2‖p2‖2�.

(4.53)�1 +�2 +⋯ +�8 ≥ −C�2
�
Γk
t

d�
�I�

(
q2
0
+ q2

1
+ q2

2

)
Jdz.

(4.54)�G +�M +�B ≥ −C
�
Γk
t

d�
�I�

(
q2
0
+ q2

1
+ q2

2

)
Jdz.

�
Ω

(
|∇�|2 + �

−2(��

A
� ∶ �)

)
dx ≥ �

(
�G +�M +�B

)
− C

�
Ω

|�|2dx.

≥ −C
�
Γk
t (1)

|�|2dx − C
�
Ω

|�|2dx

≥ −C
�
Ω

|�|2dx,

0(t) =
1

2 �
Ω

|��

R
|2(x, t)dx, 1(t) =

�6

2 �
Ω

|∇��

R
|2(x, t)dx, 2(t) =

�12

2 �
Ω

|Δ��

R
|2(x, t)dx.

(5.1)�
3‖‖��

R
(⋅, t)‖‖L4(Ω) ≤ C�3‖‖��

R
(⋅, t)‖‖H1(Ω)

≤ C
(
0(t) + 1(t)

) 1

2 ,
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From (1.1) and (1.9), we find that

Multiplying (5.4) by ��

R
 and integrating it over Ω , we obtain

Applying the spectral condition in Theorem 1.2 and (5.2) to (5.5), we deduce that

Noting that, for i ∈ {1, 2, 3}:

Then, we have

(5.2)�
6‖‖��

R
(⋅, t)‖‖L∞(Ω)

≤ C�6‖‖��

R
(⋅, t)‖‖H2(Ω)

≤ C
(
0(t) + 2(t)

) 1

2 ,

(5.3)�
6‖‖∇��

R
(⋅, t)‖‖L4(Ω) ≤ C�6‖‖��

R
(⋅, t)‖‖H2(Ω)

≤ C
(
0(t) + 2(t)

) 1

2 .

(5.4)�t�
�

R
= Δ��

R
− �

−2��

A
��

R
−

1

2
�
m−2f ��

��

A
+

1

3
�m��

R

(��

R
,��

R
) − �

−mℜ�

k
.

(5.5)

1

2

d

dt �Ω

|��

R
|2dx +

�
Ω

(
|∇��

R
|2 + �

−2
(
��

A
��

R
∶ ��

R

))
dx

= −
1

2
�
m−2

�
Ω

(f ��
��

A
+

1

3
�m��

R

(��

R
,��

R
) ∶ ��

R
)dx − �

−m

�
Ω

(ℜ�

k
∶ ��

R
)dx.

(5.6)d

dt
0(t) ≤ C�k−m−1

1

2

0
(t) + C0(t) + C�m−80(t)

(
0(t) + 2(t)

) 1

2 .

(5.7)

�t�i�
�

R
= Δ�i�

�

R
− �

−2��

A
�i�

�

R
− �

−2f ��
��

A

(�i�
�

A
,��

R
)

− �
m−2f ��

��

A
+

1

3
�m��

R

(��

R
, �i�

�

R
) − �

−m
�iℜ

�

k

− c�m−2
(
2��

R
(�i�

�

A
+

1

3
�
m
�i�

�

R
) ∶ ��

R
+ (�i�

�

A
+

1

3
�
m
�i�

�

R
)|��

R
|2
)
.
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Using the spectral condition in Theorem  1.2 again, and noting that �i��

A
∼

1

�
 and 

�iℜ
�

k
∼ �k−2 , we can deduce that

Based on (5.8), (5.1), and (5.2), we arrive at

Similarly, we obtain

1

2

d

dt �Ω

|�i��

R
|2dx = −

�
Ω

(
|∇�i��

R
|2 + �

−2
(
��

A
�i�

�

R
∶ �i�

�

R

))
dx

− �
−2

�
Ω

(
f ��
��

A

(�i�
�

A
,��

R
) ∶ �i�

�

R

)
dx

− �
m−2

�
Ω

(
f ��
��

A
+

�m

3
��

R

(��

R
, �i�

�

R
) ∶ �i�

�

R

)
dx

− c�m−2
�
Ω

(
2
(
��

R
∶ �i�

�

R

)(
��

R
∶ �i�

�

A

)
+

2�m

3
(�i�

�

R
∶ ��

R
)2
)
dx

− c�m−2
�
Ω

((
�i�

�

A
∶ �i�

�

R

)|��

R
|2 + �m

3
|�i��

R
|2|��

R
|2
)
dx

− �
−m

�
Ω

(
�iℜ

�

k
∶ �i�

�

R

)
dx.

(5.8)

�6

2

d

dt �Ω

|∇��

R
|2dx ≤ C�6

�
Ω

|∇��

R
|2dx + �

k−m+4

(
�
Ω

|∇��

R
|2dx

) 1

2

+ C�3
�
Ω

|��

R
| ⋅ |∇��

R
|dx + C�m+4

�
Ω

|∇��

R
|2|��

R
|dx

+ C�m+3
�
Ω

|��

R
|2|∇��

R
|dx + C�2m+4

�
Ω

|��

R
|2|∇��

R
|2dx.

(5.9)

d

dt
1(t) ≤ C�k−m+1

1

2

1
(t) + C1(t) + C

1

2

0
(t)

1

2

1
(t) + C�m−61(t)

(
0(t) + 1(t)

) 1

2

+ C�m−81(t)
(
0(t) + 2(t)

) 1

2 + C�2m−14
(
0(t) + 1(t)

)(
0(t) + 2(t)

)
.
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In addition, from (5.10) and (5.1)–(5.3), we infer that

Combining (5.6), (5.9), and (5.11), we get

Taking m = 9 and k = 10 in (5.12), we then have

(5.10)

�12

2

d

dt �Ω

|Δ��

R
|2dx

≤ C�12
�
Ω

|Δ��

R
|2dx + �

k−m+9

(
�
Ω

|Δ��

R
|2dx

) 1

2

+ C�8
�
Ω

|Δ��

R
| ⋅ |��

R
|dx + C�9

�
Ω

|∇��

R
| ⋅ |Δ��

R
|dx

+ C�m+10
�
Ω

|Δ��

R
|2|��

R
|dx + C�m+9

�
Ω

|��

R
| ⋅ |∇��

R
| ⋅ |Δ��

R
|dx

+ C�m+8
�
Ω

|��

R
|2|Δ��

R
|dx + C�m+10

�
Ω

|∇��

R
|2|Δ��

R
|dx

+ C�2m+10
�
Ω

|��

R
|2|Δ��

R
|2dx + C�2m+10

�
Ω

|∇��

R
|2|Δ��

R
| ⋅ |��

R
|dx.

(5.11)

d

dt
2(t) ≤ C�k−m+9

1

2

2
(t) + C2(t) + C�2

1

2

0
(t)

1

2

2
(t) + C

1

2

1
(t)

1

2

2
(t)

+ C�m−4
1

2

2
(t)
(
0(t) + 1(t)

)
+ C�m−6

1

2

1
(t)

1

2

2
(t)
(
0(t) + 2(t)

) 1

2

+ C�m−82(t)
(
0(t) + 2(t)

) 1

2 + C�m−8
1

2

2
(t)
(
0(t) + 2(t)

)

+ C�2m−14
(
0(t) + 2(t)

)
2(t) + C�2m−14

(
0(t) + 2(t)

) 3

2 
1

2

2
(t).

(5.12)
d

dt
(t) ≤ C

(
�
k−m−1 + �

k−m+1 + �
k−m+9

)


1

2 (t) + C(t)

+ C
(
�
m−8 + �

m−6 + �
m−4

)


3

2 (t) + C�2m−142(t).

(5.13)
d

dt
(t) ≤ C1 + C1(t) + C1�

3

2 (t) + C1�
42(t).
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Noting that from (1.11), we derive that (0) ≤ C2 for some C2 > 0 . Define

By (5.13), there exists 𝜀0 > 0 dependent of C1,C2 , and T, such that for 𝜀 < 𝜀0:

which implies that

Thus, T1 = T  from a continuous argument. Noting that �� −��

A
= �m��

R
 , we can 

end the proof of Theorem 1.3.

Remark 5.1  Such a qualitative conclusion immediately tells us that making higher 
order expansion is very necessary. From the procedure of the proof, the higher 
order expansion will remedy the order of decay with respect to � for the term 
∫
Ω
(��

B
∶ ��

R
)dx.

Finally, let us prove Corollary 1.4.

Proof of Corollary 1.4  From (2.6), we deduce that

and

which conclude the proof. 	� □
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T1 =

{
t ∈ [0, T] ∶ (t) ≤ 2

(
C2e

3C1T +
1

3
(e3C1T − 1)

)}
.

d

dt
(t) ≤ C1 + 3C1(t),

(t) ≤ C2e
3C1T +

1

3
(e3C1T − 1).

�� −�(0) = ��

R
+��

A
−�(0) = ��

R
+ O(�)

s(z) − s
(
�

�
+ �

(1)
)
= s

(
�

�
+ �

(1) + ��
(1) +⋯ + �

k−1
�
(k)
)
− s

(
�

�
+ �

(1)
)
= O(�),
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Appendix 1

The Leading Order Profile of � Near the Transition Layer

The following equation describes the profile of the leading order of � near the tran-
sition layer [see (2.44)]:

It has a uniaxial solution �(0)

I
(z) = s(z)(�� −

1

3
�) , with s(z) given by the following:

This equation has an explicit solution

Obviously, s� =
√

c

3
s(s+ − s) and

Remark 6.1  Here, tanh x = ex−e−x

ex+e−x
 satisfies tanh�� x = 2 tanh x(tanh x − 1)(tanh x + 1) , 

limx→−∞ tanh x = −1 and limx→+∞ tanh x = 1 . More generally, the function 
u(z) =

�−�

2

(
�+�

�−�
+ tanh(|� − �|

√
�

8
(z − z0))

)
 satisfies u�� = �(u −

�+�

2
)(u − �)(u − �) , 

limz→−∞ u(z) = � , u(z0) =
�+�

2
 and limz→+∞ u(z) = �, �, �, z0 ∈ ℝ, � ∈ ℝ

+.

Existence of �

Lemma 6.2  There exists a smooth function � satisfying (2.38)–(2.39).

Proof  First of all, we have s(−z) + s(z) = s+ . Let �(x) be a smooth non-decreas-
ing function with �(x) = 0 for x ≤ s+∕5 and �(x) = 1 for s ≥ 4s+∕5. In addition, 
we assume that �(x) + �(s+ − x) = 1 for x ∈ ℝ . Define �(z) = �(s(z)) , and then, 
�(−z) + �(z) = �(s(−z)) + �(s(z)) = �(s+ − s(z)) + �(s(z)) = 1 , which implies that 
� ′′ is odd. As s′ is even, we know that

�zz�
(0)

I
= f

(
�

(0)

I

)
, �

(0)

I
(−∞) = 0, �

(0)

I
(+∞) = s+

(
�� −

1

3
�

)
.

(6.1)
{

−s�� + f (s) = −s�� + as −
b

3
s2 +

2

3
cs3 = 0,

s(−∞) = 0, s(+∞) = s+.

(6.2)s(z) =
s+

2

�
1 + tanh

�√
a

2
z

��
.

s(−�z�), s+ − s(�z�), �
k
z
s(±�z�) = O

�
e−

√
a�z�

�
for �z� → ∞, k ≥ 1.
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On the other hand, we have

and

and

then, (2.39) implies that

Let

Then, we have

∫
ℝ

�
��s�dz = 0.

∫
ℝ

�
�sdz = s+ −

∫
ℝ

�s�dz = s+ −
∫

s+

0

�(s)ds =
s+

2
,

∫
ℝ

�
�s�dz = −

∫
ℝ

�s��dz =
∫
ℝ

�s��dz

= 2

√
c

3 ∫
ℝ

�

(
s −

s+

2

)
s�dz = 2

√
c

3 ∫

s+

0

�(s)
(
s −

s+

2

)
ds,

∫
ℝ

(s�)2dz =

√
c

3 ∫

s+

0

s(s+ − s)ds =
1

6

√
c

3
(s+)

3;

2
∫
ℝ

(s�)2dz
∫
ℝ

�
�sdz − (s+)

2

∫
ℝ

�
�s�dz = 2

√
c

3
(s+)

2

(
(s+)

2

12
−
∫

s+

0

�(s)
(
s −

s+

2

)
ds

)
.

𝜒̄1(x) = �{x≥s+∕2}, 𝜒̄2(x) = �{x≥4s+∕5} +
1

2
�{s+∕5≤x≤4s+∕5}.

∫

s+

0

𝜒̄1(s)
(
s −

s+

2

)
ds =

s(s − s+)

2

|||
s+

s+∕2
=

s2
+

8
>

s2
+

12
,

∫

s+

0

𝜒̄2(s)
(
s −

s+

2

)
ds =

s(s − s+)

2

|||
s+

4s+∕5
+

1

2

s(s − s+)

2

|||
4s+∕5

s+∕5
=

2s2
+

25
<

s2
+

12
.
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Thus, there exist smooth non-decreasing functions �1(x),�2(x) close to 𝜒̄1(x), 𝜒̄2(x) , 
such that

Therefore, we can choose �(x) = a1�1(x) + (1 − a1)�2(x) as a linear combination of 
�1(x) and �2(x) , such that

Then, (2.38)–(2.39) are satisfied for �(z) = �(s(z)) . 	�  □

Differential Operators in the Transition Layer

Let X(x̂1, x̂2) ∈ Γ be the parameterization of Γ , and � = �(x̂1, x̂2) = (�1, �2, �3) be the 
unit normal vector to Γ . Two tangent vectors to Γ are �i =

𝜕X

𝜕x̂i
= (�i1, �i2, �i3), i = 1, 2 . 

Set x̂ = (x̂1, x̂2) and ŷ = 𝜑 ∈ (−2𝛿, 2𝛿) . Then, for any x ∈ Γ(2�):

Let h(0) and b denote the first fundamental form and the second fundamental form 
on Γ . Then, for i, j ∈ {1, 2}:

Moreover, h(0) is a positive definite matrix.
Define the matrix w(x̂, ŷ) = I + ŷbh−1(0) , here I is the unit matrix. Direct computa-

tions lead to detw = 1 + tr(bh−1(0))ŷ + det(bh−1(0))ŷ2 , and hence, 
0 < C1 ≤ detw ≤ C2 . Moreover, G(x̂, ŷ) ∶= det h(0)(detw)2 and 
𝛾(x̂, ŷ) ∶=

1

detw

𝜕detw

𝜕ŷ
= 𝜕ŷ(ln detw). Then, for the function f ∶ Γ(2�) → �, we have

𝜒i({x ≤ s+∕5}) = 0, 𝜒i({x ≥ 4s+∕5}) = 1, for i = 1, 2;

�

s+

0

𝜒1(s)
(
s −

s+

2

)
ds >

s2
+

12
,

�

s+

0

𝜒2(s)
(
s −

s+

2

)
ds <

s2
+

12
.

�({x ≤ s+∕5}) = 0, �({x ≥ 4s+∕5}) = 1,
�

s+

0

�(s)
(
s −

s+

2

)
ds =

s2
+

12
.

(6.3)x = x(x̂, ŷ) = X(x̂1, x̂2) + ŷ�.

(6.4)hij(0)(x̂) =

(
𝜕X

𝜕x̂i
⋅
𝜕X

𝜕x̂j

)
(x̂),

(6.5)bij(x̂) =

(
𝜕�

𝜕x̂i
⋅
𝜕X

𝜕x̂j

)
(x̂) =

(
𝜕X

𝜕x̂i
⋅
𝜕�

𝜕x̂j

)
(x̂) = bji(x̂).
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and here, (wh(0))ij and (w2h(0))ij are the entries of the matrix (wh(0))−1 and 
(w2h(0))−1.

Proofs of Lemmas 2.6–2.8

Proof of Lemma 2.6  By the method of variation of constants, we can solve (2.59) 
with s0(0, x, t) = 1 explicitly as in (2.67). First, we check (2.65) in the case of 
j = 0, 1, 2 and l = m = 0 , and other cases can be obtained by the induction argu-
ment. Fixing z0 ≫ 1 , we have for z > z0

Since s� =
√

c

3
s(s+ − s) and s�� = s(a −

b

3
s +

2c

3
s2) =

2c

3
s(s −

s+

2
)(s − s+) , we can get

(6.6)
∇f =

𝜕f

𝜕ŷ
� +

2∑
i,j=1

(wh(0))ij
𝜕f

𝜕x̂i
�j,

(6.7)

Δf =
𝜕2f

𝜕ŷ2
+ 𝛾(x̂, ŷ)

𝜕f

𝜕ŷ
+

2�
i,j=1

1√
G

𝜕

𝜕x̂i

�√
G(w2h(0))ij

𝜕f

𝜕x̂j

�

= ∇(∇f ⋅ ∇𝜑) ⋅ ∇𝜑 + 𝛾(x̂, ŷ)∇f ⋅ ∇𝜑 +

2�
i,j=1

1√
G

𝜕

𝜕x̂i

�√
G(w2h(0))ij

𝜕f

𝜕x̂j

�

=∶ ∇(∇f ⋅ ∇𝜑) ⋅ ∇𝜑 + 𝛾(x̂, ŷ)∇f ⋅ ∇𝜑 + Δ𝜎 f ,

||||s0(z, x, t) −
f +
0
(x, t)

a

|||| =
||||
s�(z)

s�(0)
+ s�(z)

�

z0

0

(s�(�))−2
�

+∞

�

f0(�, x, t)s
�(�)d�d�

+ s�(z)
�

z

z0

(s�(�))−2
�

+∞

�

(
f0(�, x, t) − f +

0
(x, t)

)
s�(�)d�d�

+ f +
0
(x, t)s�(z)

�

z

z0

(s�(�))−2
�

+∞

�

s�(�)d�d� −
f +
0
(x, t)

a

||||
≤ Cs�(z) + Cs�(z)

�

z

z0

(s�(�))−2
�

+∞

�

�
k
(
s+ − s(�)

)
s�(�)d�d�

+ ||f +0 (x, t)|| ⋅
||||s

�(z)
�

z

z0

s+ − s(�)

(s�(�))2
d� −

1

a

||||.

(6.8)

lim
�→+∞

(s�(�))−2 ∫
+∞

�
�k
(
s+ − s(�)

)
s�(�)d�

�k

= lim
�→+∞

∫
+∞

�
�k
(
s+ − s(�)

)
s�(�)d�

(s�(�))2�k
= − lim

�→+∞

1
ks�

(s+−s)�
+ 2

s��

s+−s

=
1

2a
,
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and

Therefore, for z ≫ 1

Noting that

From (6.8), one has

In addition, we have

||||s
�(z)

�

z

z0

s+ − s(�)

(s�(�))2
d� −

1

a

|||| ≤ Cs�(z).

||||s0(z, x, t) −
f +
0
(x, t)

a

|||| ≤ C|z|k+1s�(z) ≤ C|z|k+1(s+ − s(z)
)
.

|ŝ0�(z, x, t)| =
||||s

��(z)
∫

z

0

(s�(�))−2
∫

+∞

�

(
f0(�, x, t) − f +

0
(x, t)

)
s�(�)d�d�

+ (s�(z))−1
∫

+∞

z

(
f0(�, x, t) − f +

0
(x, t)

)
s�(�)d�

− 2

√
c

3
f +
0
(x, t)

(
s −

s+

2

)
s�(z)

∫

z

z0

s+ − s(�)

(s�(�))2
d�

+ f +
0
(x, t)

s+ − s

s�

||||.

||||s
��(z)

�

z

0

(s�(𝜍))−2
�

+∞

𝜍

(
f0(𝜏, x, t) − f +

0
(x, t)

)
s�(𝜏)d𝜏d𝜍

||||
≤ C|z|k+1s��(z) ≤ C|z|k+1(s+ − s(z)

)
, for z ≫ 1.

lim
z→+∞

(s�(z))−1 ∫
+∞

z
�k
(
s+ − s(�)

)
s�(�)d�

zk+1
(
s+ − s(z)

)

= lim
z→+∞

∫
+∞

z
�k
(
s+ − s(�)

)
s�(�)d�

zk+1
(
s+ − s(z)

)
s�(z)

= − lim
z→+∞

1
zs��

s�
−

zs�

s+−s
+ k + 1

= 0,
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then there holds

Moreover, one has

Consequently, one has

where the constant C is independent of z, x, t.
Furthermore, due to (2.59), we get

where the constant C is independent of z, x, t.
Second, we check (2.66) in the case of j = 0, 1, 2 and l = m = 0 , and other cases 

can be obtained by the induction argument. Noting that for z < 0 and |z| ≫ 1 , one 
has

Since s� =
√

c

3
s(s+ − s) and s�� = s(a −

b

3
s +

2c

3
s2) , we have

Thus,

where the constant C is independent of z, x,  and t.
Noting that, for z < 0 and |z| ≫ 1:

||||(s
�(z))−1

�

z

−∞

𝜏
ks(𝜏)s�(𝜏)d𝜏

|||| ≤ C|z|k+1(s+ − s(z)
)
, for z ≫ 1.

||||f
+

0
(x, t)

s+ − s

s�
− 2

√
c

3
f +
0
(x, t)

(
s −

s+

2

)
s�(z)

�

z

z0

s+ − s(𝜍)

(s�(𝜍))2
d𝜍

|||| ≤ C|z|(s+ − s(z)
)
, for z ≫ 1.

||s�0(z, x, t)|| ≤ C|z|k+1(s+ − s(z)
)
, for z ≫ 1,

||s��0 (z, x, t)|| ≤ C|z|k+1(s+ − s(z)
)
, for z ≫ 1,

|s0(z, x, t)| =
||||
s�(z)

s�(0)
+ s�(z)

�

z

0

(s�(�))−2
�

�

−∞

f0(�, x, t)s
�(�)d�d�

||||
≤
||||
s�(z)

s�(0)

|||| +
||||s

�(z)
�

z

0

(s�(�))−2
�

�

−∞

�
ks(�)s�(�)d�d�

||||.

(6.9)

lim
�→−∞

(s�(�))−2 ∫
�

−∞
s�(�)s(�)�kd�

�k
= lim

�→−∞

∫
�

−∞
s�(�)s(�)�kd�

(s�(�))2�k
= lim

�→−∞

1
ks�

s�
+ 2

s��

s

=
1

2a
.

|s0(z, x, t)| ≤ C|z|k+1s�(z) ≤ C|z|k+1s(z), for z < 0 and |z| ≫ 1,
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From (6.9), one has

Moreover, we have

and then, there holds

Consequently, one has

where the constant C is independent of z, x,  and t. Furthermore, due to (2.59), we 
get

where the constant C is independent of z, x,  and t.
Furthermore, if v satisfies

|ŝ0�(z, x, t)| =
||||s

��(z)
�

z

0

(s�(�))−2
�

+∞

�

f0(�, x, t)s
�(�)d�d� + (s�(z))−1

�

+∞

z

f0(�, x, t)s
�(�)d�

||||
=
||||s

��(z)
�

z

0

(s�(�))−2
�

+∞

�

f0(�, x, t)s
�(�)d�d� − (s�(z))−1

�

z

−∞

f0(�, x, t)s
�(�)d�

||||
≤
||||s

��(z)
�

z

0

(s�(�))−2
�

+∞

�

f0(�, x, t)s
�(�)d�d�

|||| + C
||||(s

�(z))−1
�

z

−∞

�
ks(�)s�(�)d�

||||.

||||s
��(z)

�

z

0

(s�(𝜍))−2
�

+∞

𝜍

f0(𝜏, x, t)s
�(𝜏)d𝜏d𝜍

|||| ≤ C|z|k+1s��(z) ≤ C|z|k+1s(z), for z ≪ 1.

lim
z→−∞

(s�(z))−1 ∫
z

−∞
�ks(�)s�(�)d�

zk+1s(z)
= lim

z→−∞

∫
z

−∞
�ks(�)s�(�)d�

zk+1s(z)s�(z)
= lim

z→−∞

1
zs��

s�
+

zs�

s
+ k + 1

= 0,

||||(s
�(z))−1

�

z

−∞

𝜏
ks(𝜏)s�(𝜏)d𝜏

|||| ≤ C|z|k+1s(z), for z < 0 and |z| ≫ 1.

||s�0(z, x, t)|| ≤ C|z|k+1s(z), for z < 0 and |z| ≫ 1,

||s��0 (z, x, t)|| ≤ C|z|k+1s(z), for z < 0 and |z| ≫ 1,

−w�� +

(
a −

2b

3
s + 2cs2

)
w = 0, w(±∞) = 0, w(0) = 0,
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and then, ws��� − s�w�� = 0 . Thus, ws�� − s�w� = 0 , and then, (w
s�
)� = 0 , which implies 

w = 0 . Therefore, we obtain the uniqueness of the solution. 	�  □

Proof of Lemma 2.7  Let s1(z, x, t) = s(z)r1(z, x, t) . From (2.60), we need to focus on 
the following equation for (x, t) ∈ Γ(�):

We can easily verify that

satisfies (6.10), and then, s1 defined in (2.73) satisfies (2.60). Provided that (2.68)–
(2.70) hold, we next check the behaviors (2.71) and (2.72). By the induction argu-
ment, we only need to check them in the case of j = 0, 1, 2 and l = m = 0.

For z ≫ 1 , one has

which implies that (2.71) holds in the case of j = 0 and l = m = 0 . Similarly, we can 
deduce that (2.71) holds in the case of j = 1, 2 and l = m = 0.

For fixed z0 ≪ 1 and z < z0 , we arrive at

Noting that

(6.10)−r��
1
(z)s(z) − 2r�

1
(z)s�(z) = f1(z, x, t).

r12(z, x, t) =
s+
1
(x, t)

s+
−
∫

+∞

z

(s(�))−2
∫

+∞

�

f1(�, x, t)s(�)d�d�

����s(z)�
+∞

z

(s(�))−2
�

+∞

�

f1(�, x, t)s(�)d�d�
����

≤ C
����s(z)�

+∞

z

(s(�))−2
�

+∞

�

�
k
�
s+ − s(�)

�
s(�)d�d�

����
≤ C

�

+∞

z �

+∞

�

�
ke−

√
a�d�d� ≤ Czke−

√
az ≤ C�z�k+1(s+ − s(z)),

|ŝ1(z, x, t)| ≤
|||| − s(z)

�

+∞

z0

(s(�))−2
�

+∞

�

f1(�, x, t)s(�)d�d�
||||

+
||||s(z)�

z0

z

(s(�))−2
�

�

−∞

f1(�, x, t)s(�)d�d�
||||

≤ Cs(z) + C
||||s(z)�

z0

z

(s(�))−2
�

�

−∞

�
ks2(�)d�d�

||||.

lim
�→−∞

(s(�))−2 ∫
�

−∞
s2(�)�kd�

�k
= lim

�→−∞

∫
�

−∞
s2(�)�kd�

(s(�))2�k
= lim

�→−∞

1
k

�
+ 2

s�

s

=
1

2
√
a
,
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which implies that

Therefore,

where the constant C is independent of z, x, t.
Based on similar arguments, we easily obtain that, for z ≪ 1:

In addition

which implies that

Then, we get

where the constant C is independent of z, x,  and t.
Due to (2.60), we get

where the constant C is independent of z, x, t.

||||s(z)�
z0

z

(s(�))−2
�

�

−∞

�
ks2(�)d�d�

|||| ≤ C|z|k+1s(z).

|s1(z, x, t)| ≤ Cs(z) + C|z|k+1s(z) ≤ C|z|k+1s(z), for z ≪ 1,

|s�
1
(z, x, t)| = ||||

s�(z)s+
1
(x, t)

s+
− s�(z)

�

+∞

z

(s(�))−2
�

+∞

�

f1(�, x, t)s(�)d�d�

− (s(z))−1
�

z

−∞

f1(�, x, t)s(�)d�
||||

≤ C|z|k+1s(z) + ||||(s(z))
−1

�

z

−∞

�
ks2(�)d�

||||.

lim
z→−∞

(s(z))−1 ∫
z

−∞
s2(�)�kd�

zk+1s(z)
= lim

z→−∞

∫
z

−∞
s2(�)�kd�

(s(z))2zk+1
= lim

z→−∞

1

k + 1 + 2
zs�

s

= 0,

||||(s(z))
−1

�

z

−∞

𝜏
ks2(𝜏)d𝜏

|||| ≤ C|z|k+1s(z), for z ≪ 1.

|s�
1
(z, x, t)| ≤ C|z|k+1s(z),

||s��1 (z, x, t)|| ≤ C|z|k+1s(z), for z ≪ 1,
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Furthermore, if v satisfies

then ws�� − sw�� = 0 . Thus, ws� − sw� = 0 , and then, (w
s
)� = 0 , which implies w = 0 . 

Therefore, we obtain the uniqueness of the solution. 	�  □

Proof of Lemma 2.8  Since

there exist two linearly independent functions �1(z) and �2(z) , which satisfy

and as z → −∞

and as z → +∞

and here, f ∼ g means f
g
→ 1.

Using the method of variation of constants, one has

here, �0 = �1�
�
2
−�2�

�
1
 . In addition, the solution is unique by 

a +
2b

3
s(z) +

2c

3
s2(z) ≥ a > 0.

According to the expression of s2(z, x, t) , we find that

where the constant C is independent of z, x,  t. Then, from the maximum principle 
and the induction argument, we can get (2.76) and

−w�� +

(
a −

b

3
s +

2c

3
s2
)
w = 0, w(±∞) = 0,

a +
2b

3
s(z) +

2c

3
s2(z) → a, z → −∞, a +

2b

3
s(z) +

2c

3
s2(z) → bs+, z → +∞,

(6.11)−���(z) +
(
a +

2b

3
s(z) +

2c

3
s2(z)

)
�(z) = 0,

(6.12)
�1(z) ∼ e

√
az, �

�
1
(z) ∼

√
ae

√
az, �2(z) ∼ e−

√
az, �

�
2
(z) ∼ −

√
ae−

√
az,

(6.13)
�1(z) ∼ e

√
bs+z, �

�
1
(z) ∼

√
bs+e

√
bs+z, �2(z) ∼ e−

√
bs+z, �

�
2
(z) ∼ −

√
bs+e

−
√
bs+z,

s2(z, x, t) =
1

�0

(
�2(z)∫

z

0

�1(�)f2(�, x, t)d� −�1(z)∫

z

0

�2(�)f2(�, x, t)d�

)
;

|s2(z, x, t)| ≤ C,
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To verify (2.77), we rewrite (2.61) as

Noting that

and

Using the same arguments in proving Lemma 2.7, we can get (2.77). 	�  □

Cancellation Lemma

The following lemma is key to deal with the “bad terms” during the procedure of 
proving the spectral condition.

Lemma 6.3  (Cancellation)

Proof  Due to (2.55), one has

Multiplying the above equation by s′ , integrating by parts and using (2.39), we get

||𝜕jz𝜕lx𝜕mt s2(z, x, t)|| = O(e−Cz), j, l,m = 0, 1,⋯ , for z ≪ 1.

−s��
2
(z, x, t) +

(
a −

b

3
s(z) +

2c

3
s2(z)

)
s2(z, x, t) = f2(z, x, t) − bs(z)s2(z, x, t).

||𝜕jz𝜕lx𝜕mt
(
f2(z, x, t) − bs(z)s2(z, x, t)

)|| ≤ C|z|ks(z), for z ≪ 1 and some k ∈ ℕ,

∫
ℝ

(
f2(z, x, t) − bs(z)s2(z, x, t)

)
s(z)dz = 0.

(6.14)
∫
ℝ

�
�(s)s10(s

�)2dz =
∫
ℝ

�
�(s)s10s

2dz =
∫
ℝ

�
�(s)s�ss11dz = ∫

ℝ

�
�(s)s�ss12dz = 0.

−s���
10
+ �

�(s)s�s10 + �(s)s�
10

=
(
Δ� − �t

)
s�� + g00��

��.

∫
ℝ

�
�(s)s10(s

�)2dz = g00�∫
ℝ

�
��s�dz = 0.
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Notice that �(s) = f (s)

s
 , and then, ��(s) =

�(s)s−f (s)

s2
 and ��(s)s2 = �(s)s − f (s). Multi-

plying (2.55) by s, integrating by parts, and using (2.39) and (2.78), we get

Due to (2.56), one has

Multiplying the above equation by s, integrating by parts and using (2.39) and 
(2.82), we get

Similarly, we have

This concludes the proof of the lemma. 	�  □

�
ℝ

�
�(s)s10s

2dz =
1

2

(
Δ� − �t

)
(s+)

2 + g00��
ℝ

�
�sdz

=
1

2

(
Δ� − �t

)
(s+)

2 −
(
Δ� − �t

)
�
ℝ

(s�)2dz
∫
ℝ
� �sdz

∫
ℝ
� �s�dz

=
(
Δ� − �t

)( (s+)
2

2 ∫
ℝ
(s�)2dz

−
∫
ℝ
� �sdz

∫
ℝ
� �s�dz

)
�
ℝ

(s�)2dz

= 0.

−s���
11
+ �

�(s)s�s11 + �(s)s�
11

= 2s���1 + g01��
��.

�
ℝ

�
�(s)s�ss11dz = −2�1 �

ℝ

(s�)2dz + g01��
ℝ

�
��sdz

= −2�1 �
ℝ

(s�)2dz + �1(s+)
2
∫
ℝ
� �s�dz

∫
ℝ
� �sdz

= −�1(s+)
2

(
2 ∫

ℝ
(s�)2dz

(s+)
2

−
∫
ℝ
� �s�dz

∫
ℝ
� �sdz

)

= 0.

�
ℝ

�
�(s)s�ss12dz = −2�2 �

ℝ

(s�)2dz + g02��
ℝ

�
��sdz

= −�2(s+)
2

(
2 ∫

ℝ
(s�)2dz

(s+)
2

−
∫
ℝ
� �s�dz

∫
ℝ
� �sdz

)
= 0.
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Appendix 2: More Details on Inner Expansion

Solving '(1)
, p11 , and p12

In this section, we give a sketch of solving (2.99). The proof is split into three steps.
Step 1. Assume that �(1) is known, by simplifications, we find p11 and p12 satisfy the 

following system:

with the following mixed boundary values:

Here, �01,… ,�09 are known terms and are defined by the following:

and

(7.1)

⎧⎪⎨⎪⎩

�tp11 − Δp11 = �01p11 + �02p12 + 2(∇p12 ⋅ ∇)� ⋅ � − 4cp11(p
2
11
+ p2

12
), in Ω+,

�tp12 − Δp12 = �03p12 + �04p11 + 2(∇p11 ⋅ ∇)� ⋅� − 4cp12(p
2
11
+ p2

12
), in Ω+,

(p11(x, t), p12(x, t))
��t=0 = (p12(x, 0), p13(x, 0)), in Ω+

0
,

(7.2)

⎧⎪⎨⎪⎩

2s+∇p11 ⋅ ∇� + �05s
−1
+
p11 + 2s+p12((∇� ⋅ ∇�) ⋅ �)

= �06 − 2s2
+

�
(∇� ⋅ ∇�(1)) ⋅ �

�
− �07�

(1), on Γ,

2s+∇p12 ⋅ ∇� + �06s
−1
+
p12 + 2s+p11((∇� ⋅ ∇�) ⋅�)

= �08 − 2s2
+

�
(∇� ⋅ ∇�(1)) ⋅�

�
− �09�

(1), on Γ.

�01 =
1

2

(
Δ�1 ∶ �1

)
+ b(�� + ��) ∶ −1

+

(
�t�

(0)
+ − Δ�

(0)
+

)
,

�02 =
1

2

(
Δ�2 ∶ �1

)
+ b

(
�� ∶ −1

+

(
�t�

(0)
+ − Δ�

(0)
+

))
− �t� ⋅ �,

�03 =
1

2

(
Δ�2 ∶ �2

)
+ b(�� +��) ∶ −1

+

(
�t�

(0)
+ − Δ�

(0)
+

)
,

�04 =
1

2

(
Δ�1 ∶ �2

)
+ b

(
�� ∶ −1

+

(
�t�

(0)
+ − Δ�

(0)
+

))
− �t� ⋅�,

�05 = ∫
ℝ

(
2b

3
−

8c

3
s
)
s10s

2dz,

�06 = Φ
(1)

1
−
∫
ℝ

(
4∇�zŝ01 ⋅ ∇� + 4�zŝ02((∇� ⋅ ∇�) ⋅ �) +

(
2b

3
−

8c

3
s
)
s10ŝ01

)
sdz,

�07 = 2g01 ∫
ℝ

s� �dz,

�08 = Φ
(1)

2
−
∫
ℝ

(
4∇�zŝ02 ⋅ ∇� + 4�zŝ01((∇� ⋅ ∇�) ⋅�) +

(
2b

3
−

8c

3
s
)
s10ŝ02

)
sdz,

�09 = 2g02 ∫
ℝ

s� �dz.
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Denote by  the operator defined by the following:

Step 2 . We aim to get �(1) in Γ(�) from the equation ∇� ⋅ ∇�(1) = 0 which comes 

from (2.35). Since Γ is non-characteristic for the equation, we only need to obtain 

�(1) on Γ by solving the following system:

where �010,… ,�014 are known terms and are defined by the following:

In [1] (p.200–201), let x = X(�, t), � ∈ �
2, t ∈ [0, T] be a parameterization of Γ . 

More concretely, we assume that

Let � (1)(�, t) = �(1)(X(�, t), t) . Then, one has

and using (6.7) in “Appendix 1”, we get

Therefore, (7.4) is reduced to the following parabolic equation:

where we used �010(�, t) = �010(X(�, t), t),⋯ ,�014(�, t) = �014(X(�, t), t) and

Noting that  defined in (7.3) is bounded from L2(0, T;H1(�2)) to L2(0, T;H
1

2 (�2)) , 
and then, there exists a solution � (1) ∈ L2(0, T;H1(�2)) to (7.7), and then, a solution 
(p11, p12) ∈ L2(0, T;H1(Ω+)) to (7.1). It follows from further arguments that � (1), p11 
and p12 have higher regularity if (p11(x, 0), p12(x, 0)) is smooth.

(7.3) ∶ �
(1)

→ (p11, p12).

(7.4)

{
�
(1)
t = Δ�(1) + �010�

(1) + �011(p
2
11
+ p2

12
) + �012p11 + �013p12 + �014, on Γ,

�(1)(x, 0) = 0, on Γ0,

�010 =
∫
ℝ
� �(z)s�(z)dz

∫
ℝ
(s�(z))2dz

g01, �011 =
∫
ℝ
(b − 4cs)s2s�dz

2s2+ ∫ℝ(s
�(z))2dz

,

�012 =
∫
ℝ
(b − 4cs)sŝ01s

�dz

s+ ∫ℝ(s
�(z))2dz

, �013 =
∫
ℝ
(b − 4cs)sŝ02s

�dz

s+ ∫ℝ(s
�(z))2dz

,

�014 =
1

2 ∫
ℝ
(s�(z))2dz �ℝ

(b − 4cs)
(
ŝ01

2
+ ŝ02

2
)
s�dz.

Xt(�, t) = −�t∇�(X(�, t), t).

(7.5)�
(1)
t = ∇�(1) ⋅ Xt + �

(1)
t = −�t∇�

(1) ⋅ ∇� + �
(1)
t = �

(1)
t |x=X(�,t),

(7.6)
Δ𝜑(1)|x=X(𝜎,t) = ∇(∇𝜑(1) ⋅ ∇𝜑) ⋅ ∇𝜑 + 𝛾(x̂, ŷ)∇𝜑(1) ⋅ ∇𝜑 + Δ𝜎𝜓

(1) = Δ𝜎𝜓
(1).

(7.7)

{
�

(1)
t = Δ��

(1) + �010�
(1) + �011(p

2
12
+ p2

13
) + �012p12 + �013p13 + �014, in �

2 × (0, T),

� (1)(�, 0) = 0, in �
2 × {0},

(p11, p12)(�, t) = (p11, p12)(x, t)|x=X(�,t) = (�(1))|x=X(�,t).
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Step 3 . As in [1] (p.178), we extend p11 and p12 in Ω+ smoothly to Γ(�).

Solving �(1)

+ ,�
(2)

⊥
,�

(1)

I
,�(1) , and �(2)

I,⊥

Once we determined p11 and p12 (and thus, �(1)
+  by (2.23)), we can solve �(2)

⊥
 , or equiva-

lently p20, p23 and p24 from (2.26).
�

(1)

I,⊥
 is determined by (2.80). �(1)

I,⊤
 , or {s1j}2j=1 , can be obtained using Lemma 2.7 in 

the case of k = 0 to solve (2.56) with boundary conditions (2.58). Thus, �(1)

I
 is solved 

and satisfies

Proposition 7.1  There holds

where j, l,m = 0, 1,… and the positive constant C is independent of z, x,  and t.

As a corollary, one immediately has
Corollary 7.2 

where j, l,m = 0, 1,… , �1 is defined in (2.26) and the positive constant C is inde-
pendent of z, x,  and t.

In order that (2.88), (2.89), and (2.90) hold for (x, t) ∈ Γ(�)�Γ , we define the 
following:

and

(7.8)|||�
j
z
�
l
x
�
m
t

(
�

(1)

I
(z, x, t) −�

(1)
+ (x, t)

)||| ≤ C|z|(s+ − s(z)
)
, for z → +∞,

(7.9)
|||�

j
z
�
l
x
�
m
t
�

(1)

I
(z, x, t)

||| ≤ C|z|s(z), for z → −∞,

(7.10)||�jz�lx�mt
(
�(1)(z, x, t) − �1(x, t)

)|| ≤ C|z|(s+ − s(z)
)
, for z → ∞,

(7.11)||�jz�lx�mt �(1)(z, x, t)|| ≤ C|z|s(z), for z → −∞,

g10(x, t) =

⎧⎪⎨⎪⎩

−
3

2
∫
ℝ
�(1)∶�0s

�dz

� ∫
ℝ
� �s�dz

, (x, t) ∈ Γ(�)�Γ;

−
3

2
∇(∫

ℝ
�(1)∶�0s

�dz)⋅∇�

∫
ℝ
� �s�dz

, (x, t) ∈ Γ,

for i = 1, 2, g1i(x, t) =

⎧⎪⎨⎪⎩

−
1

2
∫
ℝ
�(1)∶�isdz

� ∫
ℝ
� �sdz

, (x, t) ∈ Γ(�)�Γ;

−
1

2
∇(∫

ℝ
�(1)∶�isdz)⋅∇�

∫
ℝ
� �sdz

, (x, t) ∈ Γ.
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Furthermore, for simplicity, we take g13 = g14 = 0 , and thus, we get �(1).
Finally, with the help of (2.88), (7.10) and (7.11), we can obtain s20, s23 and s24 , 

and then, �(2)

I,⊥
 , by solving (2.84) and (2.86) with the corresponding boundary condition 

(2.87). Here, we have used the fact that

which is known as we have already solved �(2)

⊥
.

Compatibility Conditions for Solving �(k+1)

I

By (2.46), we get

where

Let

Then, the system (7.12) combined with (2.4) ( i = k + 1 ) is reduced into the follow-
ing five ODEs:

with

3

2
�1 ∶ �0 =

3

2
+�

(2)

⊥
∶ �0 =

3

2
ap20�0 ∶ �0 = ap20,

(7.12)I�
(k+1)

I
= �(k) + ��(k)

�
�,

�(k) =
∑
0≤i≤k

(
�z�

(i)

I
(Δ�(k−i) − �t�

(k−i)) + 2∇�z�
(i)

I
⋅ ∇�(k−i)

)

+
∑
1≤i≤k

�
(i)�(k−i)

�
� + Δ�

(k−1)

I
− �t�

(k−1)

I
− �

(k)

I
− �

(k)

I
−�(k−1)

�
�z.

�
(k+1)

I
(z, x, t) =

4∑
j=0

s(k+1)j(z, x, t)�j(x, t), �(k)(x, t) =

4∑
j=0

gkj(z, x, t)�j(x, t).

(7.13)−s��
(k+1)0

+ �(s(z))s(k+1)0 =
3

2
(�(k) ∶ �0) + gk0��

�,

(7.14)−s��
(k+1)j

+ �(s(z))s(k+1)j =
1

2
(�(k) ∶ �j) + gkj��

�, for j = 1, 2,

(7.15)−s��
(k+1)j

+ �(s(z))s(k+1)j =
1

2
(�(k) ∶ �j) + gkj��

�, for j = 3, 4,

(7.16)s(k+1)j(−∞, x, t) = 0, s(k+1)j(+∞, x, t) = p(k+1)j(x, t), j = 0, 1, 2, 3, 4.
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To solve (7.13)–(7.14), we need to verify all the terms on the right-hand side of 
them satisfy the corresponding compatibility conditions by Lemmas 2.6–2.7, that is, 
to guarantee the following compatibility conditions for (7.13)–(7.14):

In what follows, we first ensure that (7.17) and (7.18) hold on Γ , which will lead to 
the evolution law of �(k) on Γ and the boundary values of pk1 and pk2 on Γ . Then, we 
ensure that (7.17) and (7.18) hold for (x, t) ∈ Γ(�)�Γ , which lead to the definitions of 
gk0, gk1 , and gk2.

The Equations for '(k)
, pk1 and pk2 on 0

It is noted that on Γ:

where

which depends on the terms up to k − 1 order.
Direct computations yield that on Γ

(7.17)
∫
ℝ

(
3

2
(�(k) ∶ �0) + gk0��

�
)
s�dz = 0,

(7.18)
∫
ℝ

(
1

2
(�(k) ∶ �j) + gkj��

�
)
sdz = 0, for j = 1, 2.

�(k) = �z�
(0)

I
(Δ�(k) − �t�

(k)) + 2∇�z�
(0)

I
⋅ ∇�(k) + �

(k)�(0)
�
� + 2∇�z�

(k)

I
⋅ ∇�

− �

(
�

(1)

I
,�

(k)

I

)
− 2�

(
�

(1)

I
,�

(0)

I
,�

(k)

I

)
+�k−1,

�k−1 =
∑

1≤i≤k−1

(
�z�

(i)

I
(Δ�(k−i) − �t�

(k−i)) + 2∇�z�
(i)

I
⋅ ∇�(k−i) + �

(i)�(k−i)
�
�
)

+ Δ�
(k−1)

I
− �t�

(k−1)

I
−�(k−1)

�
�z

− b

(
1

3
�

∑

2 ≤ i ≤ k − 1

(�
(i)

I
∶ �

(k+1−i)

I
) −

∑

2 ≤ i ≤ k − 1

�
(i)

I
�

(k+1−i)

I

)

− c

(
2

∑

2 ≤ i ≤ k − 1

�
(i)

I

(
�

(0)

I
∶ �

(k+1−i)

I

)
+

∑

1 ≤ i, j ≤ k − 1, i + j ≤ k + 1

�
(k+1−i−j)

I

(
�

(i)

I
∶ �

(j)

I

))
,
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As � = 0 on Γ , (7.17) implies that ∫
ℝ

(
�(k) ∶ �0

)
s�dz = 0 on Γ , which is equivalent 

to

where

In addition, (7.18) implies that ∫
ℝ

(
�(k) ∶ �i

)
sdz = 0 on Γ for j = 1, 2 , which are 

equivalent to

�(k) ∶ �0 =
2

3
s�(Δ�(k) − �t�

(k)) +
2

3
g00�

(k)
�
� +

4

3
∇�zsk0 ⋅ ∇�

+
2b

3

(
2

3
s10sk0 + s11sk1 + s12sk2

)
−

8c

3
s
(
s10sk0 + s11sk1 + s12sk2

)
+�k−1 ∶ �0,

�(k) ∶ �1 =4s
�
(
(∇� ⋅ ∇�(k)) ⋅ �

)
+ 2g01�

(k)
�
� + 4∇�zsk1 ⋅ ∇� + 4�zsk2((∇� ⋅ ∇�) ⋅ �)

+ 2b
(
1

3
s10sk1 +

1

3
s11sk0 + s11sk4 + s12sk3

)
−

8c

3
s
(
s10sk1 + s11sk0

)
+�k−1 ∶ �1,

�(k) ∶ �2 =4s
�
(
(∇� ⋅ ∇�(k)) ⋅�

)
+ 2g02�

(k)
�
� + 4∇�zsk2 ⋅ ∇� + 4�zsk1((∇� ⋅ ∇�) ⋅�)

+ 2b
(
1

3
s10sk2 +

1

3
s12sk0 + s11sk3 − s12sk4

)
−

8c

3
s
(
s10sk2 + s12sk0

)
+�k−1 ∶ �2.

(7.19)

�t�
(k) =Δ�(k) + g00�

(k)
∫
ℝ
� �s�dz

∫
ℝ
(s�)2dz

+
1

∫
ℝ
(s�)2dz �ℝ

(
s11sk1 + s12sk2

)
(b − 4cs)s�dz +

3Φ
(k)

0

2 ∫
ℝ
(s�)2dz

, on Γ,

Φ
(k)

0
=
4

3 ∫
ℝ

∇�zsk0 ⋅ ∇�s
�dz +

∫
ℝ

s10sk0

(
4b

9
−

8c

3
s
)
s�dz +

∫
ℝ

(�k−1 ∶ �0)s
�dz.

(7.20)

2(s+)
2
(
(∇� ⋅ ∇�(k)) ⋅ �

)
+ 2g01�

(k)

∫
ℝ

�
�sdz

+ 4
∫
ℝ

(
∇�zsk1 ⋅ ∇� + �zsk2((∇� ⋅ ∇�) ⋅ �) +

(
2b

3
−

8c

3
s
)
s10sk1

)
sdz

+ Φ
(k)

1
= 0, on Γ,

(7.21)

2(s+)
2
(
(∇� ⋅ ∇�(k)) ⋅�

)
+ 2g02�

(k)

∫
ℝ

�
�sdz

+ 4
∫
ℝ

(
∇�zsk2 ⋅ ∇� + �zsk1((∇� ⋅ ∇�) ⋅�) +

(
2b

3
−

8c

3
s
)
s10sk2

)
sdz

+ Φ
(k)

2
= 0, on Γ,
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where

Furthermore, by the induction, sk1 and sk2 can be solved and there hold (one can see 
(2.95) for s11 and s12):

Thus, (7.19), (7.20), and (7.21) actually are three equations on Γ for �(k), pk1 , and pk2.

Solving '(k)
,�

(k)

⊤
,�

(k+1)

⊥
,�

(k)

I,⊤
,�(k),�

(k+1)

I,⊥

In summary, up to now, we have a nonlinear differential system for �(k), pk1 , and pk2 
as follows:

where the fourth equation comes from (2.35) ( i = k ). Solving (7.23) is similar to the 
argument of solving (2.99), and hence, the corresponding details are omitted here. In 
addition, we also extend p11 and p12 in Ω+ smoothly to Γ(�) as in [1] (p.178). Thus, 
�
(k)

⊤
 is solved.
By that induction that �(k)

⊥
 is known, we know that �(k)

+  is known. Using (2.32)
(i = k ), we can get

which implies that p(k+1)j (j = 0, 3, 4) can be solved.

Φ
(k)

1
=
∫
ℝ

s11sk0

(
2b

3
−

8c

3
s
)
sdz + 2b

∫
ℝ

(
s11sk4 + s12sk3

)
sdz +

∫
ℝ

(�k−1 ∶ �1)sdz,

Φ
(k)

2
=
∫
ℝ

s12sk0

(
2b

3
−

8c

3
s
)
sdz + 2b

∫
ℝ

(
s11sk3 − s12sk4

)
sdz +

∫
ℝ

(�k−1 ∶ �2)sdz.

(7.22)

ski(z, x, t) = − s(z)
∫

+∞

z

s(�)−2
∫

+∞

�

(
1

2
�(k−1) ∶ �i + g(k−1)i��

�

)
(�, x, t)s(�)d�d�

+ s(z)
pki(x, t)

s+
, i = 1, 2.

(7.23)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

(2.34) (i = k) ∶ the evolution equation for �
(k)

⊤
in Ω+,

(7.19) ∶ the evolution equation for 𝜑(k) on Γ,

(7.20), (7.21) ∶ the boundary condition for pk1 and pk2 on Γ,

∇𝜑 ⋅ ∇𝜑(k) = −
1

2

k−1∑
j=1

∇𝜑(j) ⋅ ∇𝜑(k−j), in Γ(𝛿),

�
(k)

⊤
(x, t)��t=0 = �

(k)

⊤
(x, 0), in Ω+

0
,

𝜑(k)(x, 0) = 0, on Γ0,

�
(k+1)

⊥
= −1

+
�k,
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From (7.22), we immediately get {skj}j=1,2 , or equivalently, �(k)

I,⊤
 . In addition, it 

holds that

Proposition 7.3  There holds

where j, l,m = 0, 1,… and the positive constant C is independent of z, x,  and t.

As a corollary, one has
Corollary 7.4 

where j, l,m = 0, 1,⋯ , �k is defined in (2.32) ( i = k ) and the positive constant C is 
independent of z, x, t.

In order that (7.17) and (7.18) hold for (x, t) ∈ Γ(�)�Γ , we define the following:

and

Furthermore, for simplicity, we take gk3 = gk4 = 0 . Therefore, we arrive at �(k).
Now, we focus on solving (7.13) and (7.15) with the corresponding boundary condi-

tions in (7.16) to get s(k+1)j (j = 0, 3, 4) , and then, �(k+1)

I,⊥
 . For this, we need to check all 

the terms on the right-hand side of them satisfy the corresponding decay conditions in 
Lemmas 2.6 and 2.8. (7.27) implies that the second kind of decay condition holds. For 
the first kind of decay condition, we only check

(7.24)|||𝜕
j
z
𝜕
l
x
𝜕
m
t

(
�

(k)

I
(z, x, t) −�

(k)
+ (x, t)

)||| ≤ C|z|k(s+ − s(z)
)
, for z ≫ 1,

(7.25)
|||𝜕

j
z
𝜕
l
x
𝜕
m
t
�

(k)

I
(z, x, t)

||| ≤ C|z|ks(z), for z < 0 and |z| ≫ 1,

(7.26)||𝜕jz𝜕lx𝜕mt
(
�(k)(z, x, t) − �k(x, t)

)|| ≤ C|z|k(s+ − s(z)
)
, for z ≫ 1,

(7.27)||𝜕jz𝜕lx𝜕mt �(k)(z, x, t)|| ≤ C|z|ks(z), for z < 0 and |z| ≫ 1,

gk0(x, t) =

⎧⎪⎨⎪⎩

−
3

2
∫
ℝ
�(k)∶�0s

�dz

� ∫
ℝ
� �s�dz

, (x, t) ∈ Γ(�)�Γ;

−
3

2
∇(∫

ℝ
�(k)∶�0s

�dz)⋅∇�

∫
ℝ
� �s�dz

, (x, t) ∈ Γ,

gki(x, t) =

⎧⎪⎨⎪⎩

−
1

2
∫
ℝ
�(k)∶�isdz

� ∫
ℝ
� �sdz

, (x, t) ∈ Γ(�)�Γ;

−
−

1

2
∇(∫

ℝ
�(k)∶�isdz)⋅∇�

∫
ℝ
� �sdz

, (x, t) ∈ Γ,
i = 1, 2.

|||||
�
j
z
�
l
x
�
m
t

(
3

2
�(k) ∶ �0 + gk0��

� − ap(k+1)0

)|||||
= O(e−Cz) for z → +∞,
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since the other cases are similar. In fact, according to (7.26), one has

Moreover, from (2.32) ( i = k ), we obtain

Therefore, we have obtained 𝜑(k),�
(k)

⊤
,�

(k+1)

⊥
,�

(k)

I,⊤
,�(k) and �(k+1)

I,⊥
.
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