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#### Abstract

In this paper, we study the isotropic-nematic phase transition for the nematic liquid crystal based on the Landau-de Gennes Q-tensor theory. We justify the limit from the Landau-de Gennes flow to a sharp interface model: in the isotropic region, $\mathbf{Q} \equiv 0$; in the nematic region, the $\mathbf{Q}$-tensor is constrained on the manifolds $\mathcal{N}=\left\{s_{+}\left(\mathbf{n} \otimes \mathbf{n}-\frac{1}{3} \mathbf{I}\right), \mathbf{n} \in \mathbb{S}^{2}\right\}$ with $s_{+}$a positive constant, and the evolution of alignment vector field $\mathbf{n}$ obeys the harmonic map heat flow, while the interface separating the isotropic and nematic regions evolves by the mean curvature flow. This problem can be viewed as a concrete but representative case of the Rubinstein-Sternberg-Keller problem introduced in Rubinstein et al. (SIAM J. Appl. Math. 49:116-133, 1989; SIAM J. Appl. Math. 49:1722-1733, 1989).


Keywords Liquid crystal • Isotropic-nematic phase transition • Sharp interface limit

## 1 Introduction

### 1.1 Isotropic-Nematic Phase Transition

Liquid crystal is a state of matter between liquid and solid, in which molecules tend to align a preferred direction. There are several phases in liquid crystals. One of the most

[^0]common phases is the nematic phase, in which the molecules tend to have the same alignment, but their positions are not correlated. Phase transitions between different phases give rise to a variety of mathematical questions of great interest. In this paper, we are concerned with the isotropic-nematic phase transition problem.

In physics, the different order parameters are used to describe the anisotropic behavior of liquid crystals. The most simple one is the vector theory, which uses a unit vector field $\mathbf{n}(x)$ to describe the locally preferred alignment of liquid crystal molecules near the material point $x$. Onsager introduced the molecular theory, in which the orientational distribution function $f(x, \mathbf{m})$ is introduced to describe the number density of molecules whose orientation is parallel to $\mathbf{m}$ at the material point $x$. The $\mathbf{Q}$-tensor theory uses a symmetric traceless $3 \times 3$ matrix $\mathbf{Q}$ to describe the alignment behavior of liquid crystals. Physically, $\mathbf{Q}$ could be understood as the second momentum of $f$ :

$$
\mathbf{Q}(x)=\int_{\mathbb{S}^{2}}\left(\mathbf{m} \mathbf{m}-\frac{1}{3} \mathbf{I}\right) f(x, \mathbf{m}) \mathrm{d} \mathbf{m} .
$$

Since the order tensor $\mathbf{Q}$ vanishes when $f$ is the probability density $\frac{1}{4 \pi}$ for the isotropic phase, the tensor $\mathbf{Q}$ measures how the second moments of a given probability density deviates from the isotropic value. Thus, it is convenient to use the $\mathbf{Q}$-tensor theory to model the isotropic-nematic phase transition problem. More precisely, we consider the following dynamical Landau-de Gennes model in $\Omega \times(0, T), \Omega \subseteq \mathbb{R}^{3}$ :

$$
\begin{equation*}
\partial_{t} \mathbf{Q}^{\varepsilon}=\Delta \mathbf{Q}^{\varepsilon}-\varepsilon^{-2} f\left(\mathbf{Q}^{\varepsilon}\right) \tag{1.1}
\end{equation*}
$$

where

$$
\begin{equation*}
f\left(\mathbf{Q}^{\varepsilon}\right)=a \mathbf{Q}^{\varepsilon} z-b\left(\mathbf{Q}^{\varepsilon}\right)^{2}+c\left|\mathbf{Q}^{\varepsilon}\right|^{2} \mathbf{Q}^{\varepsilon}+\frac{b}{3}\left|\mathbf{Q}^{\varepsilon}\right|^{2} \mathbf{I} . \tag{1.2}
\end{equation*}
$$

Equation (1.1) can be regarded as the gradient flow of the following Landau-de Gennes energy functional:

$$
\begin{equation*}
\mathcal{F}(\mathbf{Q}, \nabla \mathbf{Q})=\int_{\Omega}\left\{\frac{1}{2}|\nabla \mathbf{Q}|^{2}+\frac{1}{\varepsilon^{2}} F(\mathbf{Q})\right\} \mathrm{d} x \tag{1.3}
\end{equation*}
$$

where the elastic energy density $|\nabla \mathbf{Q}|^{2} \triangleq \sum_{1 \leq i, j, k \leq 3}\left|\partial_{k} \mathbf{Q}_{i j}\right|^{2}$, and the bulk energy density $F(\mathbf{Q})$ takes the following form:

$$
F(\mathbf{Q})=\frac{a}{2} \operatorname{Tr} \mathbf{Q}^{2}-\frac{b}{3} \operatorname{Tr} \mathbf{Q}^{3}+\frac{c}{4}\left(\operatorname{Tr} \mathbf{Q}^{2}\right)^{2}
$$

with $b, c>0$ are constants dependent on materials, and $a$ depends on materials and temperature. It is easy to check $f(\mathbf{Q})=F^{\prime}(\mathbf{Q})$.

In general, $F(\mathbf{Q})$ may attain its (local) minimum at two sets:

$$
\mathbf{Q}=0, \text { or } \mathbf{Q} \in \mathcal{N}=\left\{s_{+}\left(\mathbf{n} \otimes \mathbf{n}-\frac{1}{3} \mathbf{I}\right): \mathbf{n} \in \mathbb{S}^{2}, s_{+}=\frac{b+\sqrt{b^{2}-24 a c}}{4 c}\right\}
$$

In the Landau-de Gennes theory, $\mathbf{Q}=0$ corresponds to the isotropic phase, which means no orientational order, while $\mathbf{Q}=s_{+}\left(\mathbf{n} \otimes \mathbf{n}-\frac{1}{3} \mathbf{I}\right)$ represents the nematic phase and $\mathbf{n}$ is the local orientation direction of liquid crystal molecules. We are interested in the case that the isotropic and nematic phases have equal energy, that is

$$
F(0)=F\left(s_{+}\left(\mathbf{n} \otimes \mathbf{n}-\frac{1}{3} \mathbf{I}\right)\right),
$$

which is equivalent to

$$
b^{2}=27 a c
$$

In physics, it means that the temperature is at the isotropic-nematic transition temperature. In this case, we have $s_{+}=\sqrt{\frac{3 a}{c}}$.

The statics and dynamics of the one-dimensional isotropic-nematic interface have been studied in [11, 17-19]. For the high-dimension case, by the asymptotic expansion method, it has been derived in [12] (see also [5] and [21] for some related cases) that the interface, referred as $\Gamma$, which separates the isotropic and nematic regions, evolves by the well-known mean curvature flow. In the isotropic region, denoted by $\Omega^{-}, \mathbf{Q} \equiv 0$, and there is no dynamics. In the nematic region, denoted by $\Omega^{+}$, the $\mathbf{Q}$-tensor is constrained on the manifolds $\mathcal{N}$, and the evolution of alignment vector field $\mathbf{n}$ obeys the harmonic map heat flow:

$$
\begin{cases}\partial_{t} \mathbf{n}=\Delta \mathbf{n}+|\nabla \mathbf{n}|^{2} \mathbf{n}, & \text { in } \Omega^{+},  \tag{1.4}\\ v \cdot \nabla \mathbf{n}=0, & \text { on } \Gamma, \\ V=\sigma \kappa, & \text { on } \Gamma .\end{cases}
$$

Here, $\nu$ is the unit normal vector to $\Gamma, V$ is the normal velocity of $\Gamma, \kappa$ is the mean curvature, and $\sigma$ is a constant representing the surface tension.

The goal of this paper is to justify the asymptotic limit $\varepsilon \rightarrow 0$ of the system (1.1) to the system (1.4). In [16], under the hypothesis of radial symmetry, Majum-dar-Milewski-Spicer analyzed this problem in a rigorous mathematical framework, and they proved that an interface can be generated by a large class of initial data and propagates according to the mean curvature.

A more general problem is to consider the Landau-de Gennes energy of the form:

$$
\begin{equation*}
\mathcal{F}(\mathbf{Q}, \nabla \mathbf{Q})=\int_{\Omega}\left\{\frac{1}{2}|\nabla \mathbf{Q}|^{2}+\frac{L_{2}}{2} \partial_{i} Q_{i j} \partial_{k} Q_{k j}+\frac{1}{\varepsilon^{2}} F(\mathbf{Q})\right\} \mathrm{d} x, \tag{1.5}
\end{equation*}
$$

where $L_{2}$ is an elastic coefficient characterizing the elastic anisotropy for liquid crystal materials, and is usually not zero. The effect of the $L_{2}$ term on the iso-tropic-nematic interface has been investigated by several studies [14, 17-19]. For example, when $L_{2}>0$, the uniaxial assumption near the interface is not valid and the biaxiality should be taken into account. In [17], it has been proved that the uniaxial solutions remains to be stable when $L_{2}<0$. In [12], the authors derived the sharp interface model by formal matched asymptotic expansion, where the Neu-mann-type boundary condition should be replaced by a strong anchoring condition, that is, $\mathbf{n}=v$ on $\Gamma$. However, the rigorous analysis is very challenging.

### 1.2 Rubinstein-Sternberg-Keller's Problem

Due to the physical importance and mathematical interests and challenges, the phase transition problems have attracted a great deal of interest in analysis and numerical simulations. The simplest model for phase transition is the Allen-Cahn equation:

$$
\begin{equation*}
\partial_{t} u=\Delta u-\frac{1}{\varepsilon^{2}} F^{\prime}(u), \tag{1.6}
\end{equation*}
$$

where $u$ is a scalar function and $F(u)$ is a function with double well (a simple choice is $\left.F(u)=\left(u^{2}-1\right)^{2} / 4\right)$. This model has been used by Allen-Cahn [2] to model the motion of antiphase boundaries in crystalline solids. It is well known that, as $\varepsilon \rightarrow 0$, the domain will be separated into two regions, where $u \rightarrow 1$ and $u \rightarrow-1$, respectively. The interface between these two regions will move as the mean curvature flow. This asymptotic limit has been rigorously analyzed by different authors via various proposals (see [3, 4, 7, 9, 10, 13]). In particular, the authors in [9] conducted the asymptotic expansions of high order to construct an approximate solution and then conclude the error estimation between the true solution and the approximate solution with the help of the spectrum of a linearized operator. Following the lines in [9], Alikakos-Bates-Chen proved the Cahn-Hilliard equation approximates the Hele-Shaw problem in [1].

In [20, 21], Rubinstein-Sternberg-Keller introduced the following equations:

$$
\begin{equation*}
\partial_{t} u=\Delta u-\frac{1}{\varepsilon^{2}} F^{\prime}(u) \quad \text { in } \Omega, \tag{1.7}
\end{equation*}
$$

to study certain chemical reaction-diffusion processes, where $\Omega$ is a subset of $\mathbf{R}^{m}$, $u: \Omega \rightarrow \mathbf{R}^{k}$ is a phase-indicator function, and $F(u): \mathbf{R}^{k} \rightarrow \mathbf{R}$ is an bulk energy function which can attain it minimum at two (or even more) disjoint connected submanifolds in $\mathbf{R}^{k}$. Based on the formal asymptotic expansion, they found that the interface moves by its mean curvature and $u$ tends to a harmonic map heat flow (to the sub-manifolds) away from the interface when $\varepsilon \rightarrow 0$.

Up to the authors' knowledge, mathematical results on rigorous analysis of $\varepsilon \rightarrow 0$ on the vector-valued Rubinstein-Sternberg-Keller problem (1.7) are quite few. Some preliminary analysis was done by Bronsard and Stoth [5] for $k=2$ under the
radially symmetric setting, in which the Neumann boundary condition on the interface is also derived. The study on the asymptotic limit $\varepsilon \rightarrow 0$ for minimizers of the time-independent problem was carried out by Lin et al. [15].

Despite the problems (1.1) and (1.7) are introduced from different physical motivations, the system (1.1) provides a special, but concrete and physical relevant, example to the system (1.7). Therefore, our work can be viewed as a first attempt on the rigorous analysis for the asymptotic limit $\varepsilon \rightarrow 0$ for the general time-dependent problem (1.7).

Indeed, since a symmetric traceless $3 \times 3$ matrix $\mathbf{Q}$ can be regarded as a vector with five independent variables, the problem (1.1) can be viewed as a special case of (1.7), where $k=5$, and the bulk energy density $F$ attains its minimum at $u=0$ and a two-dimensional sub-manifold $\mathcal{N}$. Although the dimension $k$ and the energy function $F$ are specified, the main important feature of the problem (1.7) is still kept: the minimum of $F$ are attained not just at isolated points but at a point and a manifold. This fact induces a non-trivial dynamics, i.e., a harmonic map heat flow into $\mathcal{N}$, in one bulk region. As we will show, the high dimensionality of the minima manifolds will bring some serious difficulties into our problem. Therefore, understanding the dynamics of isotropic-nematic interface will shed light on the Rubinstein-Stern-berg-Keller problem (1.7) with general $F(u)$.

### 1.3 Main Results

We consider the whole space case $\Omega=\mathbb{R}^{3}$ or the periodic domain case $\Omega=\mathbb{T}^{3}$.
Let ( $\mathbf{n}, \Gamma$ ) be a smooth solution to the system (1.4). For $t \in[0, T]$, we set $\Gamma_{t}=\Gamma \times\{t\}$. Let $\delta_{0} \leq \min \left\{1 / 2,\left(2\left\|\Gamma_{t}\right\|_{C^{2}}\right)^{-1}\right\}$, and for $\delta \leq \delta_{0}$, we define

$$
\Gamma_{t}(\delta)=\{x: \operatorname{dist}((x, t), \Gamma) \leq \delta\}
$$

We can extend $\mathbf{n}$ to be a smooth direction field in $\Gamma_{t}(\delta)$.
Let $\varphi(x, t)$ be the signed distance to $\Gamma_{t}$. Then, we have

$$
\Gamma_{t}(\delta)=\{x \in \Omega:|\varphi(x, t)| \leq \delta\}, \quad t \in[0, T] .
$$

Since $\Gamma_{t}$ evolves according to the mean curvature, we have

$$
\begin{equation*}
\varphi_{t}-\Delta \varphi=0 \quad \text { on } \Gamma . \tag{1.8}
\end{equation*}
$$

We also introduce

$$
\Gamma(\delta)=\Gamma_{t}(\delta) \times[0, T], \Omega_{t}^{ \pm}=\{x \in \Omega: \varphi(x, t) \gtrless 0\}, \Omega^{ \pm}=\Omega_{t}^{ \pm} \times[0, T], \quad t \in[0, T] .
$$

Our first result is the existence of approximated solutions to (1.1) up to arbitrary order of $\varepsilon$, which is based on the matched asymptotic method.

Theorem 1.1 Given a smooth solution $(\mathbf{n}, \Gamma)$ in $\Omega^{+} \times[0, T]$ to (1.4); then, for any $k \in \mathbb{N}$, there exists an approximate solution $\mathbf{Q}^{[k]}(x, t)$ which is close to $s_{+}\left(\mathbf{n n}-\frac{1}{3} \mathbf{I}\right)$ and 0 in $\Omega^{+} \backslash \Gamma(\delta)$ and $\Omega^{-} \backslash \Gamma(\delta)$, respectively, and satisfies

$$
\begin{equation*}
\partial_{t} \mathbf{Q}^{[k]}=\Delta \mathbf{Q}^{[k]}-\frac{1}{\varepsilon^{2}} f\left(\mathbf{Q}^{[k]}\right)+\Re_{k}^{\varepsilon}, \quad(x, t) \in \Omega \times(0, T), \tag{1.9}
\end{equation*}
$$

where

$$
\mathfrak{R}_{k}^{\varepsilon}=O\left(\varepsilon^{k-1}\right) .
$$

In what follows, we let $\mathbf{Q}_{A}^{\varepsilon}=\mathbf{Q}^{[k]}$ be the approximated solution. To estimate the error between the real solution and the approximate solution, the most key ingredient is to establish the following spectral condition of a linearized operator.

Theorem 1.2 (Spectral condition) There exists a positive constant $C$ independent of $\varepsilon$ and $t \in[0, T]$, such that

$$
\begin{equation*}
\int_{\Omega}\left(|\nabla \mathbf{Q}|^{2}+\varepsilon^{-2}\left(\mathcal{H}_{\mathbf{Q}_{A}^{\varepsilon}} \mathbf{Q}: \mathbf{Q}\right)\right) \mathrm{d} x \geq-C \int_{\Omega}|\mathbf{Q}|^{2} \mathrm{~d} x \tag{1.10}
\end{equation*}
$$

for any traceless and symmetric $3 \times 3$ matrix $\mathbf{Q}$. Here, $\mathcal{H}_{\mathbf{Q}_{A}^{\varepsilon}} \mathbf{Q}$ is defined in (2.9).
With the help of the spectral condition, we can estimate the error between the real solution and the approximate solution.

Theorem 1.3 Assume that $k \geq 10$ and

$$
\begin{equation*}
\left\|\mathbf{Q}^{\varepsilon}(x, 0)-\mathbf{Q}_{A}^{\varepsilon}(x, 0)\right\|_{H^{2}(\Omega)} \leq c \varepsilon^{9} \tag{1.11}
\end{equation*}
$$

for some positive constant $c$. Then, there exists a positive constant $C>0$ independent of $\varepsilon$, such that

$$
\begin{aligned}
& \sup _{0 \leq t \leq T} \int_{\Omega}\left|\left(\mathbf{Q}^{\varepsilon}-\mathbf{Q}_{A}^{\varepsilon}\right)(x, t)\right|^{2} \mathrm{~d} x \leq C \varepsilon^{18}, \\
& \sup _{0 \leq t \leq T} \int_{\Omega}\left|\nabla\left(\mathbf{Q}^{\varepsilon}-\mathbf{Q}_{A}^{\varepsilon}\right)(x, t)\right|^{2} \mathrm{~d} x \leq C \varepsilon^{12}, \\
& \sup _{0 \leq t \leq T} \int_{\Omega}\left|\Delta\left(\mathbf{Q}^{\varepsilon}-\mathbf{Q}_{A}^{\varepsilon}\right)(x, t)\right|^{2} \mathrm{~d} x \leq C \varepsilon^{6}
\end{aligned}
$$

In particular, there holds

$$
\left\|\mathbf{Q}^{\varepsilon}-\mathbf{Q}_{A}^{\varepsilon}\right\|_{L^{\infty}(\Omega \times(0, T))} \leq C \varepsilon^{3} .
$$

As a corollary of Theorem 1.3, we have the following.

Corollary 1.4 There exists a positive constant $C>0$ independent of $\varepsilon$ such that

$$
\begin{equation*}
\left\|\mathbf{Q}^{\varepsilon}-\left(\eta\left(\frac{\varphi}{\delta}\right) s\left(\frac{\varphi}{\varepsilon}+\varphi^{(1)}\right)+\left(1-\eta\left(\frac{\varphi}{\delta}\right)\right) \mathbf{1}_{\left\{(x, t) \in \Omega^{+}\right\}} s_{+}\right)\left(\mathbf{n n}-\frac{1}{3} \mathbf{I}\right)\right\|_{L^{\infty}(\Omega \times(0, T))} \leq C \varepsilon \tag{1.12}
\end{equation*}
$$

where and in what follows $\eta \in C^{\infty}(\mathbb{R})$ is a cut-off function satisfying $\eta=0$ in $(-\infty,-1) \cup(1,+\infty)$ and $\eta=1$ in $\left(-\frac{1}{2}, \frac{1}{2}\right)$, and $s(z)$ is defined by (6.1) in "Appendix $1 "$, and $\varphi^{(1)}$ is defined in (2.2).

Remark 1.5 In Theorem 1.1, we construct an explicit approximate solution to (1.1) around the local smooth solution of the system (1.4) by assuming the latter exists. The well-posedness of the system (1.4) will be studied in a future work.

### 1.4 Sketch of the Proof

The proof is based on the asymptotic expansion method. This method has been used to rigorously justify the hydrodynamic limit of the Boltzmann equation [6] and other singular limits in various problems, and developed by several authors to study the sharp interface limit of diffuse interface models such as the Allen-Cahn equation [9] and Cahn-Hilliard equations [1]. The proof consists of three steps: the construction of approximated solutions based on smooth solutions of the limit system; the spectral estimate for the linearized system around the approximated solution; and suitable energy estimates for the remainder terms. There are some new complexities or difficulties when we applied this scheme to the isotropic-nematic interface problem.

First of all, to construct the approximate solution, we have to deal with the degeneracy of the linearized operator, not only in the inner region but also in the outer region, when we solve the corrective solution of each order. To overcome this difficulty, we need to split the corrective solution into two parts: the kernel part and the out-of-kernel part, and solve them separately. In contrast, the linearized operator in outer region is always invertible in the Allen-Cahn or Cahn-Hilliard problem. More importantly, to match these approximated solutions, we have to solve a much more complicated and subtle coupling system in the bulk region and on the sharp interface.

The most difficult part is to prove an uniform-in- $\varepsilon$ lower bound estimate for the first eigenvalue of the linearized operator:

$$
-\Delta \mathbf{Q}+\varepsilon^{-2} \mathcal{H}_{\mathbf{Q}_{A}^{\varepsilon}} \mathbf{Q}
$$

around the approximate solution $\mathbf{Q}_{A}^{\varepsilon}=\mathbf{Q}^{[k]}$. Since the operator acts on a matrix-valued function, the methods in [9] or [8] which involves the Hopf maximum principle and the Harnack inequality may not work directly. Our proof consists of two parts: estimate the linearized operator with $\mathbf{Q}_{A}^{\varepsilon}$ replaced by the leading order term $\mathbf{Q}^{(0)}$, and exclude the singular effect coming from the first correction term $\mathbf{Q}^{(1)}$.

For the first part, our key observation is that, by introducing a suitable decomposition, we can reduce the problem to analyzing the spectrum of two one-dimensional linear operators acting on scalar functions [see $\mathcal{J}_{0}$ defined in (3.1) and $\mathcal{J}_{1}$ defined in (3.2)]. These two operators come from the kernel space of the linearized operator in the inner region. The first one $\mathcal{J}_{0}$ corresponds to the translational invariance of the linearized operator, which has been studied by [8]. The second one $\mathcal{J}_{1}$, which is new, corresponds to the rotational invariance due to the rotational symmetry of the minimum manifold $\mathcal{N}$. It seems difficult to use the methods in [8] or [9] to analyze $\mathcal{J}_{1}$, since its potential degenerates at $x=+\infty$. To overcome this difficulty, we employ a new method which does not need to use the Hopf maximum principle and the Harnack inequality. In addition, this method also works on the spectral analysis of $\mathcal{J}_{0}$, and thus, we present a new proof of Lemma 2.1 in [8]. In addition, a little bit surprisingly, the homogeneous Neumann boundary condition on $\Gamma$ in (1.4) plays an important role in estimating the crossing terms (see Sects. 4.2 and 4.3).

For the second part, the key observation is that the singular effect arising form the first correction term $\mathbf{Q}^{(1)}$ can be excluded by a cancellation relation between the leading order term $\mathbf{Q}^{(0)}$ and the first correction term $\mathbf{Q}^{(1)}$ (see (6.14) and Sect. 4.4).

Finally, we can follow the method in [1] and [9] to estimate the $\operatorname{error} \mathbf{Q}^{\varepsilon}-\mathbf{Q}_{A}^{\varepsilon}$. Here, we use a direct and simple way; that is, estimate the following energy:

$$
\begin{equation*}
\mathcal{E}(t)=\frac{1}{2} \int_{\Omega}\left|\mathbf{Q}_{R}^{\varepsilon}\right|^{2}(x, t) \mathrm{d} x+\frac{\varepsilon^{6}}{2} \int_{\Omega}\left|\nabla \mathbf{Q}_{R}^{\varepsilon}\right|^{2}(x, t) \mathrm{d} x+\frac{\varepsilon^{12}}{2} \int_{\Omega}\left|\Delta \mathbf{Q}_{R}^{\varepsilon}\right|^{2}(x, t) \mathrm{d} x, \tag{1.13}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathbf{Q}_{R}^{\varepsilon} \triangleq \frac{\mathbf{Q}^{\varepsilon}-\mathbf{Q}_{A}^{\varepsilon}}{\varepsilon^{m}}, \tag{1.14}
\end{equation*}
$$

for $m=9$. The reasons for taking $m=9$ and choosing the above $\varepsilon$ powers in the energy come from the detailed computations in Sect . 5 .

Notations. For any two vectors $\mathbf{m}=\left(m_{1}, m_{2}, m_{3}\right), \mathbf{n}=\left(n_{1}, n_{2}, n_{3}\right) \in \mathbb{R}^{3}$, we denote the tensor product by $\mathbf{m} \otimes \mathbf{n}=\left[m_{i} n_{j}\right], 1 \leq i, j \leq 3$. In the sequel, we use $\mathbf{m n}$ to denote $\mathbf{m} \otimes \mathbf{n}$ for simplicity when no ambiguity is possible. For any two tensors $A$ and $B, A: B$ denotes $\operatorname{Tr}(A B)=A_{i j} B_{j i}$ and $|A|^{2}=A: A$. The divergence of a tensor is defined by $\nabla \cdot A=\partial_{j} A_{i j}$.

## 2 Construction of the Approximated Solutions

For the diffuse interface models, the solutions behave differently in regions near and away from the interface. To avoid the complicated calculations near the interface, we choose the method of asymptotic matching introduced in [1] rather than using a local parameterization of the interface as in [9] to construct the approximate solution.

In the region $\Omega^{ \pm} \backslash \Gamma(\delta / 2)$ away from the interface, which is called outer region, we make the following expansion:

$$
\mathbf{Q}^{\varepsilon}=\mathbf{Q}_{ \pm}^{(0)}(x, t)+\varepsilon \mathbf{Q}_{ \pm}^{(1)}(x, t)+\cdots+\varepsilon^{k} \mathbf{Q}_{ \pm}^{(k)}(x, t)+\cdots+
$$

and seek the solution of the form:

$$
\begin{equation*}
\mathbf{Q}_{ \pm}^{[k]}=\mathbf{Q}_{ \pm}^{(0)}(x, t)+\varepsilon \mathbf{Q}_{ \pm}^{(1)}(x, t)+\cdots+\varepsilon^{k} \mathbf{Q}_{ \pm}^{(k)}(x, t), \tag{2.1}
\end{equation*}
$$

where $k$ is to be determined.
While, in $\Gamma(\delta)$ called inner region, we perform inner expansion in $\Gamma(\delta)$. Let $\Gamma^{\varepsilon}$ be the smooth interface centered in the transition region and $\varphi^{\varepsilon}$ be the signed distance function to $\Gamma^{\varepsilon}$. Due to $\mathbf{Q}^{\varepsilon}$ varies rapidly from $\Omega^{+}$to $\Omega^{-}$, we introduce a fast variable $z=\frac{\varphi^{\varepsilon}}{\varepsilon}$ and conduct the following expansions:

$$
\begin{gather*}
\varphi^{\varepsilon}=\varphi^{(0)}(x, t)+\varepsilon \varphi^{(1)}(x, t)+\cdots+\varepsilon^{k} \varphi^{(k)}(x, t)+\cdots,  \tag{2.2}\\
\mathbf{Q}^{\varepsilon}=\mathbf{Q}_{I}^{(0)}(z, x, t)+\varepsilon \mathbf{Q}_{I}^{(1)}(z, x, t)+\cdots+\varepsilon^{k} \mathbf{Q}_{I}^{(k)}(z, x, t)+\cdots, \tag{2.3}
\end{gather*}
$$

where $\varphi^{(0)}(x, t) \triangleq \varphi(x, t)$.
In the overlapped region $\Gamma(\delta) \backslash \Gamma(\delta / 2)=(\Omega \backslash \Gamma(\delta / 2)) \cap \Gamma(\delta)$, two kinds of solutions in outer expansion and inner expansion should be a good approximation, and thus, they have to be almost the same. This gives a matching condition or a "boundary condition" for $\mathbf{Q}_{I}^{(i)}(z, x, t)$, that is

$$
\begin{equation*}
\mathbf{Q}_{I}^{(i)}( \pm \infty, x, t)=\mathbf{Q}_{ \pm}^{(i)}(x, t), \quad i=0,1, \ldots \tag{2.4}
\end{equation*}
$$

In $\Gamma(\delta)$, we then truncate $\varphi^{\varepsilon}$ and seek the solution of the form:

$$
\begin{equation*}
\mathbf{Q}_{I}^{[k]}(x, t)=\mathbf{Q}_{I}^{(0)}\left(\frac{\varphi^{[k]}}{\varepsilon}, x, t\right)+\varepsilon \mathbf{Q}_{I}^{(1)}\left(\frac{\varphi^{[k]}}{\varepsilon}, x, t\right)+\cdots+\varepsilon^{k} \mathbf{Q}_{I}^{(k)}\left(\frac{\varphi^{[k]}}{\varepsilon}, x, t\right), \tag{2.5}
\end{equation*}
$$

with

$$
\varphi^{[k]}(x, t)=\varphi^{(0)}(x, t)+\varepsilon \varphi^{(1)}(x, t)+\cdots+\varepsilon^{k} \varphi^{(k)}(x, t)
$$

Then, we define the approximate solution

$$
\begin{equation*}
\mathbf{Q}^{[k]}=(1-\eta(\varphi / \delta)) \mathbf{Q}_{O}^{[k]}+\eta(\varphi / \delta) \mathbf{Q}_{I}^{[k]} \tag{2.6}
\end{equation*}
$$

where

$$
\mathbf{Q}_{O}^{[k]}=\mathbf{1}_{\left\{(x, t) \in \Omega^{+}\right\}} \mathbf{Q}_{+}^{[k]}+\mathbf{1}_{\left\{(x, t) \in \Omega^{-}\right\}} \mathbf{Q}_{-}^{[k]}
$$

and recall that $\eta \in C^{\infty}(\mathbb{R})$ is a cut-off function satisfying $\eta=0$ in $(-\infty,-1) \cup(1,+\infty)$ and $\eta=1$ in $\left(-\frac{1}{2}, \frac{1}{2}\right)$.

### 2.1 Outer Expansion

We introduce the notations

$$
\begin{equation*}
\mathbf{B}\left(\mathbf{Q}_{1}, \mathbf{Q}_{2}\right):=b\left(\frac{2}{3} \mathbf{I}\left(\mathbf{Q}_{1}: \mathbf{Q}_{2}\right)-\mathbf{Q}_{1} \mathbf{Q}_{2}-\mathbf{Q}_{2} \mathbf{Q}_{1}\right) \tag{2.7}
\end{equation*}
$$

$$
\begin{gather*}
\mathbf{C}\left(\mathbf{Q}_{1}, \mathbf{Q}_{2}, \mathbf{Q}_{3}\right):=c\left(\mathbf{Q}_{1}\left(\mathbf{Q}_{2}: \mathbf{Q}_{3}\right)+\mathbf{Q}_{2}\left(\mathbf{Q}_{1}: \mathbf{Q}_{3}\right)+\mathbf{Q}_{3}\left(\mathbf{Q}_{1}: \mathbf{Q}_{2}\right)\right)  \tag{2.8}\\
\mathcal{H}_{\mathbf{Q}_{0}} \mathbf{Q}_{1}:=a \mathbf{Q}_{1}+\mathbf{B}\left(\mathbf{Q}_{1}, \mathbf{Q}_{0}\right)+\mathbf{C}\left(\mathbf{Q}_{1}, \mathbf{Q}_{0}, \mathbf{Q}_{0}\right) \tag{2.9}
\end{gather*}
$$

We perform outer expansion in the $\Omega^{ \pm}$rather than $\Omega^{ \pm} \backslash \Gamma(\delta / 2)$ using the Hilbert expansion method as in $[23,24]$. In $\Omega^{ \pm}$, we assume that

$$
\mathbf{Q}^{\varepsilon}=\mathbf{Q}_{ \pm}^{(0)}(x, t)+\varepsilon \mathbf{Q}_{ \pm}^{(1)}(x, t)+\cdots+\varepsilon^{k} \mathbf{Q}_{ \pm}^{(k)}(x, t)+\cdots,
$$

where $\mathbf{Q}_{ \pm}^{(i)}(x, t)$ are smooth functions which are independent of $\varepsilon$. Then, we have

$$
\begin{equation*}
f\left(\mathbf{Q}^{\varepsilon}\right)=f\left(\mathbf{Q}_{ \pm}^{(0)}\right)+\varepsilon \mathcal{H}_{ \pm} \mathbf{Q}_{ \pm}^{(1)}+\sum_{k \geq 2} \varepsilon^{k}\left(\mathcal{H}_{ \pm} \mathbf{Q}_{ \pm}^{(k)}+\mathbf{B}_{ \pm}^{(k-1)}+\mathbf{C}_{ \pm}^{(k-1)}\right) \tag{2.10}
\end{equation*}
$$

where

$$
\begin{gather*}
\mathcal{H}_{ \pm} \mathbf{Q}=\mathcal{H}_{\mathbf{Q}_{ \pm}^{(0)}} \mathbf{Q}  \tag{2.11}\\
\mathbf{B}_{ \pm}^{(k-1)}=\frac{1}{2} \sum_{i=1}^{k-1} \mathbf{B}\left(\mathbf{Q}_{ \pm}^{(i)}, \mathbf{Q}_{ \pm}^{(k-i)}\right),  \tag{2.12}\\
\mathbf{C}_{ \pm}^{(k-1)}=\sum_{i=1}^{k-1} \mathbf{C}\left(\mathbf{Q}_{ \pm}^{(i)}, \mathbf{Q}_{ \pm}^{(k-i)}, \mathbf{Q}_{ \pm}^{(0)}\right)+c  \tag{2.13}\\
1 \leq i, j \leq k-1, i+j \leq k-1
\end{gather*}
$$

Equating the $O\left(\varepsilon^{k}\right)(k \geq-2)$ system in (1.1) yields that

$$
\begin{gather*}
O\left(\varepsilon^{-2}\right): f\left(\mathbf{Q}_{ \pm}^{(0)}\right)=0  \tag{2.14}\\
O\left(\varepsilon^{-1}\right): \quad \mathcal{H}_{ \pm} \mathbf{Q}_{ \pm}^{(1)}=0,  \tag{2.15}\\
O\left(\varepsilon^{k}\right)(k \geq 0): \quad \mathcal{H}_{ \pm} \mathbf{Q}_{ \pm}^{(k+2)}=\frac{\partial \mathbf{Q}_{ \pm}^{(k)}}{\partial t}-\Delta \mathbf{Q}_{ \pm}^{(k)}-\mathbf{B}_{ \pm}^{(k+1)}-\mathbf{C}_{ \pm}^{(k+1)} \tag{2.16}
\end{gather*}
$$

### 2.1.1 Solving $Q_{+}^{(0)}$ and $Q_{-}^{(k)}(k \geq 0)$

Equation (2.14) implies that $\mathbf{Q}_{ \pm}^{(0)}$ is a critical point of the bulk energy $F(\mathbf{Q})$. Thus, we may take

$$
\begin{equation*}
\mathbf{Q}_{+}^{(0)}(x, t)=s_{+}\left(\mathbf{n}(x, t) \mathbf{n}(x, t)-\frac{1}{3} \mathbf{I}\right), \quad \mathbf{Q}_{-}^{(0)}=0 . \tag{2.17}
\end{equation*}
$$

Since $\mathbf{Q}_{-}=0$ exactly solves (1.1), we can simply take

$$
\mathbf{Q}_{-}^{(1)}=\mathbf{Q}_{-}^{(2)}=\cdots=\mathbf{Q}_{-}^{(k)}=0 \quad \text { in } \Omega^{-} .
$$

Therefore, we only need to show how to determine $\mathbf{Q}_{+}^{(i)}$ in $\Omega^{+}$for $i \geq 1$.
Using (2.17), the linearized operator $\mathcal{H}_{+}$can be written as follows:

$$
\begin{equation*}
\mathcal{H}_{+} \mathbf{Q}=b s_{+}\left(\mathbf{Q}-\mathbf{n n} \cdot \mathbf{Q}-\mathbf{Q} \cdot \mathbf{n n}+\frac{2}{3}(\mathbf{n n}: \mathbf{Q}) \mathbf{I}\right)+2 c s_{+}^{2}\left(\mathbf{n n}-\frac{1}{3} \mathbf{I}\right)(\mathbf{n n}: \mathbf{Q}) . \tag{2.18}
\end{equation*}
$$

We need the following lemma from [23].

## Lemma 2.1

(i) $\operatorname{Ker} \mathcal{H}_{+}=\left\{\mathbf{n} \mathbf{n}^{\perp}+\mathbf{n}^{\perp} \mathbf{n}: \mathbf{n}^{\perp} \in \mathbb{V}_{\mathbf{n}}\right\}$ with $\mathbb{V}_{\mathbf{n}} \triangleq\left\{\mathbf{n}^{\perp}: \mathbf{n}^{\perp} \cdot \mathbf{n}=0\right\}$.
(ii) $\mathcal{H}_{+}$is a one-to-one mapping on $\left(\operatorname{Ker} \mathcal{H}_{+}\right)^{\perp}$; here, $\left(\operatorname{Ker} \mathcal{H}_{+}\right)^{\perp} \triangleq\left\{\mathbf{Q}:\left(\mathbf{Q}: \mathbf{n n}^{\perp}+\mathbf{n}^{\perp} \mathbf{n}\right)=0, \forall \mathbf{n}^{\perp} \in \mathbb{V}_{\mathbf{n}}\right\}$ is the orthogonal complement of $\operatorname{Ker} \mathcal{H}_{+}$. Moreover, the inverse operator

$$
\begin{equation*}
\mathcal{H}_{+}^{-1} \mathbf{Q}=\frac{1}{b s_{+}}\left(\mathbf{Q}-\mathbf{n n} \cdot \mathbf{Q}-\mathbf{Q} \cdot \mathbf{n n}+\frac{2}{3}(\mathbf{n n}: \mathbf{Q}) \mathbf{I}\right)+\frac{14}{b s_{+}}\left(\mathbf{n n}-\frac{1}{3} \mathbf{I}\right)(\mathbf{n n}: \mathbf{Q}) . \tag{2.19}
\end{equation*}
$$

To solve $\mathbf{Q}_{+}^{(i)}$ in $\Omega^{+}$for $i \geq 1$ from (2.16), we first introduce the decomposition:

$$
\begin{equation*}
\mathbf{Q}_{+}^{(i)}=\mathbf{P}_{\mathrm{T}}^{(i)}+\mathbf{P}_{\perp}^{(i)}, \quad \mathbf{P}_{\mathrm{T}}^{(i)} \in \operatorname{Ker} \mathcal{H}_{+}, \quad \mathbf{P}_{\perp}^{(i)} \in\left(\operatorname{Ker} \mathcal{H}_{+}\right)^{\perp}, \quad \text { for } i=1,2, \ldots, \tag{2.20}
\end{equation*}
$$

and then solve $\mathbf{P}_{\mathrm{T}}^{(i)}, \mathbf{P}_{\perp}^{(i)}$ separately. To this end, we further introduce the orthogonal basis:

$$
\begin{aligned}
& \mathbf{E}_{0}(x, t)=\left(\mathbf{n n}-\frac{1}{3} \mathbf{I}\right), \quad \mathbf{E}_{1}(x, t)=(\mathbf{n} \mathbf{l}+\mathbf{l n}), \quad \mathbf{E}_{2}(x, t)=(\mathbf{n m}+\mathbf{m n}), \\
& \mathbf{E}_{3}(x, t)=(\mathbf{m l}+\mathbf{l m}), \quad \mathbf{E}_{4}(x, t)=(\mathbf{l}-\mathbf{m m}),
\end{aligned}
$$

where $\mathbf{I}, \mathbf{m}$ are smooth unit vectors, which together with $\mathbf{n}$ form an orthogonal coordinate frame. It is easy to see that $\mathbf{E}_{1}, \mathbf{E}_{2} \in \operatorname{Ker} \mathcal{H}_{+}$and $\mathbf{E}_{0}, \mathbf{E}_{3}, \mathbf{E}_{4} \in\left(\operatorname{Ker} \mathcal{H}_{+}\right)^{\perp}$. Thus, one may decompose $\mathbf{P}_{\perp}$ and $\mathbf{P}_{\mathrm{T}}$ as follows:

$$
\begin{gather*}
\mathbf{P}_{\perp}^{(i)}(x, t)=p_{i 0}(x, t) \mathbf{E}_{0}(x, t)+p_{i 3}(x, t) \mathbf{E}_{3}(x, t)+p_{i 4}(x, t) \mathbf{E}_{4}(x, t),  \tag{2.21}\\
\mathbf{P}_{\mathrm{T}}^{(i)}(x, t)=p_{i 1}(x, t) \mathbf{E}_{1}(x, t)+p_{i 2}(x, t) \mathbf{E}_{2}(x, t) . \tag{2.22}
\end{gather*}
$$

Remark 2.2 In some situations, even though $\mathbf{n}$ is smooth, we may not able to find corresponding smooth unit vector fields $\mathbf{1}, \mathbf{m}$. Therefore, we assume this to ensure the existence of smooth orthogonal basis $\mathbf{E}_{0}-\mathbf{E}_{4}$.

### 2.1.2 Solving $P_{\perp}^{(2)}$ and $\left(p_{11}, p_{12}\right)$

From Eq. (2.15) and Lemma 2.1, we know that $\mathbf{Q}_{+}^{(1)} \in \operatorname{Ker} \mathcal{H}_{+}$. Thus

$$
\begin{equation*}
\mathbf{P}_{\perp}^{(1)}=0, \quad \mathbf{Q}_{+}^{(1)}(x, t)=\mathbf{P}_{\mathrm{T}}^{(1)}(x, t)=p_{11}(x, t) \mathbf{E}_{1}(x, t)+p_{12}(x, t) \mathbf{E}_{2}(x, t) . \tag{2.23}
\end{equation*}
$$

Let us define two linear operators

$$
\begin{equation*}
\mathcal{B}_{+} \mathbf{Q}=\mathbf{B}\left(\mathbf{Q}_{+}^{(1)}, \mathbf{Q}\right), \quad \mathcal{C}_{+} \mathbf{Q}=\mathbf{C}\left(\mathbf{Q}_{+}^{(1)}, \mathbf{Q}_{+}^{(0)}, \mathbf{Q}\right) \tag{2.24}
\end{equation*}
$$

Lemma 2.3 If $\mathbf{Q} \in \operatorname{Ker} \mathcal{H}_{+}$, then $\mathcal{B}_{+} \mathbf{Q}, \quad \mathcal{C}_{+} \mathbf{Q} \in\left(\operatorname{Ker} \mathcal{H}_{+}\right)^{\perp}$.
Proof If suffices to prove that for $\mathbf{P}_{1}, \mathbf{P}_{2} \in \operatorname{Ker} \mathcal{H}_{+}, \mathcal{B}_{+} \mathbf{P}_{1}: \mathbf{P}_{2}=\mathcal{C}_{+} \mathbf{P}_{1}: \mathbf{P}_{2}=0$. As $\mathbf{Q}_{+}^{(1)}, \mathbf{P}_{1}, \mathbf{P}_{2} \in \operatorname{Ker} \mathcal{H}_{+}$, we may assume that

$$
\mathbf{Q}_{+}^{(1)}=\mathbf{n m}_{0}+\mathbf{m}_{0} \mathbf{n}, \quad \mathbf{P}_{1}=\mathbf{n} \mathbf{m}_{1}+\mathbf{m}_{1} \mathbf{n}, \quad \mathbf{P}_{2}=\mathbf{n m}_{2}+\mathbf{m}_{2} \mathbf{n}, \quad \text { where } \mathbf{m}_{0}, \mathbf{m}_{1}, \mathbf{m}_{2} \perp \mathbf{n} .
$$

Then, it is easy to verify that $\mathcal{C}_{+} \mathbf{P}_{1}: \mathbf{P}_{2}=0$ and

$$
\mathcal{B}_{+} \mathbf{P}_{1}: \mathbf{P}_{2}=-2 b\left(\mathbf{m}_{0} \mathbf{m}_{1}+\mathbf{m}_{1} \mathbf{m}_{0}\right):\left(\mathbf{n m}_{2}+\mathbf{m}_{2} \mathbf{n}\right)=0 .
$$

From (2.12)-(2.13) for $k=2$, we have

$$
\mathbf{B}_{+}^{(1)}=\frac{1}{2} \mathcal{B}_{+} \mathbf{Q}_{+}^{(1)}, \quad \mathbf{C}_{+}^{(1)}=\frac{1}{2} C_{+} \mathbf{Q}_{+}^{(1)} .
$$

Thus, by (2.16) for $k=0$, we get

$$
\begin{equation*}
\mathcal{H}_{+} \mathbf{P}_{+}^{(2)}=\frac{\partial \mathbf{Q}_{+}^{(0)}}{\partial t}-\Delta \mathbf{Q}_{+}^{(0)}-\frac{1}{2} \mathcal{B}_{+} \mathbf{Q}_{+}^{(1)}-\frac{1}{2} C_{+} \mathbf{Q}_{+}^{(1)} . \tag{2.25}
\end{equation*}
$$

As $\mathcal{H}_{+} \mathbf{P}_{\perp}^{(2)}, \mathcal{B}_{+} \mathbf{Q}_{+}^{(1)}, \mathcal{C}_{+} \mathbf{Q}_{+}^{(1)} \in\left(\operatorname{Ker} \mathcal{H}_{+}\right)^{\perp}$, we have

$$
\frac{\partial \mathbf{Q}_{+}^{(0)}}{\partial t}-\Delta \mathbf{Q}_{+}^{(0)} \in\left(\operatorname{Ker} \mathcal{H}_{+}\right)^{\perp}
$$

This is a compatibility condition on the solvability of (2.25), which can be ensured if we choose $\mathbf{n}(x, t)$ solving the heat flow (1.4). Using the invertibility of $\mathcal{H}_{+}$in $\left(\text { Ker } \mathcal{H}_{+}\right)^{\perp}$, we can write

$$
\begin{equation*}
\mathbf{P}_{\perp}^{(2)}=\mathcal{H}_{+}^{-1}\left(\frac{\partial \mathbf{Q}_{+}^{(0)}}{\partial t}-\Delta \mathbf{Q}_{+}^{(0)}-\frac{1}{2} \mathcal{B}_{+} \mathbf{P}_{\mathrm{T}}^{(1)}-\frac{1}{2} \mathcal{C}_{+} \mathbf{P}_{\mathrm{T}}^{(1)}\right)=: \mathcal{H}_{+}^{-1} \mathbf{A}_{1} \tag{2.26}
\end{equation*}
$$

here, $\mathbf{A}_{1}$ depends on $\mathbf{Q}_{+}^{(0)}$ and $\mathbf{Q}_{+}^{(1)}$.
From (2.16) for $k=1$, we have

$$
\begin{equation*}
\mathcal{H}_{+} \mathbf{P}_{\perp}^{(3)}=\frac{\partial \mathbf{Q}_{+}^{(1)}}{\partial t}-\Delta \mathbf{Q}_{+}^{(1)}-\mathcal{B}_{+} \mathbf{Q}_{+}^{(2)}-\mathcal{C}_{+} \mathbf{Q}_{+}^{(2)} . \tag{2.27}
\end{equation*}
$$

This leads to the following compatibility condition for $\mathbf{P}_{\mathrm{T}}^{(1)}\left(\right.$ recall $\left.\mathbf{P}_{\perp}^{(1)}=0\right)$ :

$$
\begin{equation*}
\partial_{t} \mathbf{P}_{\mathrm{T}}^{(1)}-\Delta \mathbf{P}_{\mathrm{T}}^{(1)}-\mathcal{B}_{+} \mathbf{P}_{\perp}^{(2)}-\mathcal{C}_{+} \mathbf{P}_{\perp}^{(2)}=\mathcal{H}_{+} \mathbf{P}_{\perp}^{(3)}+\mathcal{B}_{+} \mathbf{P}_{\mathrm{T}}^{(2)}+\mathcal{C}_{+} \mathbf{P}_{\mathrm{T}}^{(2)} \in\left(\operatorname{Ker} \mathcal{H}_{+}\right)^{\perp} . \tag{2.28}
\end{equation*}
$$

Substituting (2.26) into 2.28 gives an equation for $\mathbf{P}_{\mathrm{T}}^{(1)}$ :

$$
\begin{align*}
\partial_{t} p_{11}-\Delta p_{11}= & p_{11}\left(\frac{1}{2}\left(\Delta \mathbf{E}_{1}: \mathbf{E}_{1}\right)+b(\mathbf{n n}+\mathbf{l l}): \mathcal{H}_{+}^{-1}\left(\partial_{t} \mathbf{Q}_{+}^{(0)}-\Delta \mathbf{Q}_{+}^{(0)}\right)\right) \\
& +p_{12}\left(\frac{1}{2}\left(\Delta \mathbf{E}_{2}: \mathbf{E}_{1}\right)+b\left(\mathbf{m l}: \mathcal{H}_{+}^{-1}\left(\partial_{t} \mathbf{Q}_{+}^{(0)}-\Delta \mathbf{Q}_{+}^{(0)}\right)\right)-\partial_{t} \mathbf{m} \cdot \mathbf{l}\right) \\
& +2\left(\nabla p_{12} \cdot \nabla\right) \mathbf{m} \cdot \mathbf{l}-4 c p_{11}\left(p_{11}^{2}+p_{12}^{2}\right), \tag{2.29}
\end{align*}
$$

$$
\begin{align*}
\partial_{t} p_{12}-\Delta p_{12}= & p_{12}\left(\frac{1}{2}\left(\Delta \mathbf{E}_{2}: \mathbf{E}_{2}\right)+b(\mathbf{n n}+\mathbf{m m}): \mathcal{H}_{+}^{-1}\left(\partial_{t} \mathbf{Q}_{+}^{(0)}-\Delta \mathbf{Q}_{+}^{(0)}\right)\right) \\
& +p_{11}\left(\frac{1}{2}\left(\Delta \mathbf{E}_{1}: \mathbf{E}_{2}\right)+b\left(\mathbf{l m}: \mathcal{H}_{+}^{-1}\left(\partial_{t} \mathbf{Q}_{+}^{(0)}-\Delta \mathbf{Q}_{+}^{(0)}\right)\right)-\partial_{t} \mathbf{l} \cdot \mathbf{m}\right) \\
& +2\left(\nabla p_{11} \cdot \nabla\right) \mathbf{I} \cdot \mathbf{m}-4 c p_{12}\left(p_{11}^{2}+p_{12}^{2}\right) . \tag{2.30}
\end{align*}
$$

To solve the system, we have to know the boundary conditions for $\mathbf{P}_{T}^{(1)}$ on $\Gamma$, which will be fixed in the next section by matching the outer and inner expansions.

Once $\mathbf{P}_{\mathrm{T}}^{(1)}$ is solved, then $\mathbf{P}_{\perp}^{(2)}$ is solved by (2.26). In addition, we know from (2.27) and (2.28) that

$$
\begin{align*}
\mathbf{P}_{\perp}^{(3)} & =\mathcal{H}_{+}^{-1}\left(\partial_{t} \mathbf{Q}_{+}^{(1)}-\Delta \mathbf{Q}_{+}^{(1)}-\mathcal{B}_{+} \mathbf{Q}_{+}^{(2)}-\mathcal{C}_{+} \mathbf{Q}_{+}^{(2)}\right) \\
& =\mathcal{H}_{+}^{-1}\left(-\mathcal{B}_{+} \mathbf{P}_{\mathrm{T}}^{(2)}-\mathcal{C}_{+} \mathbf{P}_{\mathrm{T}}^{(2)}+\partial_{t} \mathbf{Q}_{+}^{(1)}-\Delta \mathbf{Q}_{+}^{(1)}-\mathcal{B}_{+} \mathbf{P}_{\perp}^{(2)}-\mathcal{C}_{+} \mathbf{P}_{\perp}^{(2)}\right)  \tag{2.31}\\
& =: \mathcal{H}_{+}^{-1} \mathbf{A}_{2}
\end{align*}
$$

and here, $\mathbf{A}_{2}$ depends on $\mathbf{Q}_{+}^{(0)}, \mathbf{Q}_{+}^{(1)}$ and $\mathbf{Q}_{+}^{(2)}$. Note that $\mathbf{P}_{T}^{(2)}$ is still unknown which will be solved in the next step.

### 2.1.3 Solving $\mathrm{P}_{\perp}^{(i+1)}$ and $\left(p_{i 1}, p_{i 2}\right)(i \geq 2)$

Let us assume that $\mathbf{P}_{\mathrm{T}}^{(j)}, \mathbf{P}_{\perp}^{(j+1)}(1 \leq j \leq i-1)$ have been determined for $i \geq 2$, and

$$
\begin{equation*}
\mathbf{P}_{\perp}^{(i+1)}=\mathcal{H}_{+}^{-1}\left(\frac{\partial \mathbf{Q}_{+}^{(i-1)}}{\partial t}-\Delta \mathbf{Q}_{+}^{(i-1)}-\mathbf{B}_{+}^{(i)}-\mathbf{C}_{+}^{(i)}\right)=: \mathcal{H}_{+}^{-1} \mathbf{A}_{i} \tag{2.32}
\end{equation*}
$$

Here, $\mathbf{A}_{i}$ depends on $\left\{\mathbf{Q}_{+}^{(j)}\right\}_{j=0}^{j=i}$. Then, we can write

$$
\begin{equation*}
\mathbf{P}_{\perp}^{(i+1)}=\mathcal{H}_{+}^{-1}\left(-\mathcal{B}_{+} \mathbf{P}_{T}^{(i)}-\mathcal{C}_{+} \mathbf{P}_{T}^{(i)}+\mathbf{D}^{(i)}\right) \tag{2.33}
\end{equation*}
$$

with $\mathbf{D}^{(i)}=\mathbf{D}^{(i)}\left(\mathbf{Q}_{+}^{(0)}, \mathbf{Q}_{+}^{(1)}, \ldots, \mathbf{Q}_{+}^{(i-1)}, \mathbf{P}^{(i)}\right)$.
We will show how to solve $\mathbf{P}_{\mathrm{T}}^{(i)}$ and $\mathbf{P}_{\perp}^{(i+1)}$. First of all, we may write

$$
\begin{aligned}
\mathbf{B}_{+}^{(i+1)} & =\mathcal{B}_{+} \mathbf{Q}_{+}^{(i+1)}+b\left(\frac{1}{3} \mathbf{I} \sum_{2 \leq j \leq i}\left(\mathbf{Q}_{+}^{(j)}: \mathbf{Q}_{+}^{(i+2-j)}\right)-\sum_{2 \leq j \leq i} \mathbf{Q}_{+}^{(j)} \mathbf{Q}_{+}^{(i+2-j)}\right) \\
& =\mathcal{B}_{+} \mathbf{P}_{\top}^{(i+1)}+\mathcal{B}_{+} \mathbf{P}_{\perp}^{(i+1)}+\tilde{\mathbf{B}}^{(i)}
\end{aligned}
$$

where $\tilde{\mathbf{B}}^{(i)}$ only depends on $\mathbf{Q}_{+}^{(0)}, \mathbf{Q}_{+}^{(1)}, \ldots, \mathbf{Q}_{+}^{(i)}$. Similarly, we may write

$$
\mathbf{C}_{+}^{(i+1)}=\mathcal{C}_{+} \mathbf{P}_{T}^{(i+1)}+\mathcal{C}_{+} \mathbf{P}_{\perp}^{(i+1)}+\tilde{\mathbf{C}}^{(i)},
$$

where $\tilde{\mathbf{C}}^{(i)}=\tilde{\mathbf{C}}^{(i)}\left(\mathbf{Q}_{+}^{(0)}, \mathbf{Q}_{+}^{(1)}, \ldots, \mathbf{Q}_{+}^{(i)}\right)$. Then, from (2.16), we have

$$
\begin{aligned}
\mathcal{H}_{+} \mathbf{Q}_{+}^{(i+2)}= & \partial_{t} \mathbf{P}_{\mathrm{T}}^{(i)}-\Delta \mathbf{P}_{\mathrm{T}}^{(i)}-\mathcal{B}_{+} \mathbf{P}_{\mathrm{T}}^{(i+1)}-\mathcal{C}_{+} \mathbf{P}_{\mathrm{T}}^{(i+1)}-\mathcal{B}_{+} \mathbf{P}_{\perp}^{(i+1)}-\mathcal{C}_{+} \mathbf{P}_{\perp}^{(i+1)} \\
& +\partial_{t} \mathbf{P}_{\perp}^{(i)}-\Delta \mathbf{P}_{\perp}^{(i)}-\tilde{\mathbf{B}}^{(i)}-\tilde{\mathbf{C}}^{(i)} \\
= & \partial_{t} \mathbf{P}_{\mathrm{T}}^{(i)}-\Delta \mathbf{P}_{\mathrm{T}}^{(i)}-\mathcal{B}_{+} \mathbf{P}_{\mathrm{T}}^{(i+1)}-\mathcal{C}_{+} \mathbf{P}_{\mathrm{T}}^{(i+1)}+\left(\mathcal{B}_{+}+\mathcal{C}_{+}\right) \mathcal{H}_{+}^{-1}\left(\mathcal{B}_{+}+\mathcal{C}_{+}\right) \mathbf{P}_{\mathrm{T}}^{(i)} \\
& +\partial_{t} \mathbf{P}_{\perp}^{(i)}-\Delta \mathbf{P}_{\perp}^{(i)}-\tilde{\mathbf{B}}^{(i)}-\tilde{\mathbf{C}}^{(i)}-\left(\mathcal{B}_{+}+\mathcal{C}_{+}\right) \mathcal{H}_{+}^{-1} \mathbf{D}^{(i)},
\end{aligned}
$$

which leads to the following compatibility condition for $\mathbf{P}_{T}^{(i)}$ :

$$
\begin{align*}
& \partial_{t} \mathbf{P}_{\mathrm{T}}^{(i)}-\Delta \mathbf{P}_{\mathrm{T}}^{(i)}+\left(\mathcal{B}_{+}+\mathcal{C}_{+}\right) \mathcal{H}_{+}^{-1}\left(\mathcal{B}_{+}+\mathcal{C}_{+}\right) \mathbf{P}_{\mathrm{T}}^{(i)}+\partial_{t} \mathbf{P}_{\perp}^{(i)}-\Delta \mathbf{P}_{\perp}^{(i)}-\tilde{\mathbf{B}}^{(i)}-\tilde{\mathbf{C}}^{(i)} \\
& \quad-\left(\mathcal{B}_{+}+\mathcal{C}_{+}\right) \mathcal{H}_{+}^{-1} \mathbf{D}^{(i)}=\mathcal{H}_{+} \mathbf{Q}_{+}^{(i+2)}+\mathcal{B}_{+} \mathbf{P}_{\mathrm{T}}^{(i+1)}+\mathcal{C}_{+} \mathbf{P}_{\mathrm{T}}^{(i+1)} \in\left(\operatorname{Ker} \mathcal{H}_{+}\right)^{\perp} \tag{2.34}
\end{align*}
$$

This defines an equation for $\mathbf{P}_{\mathrm{T}}^{(i)}$ in terms of $p_{i 1}$ and $p_{i 2}$ in $\Omega_{+}$. Together, with boundary conditions on $\Gamma$ for $p_{i 1}$ and $p_{i 2}$, which will be specified in next section, we can solve $\mathbf{P}_{\mathrm{T}}^{(i)}$. Once $\mathbf{P}_{\mathrm{T}}^{(i)}$ is determined, we can solve $\mathbf{P}_{\perp}^{(i+1)}$ according to (2.33).

### 2.2 Inner Expansion

In this subsection, we perform inner expansion (2.3) in $\Gamma(\delta)$. More precisely, we show how to construct a family of functions:

$$
\begin{aligned}
& \varphi^{(0)}(x, t), \varphi^{(1)}(x, t), \ldots, \varphi^{(k)}(x, t), \\
& \mathbf{Q}_{I}^{(0)}(z, x, t), \mathbf{Q}_{I}^{(1)}(z, x, t), \ldots, \mathbf{Q}_{I}^{(k)}(z, x, t),
\end{aligned}
$$

such that

$$
\mathbf{Q}_{I}^{[k]}(x, t)=\mathbf{Q}_{I}^{(0)}\left(\frac{1}{\varepsilon} \varphi^{[k]}(x, t), x, t\right)+\varepsilon \mathbf{Q}_{I}^{(1)}\left(\frac{1}{\varepsilon} \varphi^{[k]}(x, t), x, t\right)+\cdots+\varepsilon^{k} \mathbf{Q}_{I}^{(k)}\left(\frac{1}{\varepsilon} \varphi^{[k]}(x, t), x, t\right)
$$

is a good approximation of $\mathbf{Q}^{\varepsilon}$ in $\Gamma(\delta)$
One can easily find from the fact $\left|\nabla \varphi^{\varepsilon}\right|^{2}=1$ that

$$
\nabla \varphi^{(0)} \cdot \nabla \varphi^{(i)}= \begin{cases}1, & i=0  \tag{2.35}\\ 0, & i=1 \\ -\frac{1}{2} \sum_{j=1}^{i-1} \nabla \varphi^{(j)} \cdot \nabla \varphi^{(i-j)}, & i \geq 2\end{cases}
$$

The truncated function $\varphi^{[k]}(x, t)$ is no longer a distance function, as $\left|\nabla \varphi^{[k]}\right| \neq 1$ (although it is small). Nevertheless, $\varphi^{[k]}(x, t)$ is the $k$ th approximation of the signed distance function from $x$ to the interface $\Gamma_{t}^{k} \triangleq\left\{x: \varphi^{[k]}(x, t)=0\right\}$. Actually, we have the following lemma.

Lemma 2.4 Let $0 \leq i \leq k$. For every fixed $t \in[0, T]$, let $r_{t}(x)$ be the signed distance from $x$ to $\Gamma_{t}^{i}$. Then, for small $\varepsilon$,

$$
\begin{equation*}
\left\|r_{t}(x)-\varphi^{[i]}(x, t)\right\|_{C^{1}\left(\Gamma_{t}(\delta)\right)}=O\left(\varepsilon^{i+1}\right) \tag{2.36}
\end{equation*}
$$

Proof Noting that $\left|\nabla \varphi^{[i]}\right|^{2}=1+O\left(\varepsilon^{i+1}\right)$; then, for small $\varepsilon$, one gets

$$
\left|\nabla \varphi^{[i]}\right|=1+O\left(\varepsilon^{i+1}\right)
$$

and

$$
\begin{aligned}
\left|\nabla r_{t}(x)-\nabla \varphi^{[i]}(x, t)\right|^{2} & =\left|\nabla r_{t}(x)\right|^{2}-2 \nabla \varphi^{[i]}(x, t) \cdot \nabla r_{t}(x)+\left|\nabla \varphi^{[i]}(x, t)\right|^{2} \\
& =1-2\left|\nabla \varphi^{[i]}(x, t)\right|+\left|\nabla \varphi^{[i]}(x, t)\right|^{2} \\
& =\left(1-\left|\nabla \varphi^{[i]}(x, t)\right|\right)^{2}=O\left(\varepsilon^{2(i+1)}\right) .
\end{aligned}
$$

Choosing $x_{0} \in \Gamma^{i}$, i.e., $r_{t}\left(x_{0}\right)=\varphi^{[i]}\left(x_{0}, t\right)=0$, then

$$
\begin{aligned}
\left|r_{t}(x)-\varphi^{[i]}(x, t)\right| & =\left|r_{t}(x)-\varphi^{[i]}(x, t)-r_{t}\left(x_{0}\right)+\varphi^{[i]}\left(x_{0}, t\right)\right| \\
& =\left|\int_{0}^{1}\left(\nabla r_{t}\left(t^{\prime} x+\left(1-t^{\prime}\right) x_{0}\right)-\nabla \varphi^{[i]}\left(\left(t^{\prime} x+\left(1-t^{\prime}\right) x_{0}\right), t\right)\right) \cdot\left(x-x_{0}\right) d t^{\prime}\right| \\
& \leq C \varepsilon^{i+1} ;
\end{aligned}
$$

here, $C$ is independent of $t \in[0, T]$ and small $\varepsilon$.
Motivated by [1], we modify the system (1.1) in the inner region as follows:

$$
\begin{equation*}
\mathbf{Q}_{t}^{\varepsilon}=\Delta \mathbf{Q}^{\varepsilon}-\varepsilon^{-2} f\left(\mathbf{Q}^{\varepsilon}\right)+\varepsilon^{-1} \mathbf{G}^{\varepsilon} \zeta^{\prime}\left(\varphi^{\varepsilon}-\varepsilon z\right), \tag{2.37}
\end{equation*}
$$

where

$$
\mathbf{G}^{\varepsilon}(x, t)=\sum_{m=0}^{\infty} \varepsilon^{m} \mathbf{G}^{(m)}(x, t)
$$

and $\zeta \in C^{3}(\mathbb{R}): \mathbb{R} \rightarrow \mathbb{R}$ is a function related the leading order profile of $\mathbf{Q}$ in the inner region. In particular, $\zeta(z)$ satisfies

$$
\begin{equation*}
\zeta(z)=0 \text { if } z \leq s^{-1}\left(s_{+} / 5\right), \quad \zeta(z)=1 \text { if } z \geq s^{-1}\left(4 s_{+} / 5\right) \tag{2.38}
\end{equation*}
$$

$$
\begin{equation*}
\int_{\mathbb{R}} \zeta^{\prime \prime} s^{\prime} \mathrm{d} z=0, \quad \frac{\int_{\mathbb{R}} \zeta^{\prime} s \mathrm{~d} z}{\int_{\mathbb{R}} \zeta^{\prime} s^{\prime} \mathrm{d} z}-\frac{s_{+}^{2}}{2 \int_{\mathbb{R}}\left(s^{\prime}\right)^{2} \mathrm{~d} z}=0, \tag{2.39}
\end{equation*}
$$

where the monotonic function $s(z)$ is given by (2.50). Such a function $\zeta(z)$ will be constructed in Lemma 6.2.

Remark 2.5 Due to $z=\frac{\varphi^{\varepsilon}}{\varepsilon}$ in (2.37), we have $\mathbf{G}^{\varepsilon} \zeta^{\prime}\left(\varphi^{\varepsilon}-\varepsilon z\right)=0$, and thus, we do not change the system (1.1). However, the equations for $\mathbf{Q}_{I}^{(i)}(i \geq 1)$ have been changed in order that $\mathbf{Q}_{I}^{(i)}(i \geq 1)$ are solvable in our framework. More importantly, the matching condition (2.4) and the cancellation property (6.14) could hold.

### 2.2.1 The Leading Order $\mathbf{Q}_{\boldsymbol{I}}{ }^{0}$

For $k \geq 2$, let

$$
\left.\begin{array}{l}
\mathbf{B}_{I}^{(k-1)}=b\left(\frac{1}{3} \mathbf{I} \sum_{1 \leq i \leq k-1}\left(\mathbf{Q}_{I}^{(i)}: \mathbf{Q}_{I}^{(k-i)}\right)-\sum_{1 \leq i \leq k-1} \mathbf{Q}_{I}^{(i)} \mathbf{Q}_{I}^{(k-i)}\right), \\
\mathbf{C}_{I}^{(k-1)}=c(2.40)  \tag{2.41}\\
2 \sum_{1 \leq i \leq k-1} \mathbf{Q}_{I}^{(i)}\left(\mathbf{Q}_{I}^{(0)}: \mathbf{Q}_{I}^{(k-i)}\right)+\sum_{1 \leq i, j \leq k-1, i+j \leq k} \mathbf{Q}_{I}^{(k-i-j)}\left(\mathbf{Q}_{I}^{(i)}: \mathbf{Q}_{I}^{(j)}\right)
\end{array}\right) .
$$

Then, we have

$$
\begin{equation*}
f\left(\mathbf{Q}^{\varepsilon}\right)=f\left(\mathbf{Q}_{I}^{(0)}\right)+\varepsilon \mathcal{H}_{\mathbf{Q}_{I}^{(0)}} \mathbf{Q}_{I}^{(1)}+\sum_{k \geq 2} \varepsilon^{k}\left(\mathcal{H}_{\mathbf{Q}_{I}^{(0)}} \mathbf{Q}_{I}^{(k)}+\mathbf{B}_{I}^{(k-1)}+\mathbf{C}_{I}^{(k-1)}\right) \tag{2.42}
\end{equation*}
$$

Notice that

$$
\begin{align*}
\partial_{t} \mathbf{Q}^{\varepsilon}-\Delta \mathbf{Q}^{\varepsilon}= & -\varepsilon^{-2} \partial_{z z} \mathbf{Q}_{I}^{(0)}-\varepsilon^{-1}\left(\partial_{z z} \mathbf{Q}_{I}^{(1)}+\partial_{z} \mathbf{Q}_{I}^{(0)}\left(\Delta \varphi^{(0)}-\partial_{t} \varphi^{(0)}\right)+2 \nabla_{x} \partial_{z} \mathbf{Q}_{I}^{(0)} \cdot \nabla \varphi^{(0)}\right) \\
- & \sum_{k \geq 0} \varepsilon^{k}\left(\partial_{z z} \mathbf{Q}_{I}^{(k+2)}+\sum_{0 \leq i \leq k+1}\left(\partial_{z} \mathbf{Q}_{I}^{(i)}\left(\Delta \varphi^{(k+1-i)}-\partial_{t} \varphi^{(k+1-i)}\right)\right.\right. \\
& \left.\left.+2 \nabla_{x} \partial_{z} \mathbf{Q}_{I}^{(i)} \cdot \nabla \varphi^{(k+1-i)}\right)+\Delta \mathbf{Q}_{I}^{(k)}-\partial_{t} \mathbf{Q}_{I}^{(k)}\right) \tag{2.43}
\end{align*}
$$

and define

$$
\mathcal{L}_{I} \mathbf{Q}(z):=-\partial_{z z} \mathbf{Q}+\mathcal{H}_{\mathbf{Q}_{I}^{(0)}} \mathbf{Q}=-\frac{\mathrm{d}^{2}}{\mathrm{~d} z^{2}} \mathbf{Q}+\mathcal{H}_{\mathbf{Q}_{I}^{(0)}} \mathbf{Q}, \quad z \in(-\infty,+\infty)
$$

and here, we used the notation $\frac{d^{2}}{d z^{2}}$, since $(x, t)$ is seen as a fixed parameter when we solve $\mathbf{Q}_{I}^{(i)}(i=1,2, \ldots)$. Then, we have the following systems for order $\varepsilon^{-2}, \varepsilon^{-1}$ and $\varepsilon^{k}(k \geq 0)$, respectively:

$$
\begin{gather*}
\partial_{z z} \mathbf{Q}_{I}^{(0)}=f\left(\mathbf{Q}_{I}^{(0)}\right),  \tag{2.44}\\
\mathcal{L}_{I} \mathbf{Q}_{I}^{(1)}=\partial_{z} \mathbf{Q}_{I}^{(0)}\left(\Delta \varphi^{(0)}-\partial_{t} \varphi^{(0)}\right)+2 \nabla \partial_{z} \mathbf{Q}_{I}^{(0)} \cdot \nabla \varphi^{(0)}+\varphi^{(0)} \mathbf{G}^{(0)} \zeta^{\prime},  \tag{2.45}\\
\mathcal{L}_{I} \mathbf{Q}_{I}^{(k+2)}=\partial_{z} \mathbf{Q}_{I}^{(0)}\left(\Delta \varphi^{(k+1)}-\partial_{t} \varphi^{(k+1)}\right)+2 \nabla \partial_{z} \mathbf{Q}_{I}^{(0)} \cdot \nabla \varphi^{(k+1)}+\varphi^{(k+1)} \mathbf{G}^{(0)} \zeta^{\prime} \\
+\partial_{z} \mathbf{Q}_{I}^{(k+1)}\left(\Delta \varphi^{(0)}-\partial_{t} \varphi^{(0)}\right)+2 \nabla \partial_{z} \mathbf{Q}_{I}^{(k+1)} \cdot \nabla \varphi^{(0)}+\varphi^{(0)} \mathbf{G}^{(k+1)} \zeta^{\prime} \\
+\sum_{1 \leq i \leq k}\left(\partial_{z} \mathbf{Q}_{I}^{(i)}\left(\Delta \varphi^{(k+1-i)}-\partial_{t} \varphi^{(k+1-i)}\right)+2 \nabla \partial_{z} \mathbf{Q}_{I}^{(i)} \cdot \nabla \varphi^{(k+1-i)}+\varphi^{(i)} \mathbf{G}^{(k+1-i)} \zeta^{\prime}\right) \\
+\Delta \mathbf{Q}_{I}^{(k)}-\partial_{t} \mathbf{Q}_{I}^{(k)}-\mathbf{B}_{I}^{(k+1)}-\mathbf{C}_{I}^{(k+1)}-\mathbf{G}^{(k)} \zeta^{\prime} z . \tag{2.46}
\end{gather*}
$$

Now, we seek the solution $\mathbf{Q}_{I}^{(i)}(i=0,1, \ldots)$, which take the form:

$$
\begin{equation*}
\mathbf{Q}_{I}^{(i)}(z, x, t)=\mathbf{Q}_{I, \perp}^{(i)}(z, x, t)+\mathbf{Q}_{I, \mathrm{~T}}^{(i)}(z, x, t), \tag{2.47}
\end{equation*}
$$

where

$$
\begin{gather*}
\mathbf{Q}_{I, \perp}^{(i)}(z, x, t)=s_{i 0}(z, x, t) \mathbf{E}_{0}+s_{i 3}(z, x, t) \mathbf{E}_{3}+s_{i 4}(z, x, t) \mathbf{E}_{4},  \tag{2.48}\\
\mathbf{Q}_{I, \mathrm{\top}}^{(i)}(z, x, t)=s_{i 1}(z, x, t) \mathbf{E}_{1}+s_{i 2}(z, x, t) \mathbf{E}_{2} . \tag{2.49}
\end{gather*}
$$

First of all, the leading order Eq. (2.44) has an explicit solution

$$
\begin{equation*}
\mathbf{Q}_{I}^{(0)}(z, x, t)=s(z) \mathbf{E}_{0}=s(z)\left(\mathbf{n}(x, t) \mathbf{n}(x, t)-\frac{1}{3} \mathbf{I}\right), \tag{2.50}
\end{equation*}
$$

where $s(z)$ is defined by (6.1). Obviously, we have

$$
\begin{equation*}
\partial_{z}^{j} \partial_{x}^{l} \partial_{t}^{m}\left(\mathbf{Q}_{I}^{(0)}( \pm|z|, x, t)-\mathbf{Q}_{ \pm}^{(0)}(x, t)\right)=O\left(\mathrm{e}^{-\sqrt{a}|z|}\right), \quad \text { as }|z| \rightarrow+\infty \tag{2.51}
\end{equation*}
$$

for all $j, l, m \geq 0$. In fact, we only need $j, l, m \leq k$ for some fixed $k$ depending on the actual order of expansion.

In what follows, we derive the compatibility conditions for solving $\mathbf{Q}_{I}^{(1)}$ and $\mathbf{Q}_{I}^{(2)}$.

### 2.2.2 Compatibility Condition for Solving $\mathbf{Q}_{1}^{(1)}$

For $(x, t) \in \Gamma(\delta)$, noting that $(\nabla \varphi \cdot \nabla) \mathbf{n} \cdot \mathbf{n}=0$, let

$$
\begin{equation*}
\nabla_{\nabla \varphi} \mathbf{n}:=(\nabla \varphi \cdot \nabla) \mathbf{n}=\phi_{1}(x, t) \mathbf{l}(x, t)+\phi_{2}(x, t) \mathbf{m}(x, t) . \tag{2.52}
\end{equation*}
$$

In addition, we choose

$$
\mathbf{G}^{(0)}(x, t)=g_{00}(x, t) \mathbf{E}_{0}+g_{01}(x, t) \mathbf{E}_{1}+g_{02}(x, t) \mathbf{E}_{2}
$$

and substitute (2.50) into (2.45), and then, the right-hand side of (2.45) can be written as follows:

$$
\left(\left(\Delta \varphi-\varphi_{t}\right) s^{\prime}+g_{01} \varphi \zeta^{\prime}\right) \mathbf{E}_{0}+\left(2 s^{\prime} \phi_{1}+\varphi \zeta^{\prime} g_{01}\right) \mathbf{E}_{1}+\left(2 s^{\prime} \phi_{2}+\varphi \zeta^{\prime} g_{02}\right) \mathbf{E}_{2}
$$

In addition, one has

$$
\begin{align*}
\mathcal{H}_{\mathbf{Q}_{I}^{(0)}} \mathbf{Q}_{I}^{(1)}= & \left(a+\frac{2 b}{3} s+\frac{2 c}{3} s^{2}\right) \mathbf{Q}_{I}^{(1)}-b s\left(\mathbf{n n} \cdot \mathbf{Q}_{I}^{(1)}+\mathbf{Q}_{I}^{(1)} \cdot \mathbf{n n}\right) \\
& +2\left(c s^{2} \mathbf{n n}+\frac{1}{3}\left(b s-c s^{2}\right) \mathbf{I}\right)\left(\mathbf{n n}: \mathbf{Q}_{I}^{(1)}\right) \\
= & \left(a-\frac{2 b}{3} s+2 c s^{2}\right) s_{11} \mathbf{E}_{0}+\left(a-\frac{b}{3} s+\frac{2 c}{3} s^{2}\right)\left(s_{12} \mathbf{E}_{1}+s_{13} \mathbf{E}_{2}\right)  \tag{2.53}\\
& +\left(a+\frac{2 b}{3} s+\frac{2 c}{3} s^{2}\right)\left(s_{13} \mathbf{E}_{3}+s_{14} \mathbf{E}_{4}\right) .
\end{align*}
$$

Accordingly, (2.45) is reduced to

$$
\begin{aligned}
& \left(-s_{10}^{\prime \prime}+\left(a-\frac{2 b}{3} s+2 c s^{2}\right) s_{10}\right) \mathbf{E}_{0} \\
& \quad+\left(-s_{11}^{\prime \prime}+\left(a-\frac{b}{3} s+\frac{2 c}{3} s^{2}\right) s_{11}\right) \mathbf{E}_{1}+\left(-s_{12}^{\prime \prime}+\left(a-\frac{b}{3} s+\frac{2 c}{3} s^{2}\right) s_{12}\right) \mathbf{E}_{2} \\
& \quad+\left(-s_{13}^{\prime \prime} \mathbf{E}_{3}-s_{14}^{\prime \prime} \mathbf{E}_{4}\right)+\left(a+\frac{2 b}{3} s+\frac{2 c}{3} s^{2}\right)\left(s_{13} \mathbf{E}_{3}+s_{14} \mathbf{E}_{4}\right) \\
& =\left(\left(\Delta \varphi-\varphi_{t}\right) s^{\prime}+g_{01} \varphi \zeta^{\prime}\right) \mathbf{E}_{0}+\left(2 s^{\prime} \phi_{1}+\varphi \zeta^{\prime} g_{01}\right) \mathbf{E}_{1}+\left(2 s^{\prime} \phi_{2}+\varphi \zeta^{\prime} g_{02}\right) \mathbf{E}_{2}
\end{aligned}
$$

Here and in what follows, for a function $\tilde{s}=\tilde{s}(z, x, t)$, we write $\partial_{z} \tilde{s}$ as $\tilde{s}^{\prime}$ for simplicity.
We denote

$$
\begin{equation*}
\theta(s)=a-\frac{2 b}{3} s+2 c s^{2}, \quad \kappa(s)=a-\frac{b}{3} s+\frac{2 c}{3} s^{2}, \quad l(s)=a+\frac{2 b}{3} s+\frac{2 c}{3} s^{2} . \tag{2.54}
\end{equation*}
$$

Combining with (2.4) $(i=1)$, we obtain the following equations for $(x, t) \in \Gamma(\delta)$ :

$$
\begin{gather*}
-s_{10}^{\prime \prime}+\theta(s(z)) s_{10}=\left(\Delta \varphi-\varphi_{t}\right) s^{\prime}+g_{00} \varphi \zeta^{\prime},  \tag{2.55}\\
-s_{1 j}^{\prime \prime}+\kappa(s(z)) s_{1 j}=2 s^{\prime} \phi_{j}+g_{0 j} \varphi \zeta^{\prime}, \quad \text { for } j=1,2,  \tag{2.56}\\
-s_{1 j}^{\prime \prime}+l(s(z)) s_{1 j}=0, \quad \text { for } j=3,4, \tag{2.57}
\end{gather*}
$$

with

$$
\begin{equation*}
s_{1 j}( \pm \infty, x, t)=0, j=0,3,4 ; \quad s_{1 j}(-\infty, x, t)=0, s_{1 j}(+\infty, x, t)=p_{1 j}(x, t), j=1,2 \tag{2.58}
\end{equation*}
$$

To solve $\left\{s_{1 j}\right\}(j=0, \ldots, 4)$, we need to study the solutions to the following ODEs in $\mathbb{R}$ for fixed $(x, t) \in \Gamma(\delta):$

$$
\begin{align*}
& -s_{0}^{\prime \prime}(z, x, t)+\theta(s(z)) s_{0}(z, x, t)=f_{0}(z, x, t),  \tag{2.59}\\
& -s_{1}^{\prime \prime}(z, x, t)+\kappa(s(z)) s_{1}(z, x, t)=f_{1}(z, x, t),  \tag{2.60}\\
& -s_{2}^{\prime \prime}(z, x, t)+l(s(z)) s_{2}(z, x, t)=f_{2}(z, x, t) . \tag{2.61}
\end{align*}
$$

We present the following lemmas on the solvability of (2.59)-(2.61), which will be proved in "Appendix 1".

Lemma 2.6 If the following decay conditions:

$$
\begin{gather*}
\left|\partial_{z}^{j} \partial_{x}^{l} \partial_{t}^{m}\left(f_{0}(z, x, t)-f_{0}^{+}(x, t)\right)\right| \leq C|z|^{k}\left(s_{+}-s(z)\right), \quad \text { for } z \rightarrow+\infty,  \tag{2.62}\\
\left|\partial_{z}^{j} \partial_{x}^{l} \partial_{t}^{m} f_{0}(z, x, t)\right| \leq C|z|^{k} s(z), \quad \text { for } z \rightarrow-\infty \tag{2.63}
\end{gather*}
$$

with some $k \in \mathbb{N}$ and the compatibility condition

$$
\begin{equation*}
\int_{-\infty}^{+\infty} f_{0}(z, x, t) s^{\prime}(z) \mathrm{d} z=0 \tag{2.64}
\end{equation*}
$$

hold, then (2.59) has a unique bounded solution, such that $s_{0}(0, x, t)=1$ and

$$
\begin{gather*}
\left|\partial_{z}^{j} \partial_{x}^{l} \partial_{t}^{m}\left(s_{0}(z, x, t)-s_{0}^{+}(x, t)\right)\right| \leq C|z|^{k+1}\left(s_{+}-s(z)\right), \quad \text { for } z \rightarrow+\infty,  \tag{2.65}\\
\left|\partial_{z}^{j} \partial_{x}^{l} \partial_{t}^{m} s_{0}(z, x, t)\right| \leq C|z|^{k+1} s(z), \quad \text { for } z \rightarrow-\infty, \tag{2.66}
\end{gather*}
$$

where $j, l, m=0,1, \ldots, C>0$ is independent of $z, x, t$ and $s_{0}^{+}(x, t)=\frac{f_{0}^{+}(x, t)}{a}$. More concretely, we have

$$
\begin{equation*}
s_{0}(z, x, t)=\frac{s^{\prime}(z)}{s^{\prime}(0)}+s^{\prime}(z) \int_{0}^{z}\left(s^{\prime}(\varsigma)\right)^{-2} \int_{\varsigma}^{+\infty} f_{0}(\tau, x, t) s^{\prime}(\tau) \mathrm{d} \tau \mathrm{~d} \varsigma . \tag{2.67}
\end{equation*}
$$

Lemma 2.7 If the following decay conditions:

$$
\begin{gather*}
\left|\partial_{z}^{j} \partial_{x}^{l} \partial_{t}^{m} f_{1}(z, x, t)\right| \leq C|z|^{k}\left(s_{+}-s(z)\right), \quad \text { for } z \rightarrow+\infty  \tag{2.68}\\
\quad\left|\partial_{z}^{j} \partial_{x}^{l} \partial_{t}^{m} f_{1}(z, x, t)\right| \leq C|z|^{k} s(z), \quad \text { for } z \rightarrow-\infty \tag{2.69}
\end{gather*}
$$

with some $k \in \mathbb{N}$ and the compatibility condition

$$
\begin{equation*}
\int_{-\infty}^{+\infty} f_{1}(z) s(z) \mathrm{d} z=0 \tag{2.70}
\end{equation*}
$$

hold, then for any given $s_{1}^{+}(x, t),(2.60)$ has a unique bounded solution, such that

$$
\begin{gather*}
\left|\partial_{z}^{j} \partial_{x}^{l} \partial_{t}^{m}\left(s_{1}(z, x, t)-s_{1}^{+}(x, t)\right)\right| \leq C|z|^{k+1}\left|s_{+}-s(z)\right|, \quad \text { for } z \rightarrow+\infty  \tag{2.71}\\
\left|\partial_{z}^{j} \partial_{x}^{l} \partial_{t}^{m} s_{1}(z, x, t)\right| \leq C|z|^{k+1} s(z), \quad \text { for } z \rightarrow-\infty \tag{2.72}
\end{gather*}
$$

where $j, l, m=0,1, \ldots, C>0$ is independent of $z, x, t$. More concretely, we have

$$
\begin{equation*}
s_{1}(z, x, t)=\frac{s(z) s_{1}^{+}(x, t)}{s_{+}}-s(z) \int_{z}^{+\infty}(s(\varsigma))^{-2} \int_{\varsigma}^{+\infty} f_{1}(\tau, x, t) s(\tau) \mathrm{d} \tau \mathrm{~d} \varsigma \tag{2.73}
\end{equation*}
$$

## Lemma 2.8 If the following decay conditions:

$$
\begin{gather*}
\left|\partial_{z}^{j} \partial_{x}^{l} \partial_{t}^{m}\left(f_{2}(z, x, t)-f_{2}^{+}(x, t)\right)\right| \leq C|z|^{k}\left(s_{+}-s(z)\right), \quad \text { for } z \rightarrow+\infty,  \tag{2.74}\\
\left|\partial_{z}^{j} \partial_{x}^{l} \partial_{t}^{m} f_{2}(z, x, t)\right| \leq C|z|^{k} s(z), \quad \text { for } z \rightarrow-\infty \tag{2.75}
\end{gather*}
$$

with some $k \in \mathbb{N}$ hold, then (2.61) has a unique bounded solution, such that

$$
\begin{equation*}
\left|\partial_{z}^{j} \partial_{x}^{l} \partial_{t}^{m}\left(s_{2}(z, x, t)-\frac{f_{2}^{+}(x, t)}{b s_{+}}\right)\right| \leq C|z|^{k+1}\left(s_{+}-s(z)\right), \quad \text { for } z \rightarrow+\infty \tag{2.76}
\end{equation*}
$$

$$
\begin{equation*}
\left|\partial_{z}^{j} \partial_{x}^{l} \partial_{t}^{m} s_{2}(z, x, t)\right| \leq C|z|^{k+1} s(z), \quad \text { for } z \rightarrow-\infty \tag{2.77}
\end{equation*}
$$

where $j, l, m=0,1, \ldots$ and $C>0$ is independent of $z, x, t$.
Remark 2.9 Lemma 2.6, with some slight differences, has been proved in Lemma 4.1 in [1]. In "Appendix 1", we present a different proof, which can be applied to prove Lemma 2.7-2.8.

Obviously, the Eq. (2.57) have only trivial solution $s_{13}=s_{14}=0$. To solve (2.55), we need to ensure the compatibility condition (2.64), which requires that for $(x, t) \in \Gamma(\delta)$,

$$
\int_{\mathbb{R}}\left(\left(\Delta \varphi-\varphi_{t}\right)\left(s^{\prime}\right)^{2}+g_{00}(x, t) \varphi(x, t) \zeta^{\prime} s^{\prime}\right) \mathrm{d} z=0
$$

For $(x, t) \in \Gamma$, we have $\varphi=0$, and thus

$$
\Delta \varphi-\varphi_{t}=0
$$

which is the evolution of the interface (1.8). In addition, $g_{00}$ is determined as follows:

$$
g_{00}(x, t)=\left\{\begin{array}{l}
\frac{\left(\varphi_{t}-\Delta \varphi\right) \int_{\mathbb{R}}\left(s^{\prime}\right)^{2} \mathrm{~d} z}{\varphi \int_{\mathbb{R}} \zeta^{\prime} s^{\prime} \mathrm{d} z}, \quad(x, t) \in \Gamma(\delta) \backslash \Gamma ;  \tag{2.78}\\
\frac{\int_{\mathbb{R}}\left(s^{\prime}\right)^{\mathrm{d} z}}{\mathcal{S}_{\mathbb{R}} \zeta^{\prime} s^{\prime} \mathrm{d} z}\left(\nabla \varphi \cdot \nabla\left(\varphi_{t}-\Delta \varphi\right)\right), \quad(x, t) \in \Gamma .
\end{array}\right.
$$

On the other hand, if we take $g_{00}$ as in (2.78), then we can solve $s_{10}$ using Lemma 2.6 in the case of $k=0$. More concretely, we have

$$
\begin{align*}
s_{10}(z, x, t) & =\frac{s^{\prime}(z)}{s^{\prime}(0)}+s^{\prime}(z) \int_{0}^{z}\left(s^{\prime}(\varsigma)\right)^{-2} \int_{\varsigma}^{+\infty}\left(\left(\Delta \varphi-\varphi_{t}\right) s^{\prime}+g_{00} \varphi \zeta^{\prime}\right)(\tau, x, t) s^{\prime}(\tau) \mathrm{d} \tau \mathrm{~d} \varsigma \\
& \triangleq \frac{s^{\prime}(z)}{s^{\prime}(0)}+\widehat{s_{00}}(z, x, t) \tag{2.79}
\end{align*}
$$

Accordingly, we get

$$
\begin{equation*}
\mathbf{Q}_{I, \perp}^{(1)}=s_{10} \mathbf{E}_{0} . \tag{2.80}
\end{equation*}
$$

The compatibility condition (2.70) for solving $s_{11}$ and $s_{12}$ implies that, for $(x, t) \in \Gamma(\delta):$

$$
\int_{\mathbb{R}}\left(2 \phi_{1} s^{\prime} s+g_{01} \varphi \zeta^{\prime} s\right) \mathrm{d} z=0, \quad \int_{\mathbb{R}}\left(2 \phi_{2} s^{\prime} s+g_{02} \varphi \zeta^{\prime} s\right) \mathrm{d} z=0
$$

For $(x, t) \in \Gamma$, we have $\varphi=0$, and then, $\phi_{1}=\phi_{2}=0$ on $\Gamma$. Thus, we can derive that $\mathbf{n}$ should satisfy the Neumann condition on the sharp interface:

$$
\begin{equation*}
v \cdot \nabla \mathbf{n}=0 \quad \text { on } \Gamma ; \tag{2.81}
\end{equation*}
$$

here, $\nu=\nabla \varphi$ is the unit outer normal of $\Gamma$. We then determine $g_{01}$ and $g_{02}$ as follows:

$$
g_{0 i}(x, t)= \begin{cases}-\frac{\phi_{i} s_{+}^{2}}{\varphi \int_{\mathbb{R}} \zeta^{\prime} \mathrm{sd} z}, & (x, t) \in \Gamma(\delta) \backslash \Gamma  \tag{2.82}\\ -\frac{\zeta_{+}^{2}}{\int_{\mathbb{R}} \zeta^{\prime} s \mathrm{sd} z}\left(\nabla \phi_{i} \cdot \nabla \varphi\right), \quad(x, t) \in \Gamma,\end{cases}
$$

for $i=1,2$.

### 2.2.3 Compatibility Conditions for Solving $\mathbf{Q}_{I}^{(2)}$

We first write $(2.46)(k=0)$ as follows:

$$
\begin{equation*}
\mathcal{L}_{I} \mathbf{Q}_{I}^{(2)}=\mathbf{F}^{(1)}+\mathbf{G}^{(1)} \varphi \zeta^{\prime} \tag{2.83}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathbf{F}^{(1)}= & \partial_{z} \mathbf{Q}_{I}^{(0)}\left(\Delta \varphi^{(1)}-\partial_{t} \varphi^{(1)}\right)+2 \nabla_{x} \partial_{z} \mathbf{Q}_{I}^{(0)} \cdot \nabla \varphi^{(1)}+\mathbf{G}^{(0)} \varphi^{(1)} \zeta^{\prime} \\
& +\partial_{z} \mathbf{Q}_{I}^{(1)}\left(\Delta \varphi-\partial_{t} \varphi\right)+2 \nabla_{x} \partial_{z} \mathbf{Q}_{I}^{(1)} \cdot \nabla \varphi \\
& +\Delta_{x} \mathbf{Q}_{I}^{(0)}-\partial_{t} \mathbf{Q}_{I}^{(0)}-\mathbf{B}_{I}^{(1)}-\mathbf{C}_{I}^{(1)}-\mathbf{G}^{(0)} z \zeta^{\prime} .
\end{aligned}
$$

Let

$$
\mathbf{Q}_{I}^{(2)}(z, x, t)=\sum_{j=0}^{4} s_{2 j}(z, x, t) \mathbf{E}_{j}, \quad \mathbf{G}^{(1)}(x, t)=\sum_{j=0}^{4} g_{1 j}(z, x, t) \mathbf{E}_{j} .
$$

Then, one has, from the similar calculation in (2.53), that the system (2.83) combined with $(2.4)(i=2)$ is reduced into the following five ODEs:

$$
\begin{gather*}
-s_{20}^{\prime \prime}+\theta(s(z)) s_{20}=\frac{3}{2}\left(\mathbf{F}^{(1)}: \mathbf{E}_{0}\right)+g_{10} \varphi \zeta^{\prime},  \tag{2.84}\\
-s_{2 i}^{\prime \prime}+\kappa(s(z)) s_{2 i}=\frac{1}{2}\left(\mathbf{F}^{(1)}: \mathbf{E}_{i}\right)+g_{1 i} \varphi \zeta^{\prime}, \quad \text { for } i=1,2, \tag{2.85}
\end{gather*}
$$

$$
\begin{equation*}
-s_{2 j}^{\prime \prime}+l(s(z)) s_{2 j}=\frac{1}{2}\left(\mathbf{F}^{(1)}: \mathbf{E}_{j}\right)+g_{1 j} \varphi \zeta^{\prime}, \quad \text { for } j=3,4 \tag{2.86}
\end{equation*}
$$

with

$$
\begin{equation*}
s_{2 j}(-\infty, x, t)=0, \quad s_{2 j}(+\infty, x, t)=p_{2 j}(x, t), \quad j=0,1,2,3,4 . \tag{2.87}
\end{equation*}
$$

By Lemmas 2.6 and 2.7, to solve $s_{20}, s_{21}$, and $s_{22}$, we need the following equalities for $(x, t) \in \Gamma(\delta)$ :

$$
\begin{align*}
& \frac{3}{2} \mathbf{E}_{0}: \int_{\mathbb{R}} \mathbf{F}^{(1)}(z, x, t) s^{\prime} \mathrm{d} z+g_{10}(x, t) \varphi(x, t) \int_{\mathbb{R}} \zeta^{\prime} s^{\prime} \mathrm{d} z=0,  \tag{2.88}\\
& \frac{1}{2} \mathbf{E}_{1}: \int_{\mathbb{R}} \mathbf{F}^{(1)}(z, x, t) s \mathrm{~d} z+g_{11}(x, t) \varphi(x, t) \int_{\mathbb{R}} \zeta^{\prime} s \mathrm{~d} z=0,  \tag{2.89}\\
& \frac{1}{2} \mathbf{E}_{2}: \int_{\mathbb{R}} \mathbf{F}^{(1)}(z, x, t) s \mathrm{~d} z+g_{12}(x, t) \varphi(x, t) \int_{\mathbb{R}} \zeta^{\prime} s \mathrm{~d} z=0 . \tag{2.90}
\end{align*}
$$

When $(x, t) \in \Gamma$, we have $\varphi(x, t)=0$, and thus, for $(x, t) \in \Gamma$ :

$$
\begin{equation*}
\mathbf{E}_{0}: \int_{\mathbb{R}} \mathbf{F}^{(1)}(z, x, t) s^{\prime} \mathrm{d} z=\mathbf{E}_{1}: \int_{\mathbb{R}} \mathbf{F}^{(1)}(z, x, t) s \mathrm{~d} z=\mathbf{E}_{2}: \int_{\mathbb{R}} \mathbf{F}^{(1)}(z, x, t) s \mathrm{~d} z=0 \tag{2.91}
\end{equation*}
$$

Careful computations yield that on $\Gamma$

$$
\begin{aligned}
&\left((\nabla \varphi \cdot \nabla) \partial_{z} \mathbf{Q}_{I}^{(1)}: \mathbf{E}_{0}\right)=\frac{2}{3} \nabla \varphi \cdot \nabla \partial_{z} s_{10}, \\
&\left((\nabla \varphi \cdot \nabla) \partial_{z} \mathbf{Q}_{I}^{(1)}: \mathbf{E}_{1}\right)=2 \nabla \varphi \cdot \nabla \partial_{z} s_{11}+2 \partial_{z} s_{12}((\nabla \varphi \cdot \nabla) \mathbf{m} \cdot \mathbf{l}), \\
&\left((\nabla \varphi \cdot \nabla) \partial_{z} \mathbf{Q}_{I}^{(1)}: \mathbf{E}_{2}\right)=2 \nabla \varphi \cdot \nabla \partial_{z} s_{12}+2 \partial_{z} s_{11}((\nabla \varphi \cdot \nabla) \mathbf{I} \cdot \mathbf{m}), \\
& \mathbf{B}_{I}^{(1)}: \mathbf{E}_{0}=-\frac{b}{3}\left(\frac{2}{3} s_{10}^{2}+s_{11}^{2}+s_{12}^{2}\right), \quad \mathbf{B}_{I}^{(1)}: \mathbf{E}_{1}=-\frac{2 b}{3} s_{10} s_{11}, \quad \mathbf{B}_{I}^{(1)}: \mathbf{E}_{2}=-\frac{2 b}{3} s_{10} s_{12}, \\
& \mathbf{C}_{I}^{(1)}: \mathbf{E}_{0}=\frac{4 c s}{3}\left(s_{10}^{2}+s_{11}^{2}+s_{12}^{2}\right), \quad \mathbf{C}_{I}^{(1)}: \mathbf{E}_{1}=\frac{8 c s}{3} s_{10} s_{11}, \quad \mathbf{C}_{I}^{(1)}: \mathbf{E}_{2}=\frac{8 c s}{3} s_{10} s_{12},
\end{aligned}
$$

where we have used the facts that on $\Gamma$

$$
(\nabla \varphi \cdot \nabla) \mathbf{l} \cdot \mathbf{n}=-(\nabla \varphi \cdot \nabla) \mathbf{n} \cdot \mathbf{l}=0, \quad(\nabla \varphi \cdot \nabla) \mathbf{m} \cdot \mathbf{n}=-(\nabla \varphi \cdot \nabla) \mathbf{n} \cdot \mathbf{m}=0 .
$$

Consequently, we get that on $\Gamma$

$$
\begin{aligned}
\mathbf{F}^{(1)}: \mathbf{E}_{0}= & \frac{2}{3} s^{\prime}\left(\Delta \varphi^{(1)}-\partial_{t} \varphi^{(1)}\right)+\frac{2}{3} g_{00} \zeta^{\prime} \varphi^{(1)}+\left(2 \nabla_{x} \partial_{z} \mathbf{Q}_{I}^{(1)} \cdot \nabla \varphi-\mathbf{B}_{I}^{(1)}-\mathbf{C}_{I}^{(1)}: \mathbf{E}_{0}\right) \\
& +\left(\Delta_{x} \mathbf{Q}_{I}^{(0)}-\partial_{t} \mathbf{Q}_{I}^{(0)}-\mathbf{G}^{(0)} z \zeta^{\prime}: \mathbf{E}_{0}\right) \\
= & \frac{2}{3} s^{\prime}\left(\Delta \varphi^{(1)}-\partial_{t} \varphi^{(1)}\right)+\frac{2}{3} g_{00} \zeta^{\prime} \varphi^{(1)}+\frac{4}{3} \nabla \partial_{z} s_{10} \cdot \nabla \varphi+\frac{2 b}{9} s_{10}^{2}-\frac{4 c s}{3} s_{10}^{2} \\
& +\left(\frac{b}{3}-\frac{4 c s}{3}\right)\left(s_{11}^{2}+s_{12}^{2}\right)+\left(\Delta_{x} \mathbf{Q}_{I}^{(0)}-\partial_{t} \mathbf{Q}_{I}^{(0)}-\mathbf{G}^{(0)} z \zeta^{\prime}: \mathbf{E}_{0}\right), \\
\mathbf{F}^{(1)}: \mathbf{E}_{1}= & 4 s^{\prime}\left(\left(\nabla \mathbf{n} \cdot \nabla \varphi^{(1)}\right) \cdot \mathbf{l}\right)+2 g_{01} \varphi^{(1)} \zeta^{\prime}-2 g_{01} z^{\prime} \\
& +\left(2 \nabla_{x} \partial_{z} \mathbf{Q}_{I}^{(1)} \cdot \nabla \varphi-\mathbf{B}_{I}^{(1)}-\mathbf{C}_{I}^{(1)}: \mathbf{E}_{1}\right)+\left(\Delta_{x} \mathbf{Q}_{I}^{(0)}-\partial_{t} \mathbf{Q}_{I}^{(0)}: \mathbf{E}_{1}\right) \\
= & 2 s^{\prime}\left(\left(\nabla \mathbf{n} \cdot \nabla \varphi^{(1)}\right) \cdot \mathbf{l}\right)+2 g_{01} \varphi^{(1)} \zeta^{\prime}-2 g_{01} z \zeta^{\prime} \\
& +4 \nabla \partial_{z} s_{11} \cdot \nabla \varphi+4 \partial_{z} s_{12}((\nabla \mathbf{m} \cdot \nabla \varphi) \cdot \mathbf{l})+\frac{2 b}{3} s_{10} s_{11}-\frac{8 c}{3} s s_{10} s_{11} \\
& +\left(\Delta_{x} \mathbf{Q}_{I}^{(0)}-\partial_{t} \mathbf{Q}_{I}^{(0)}: \mathbf{E}_{1}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
\mathbf{F}^{(1)}: \mathbf{E}_{2}= & 4 s^{\prime}\left(\left(\nabla \mathbf{n} \cdot \nabla \varphi^{(1)}\right) \cdot \mathbf{m}\right)+2 g_{02} \varphi^{(1)} \zeta^{\prime}-2 g_{02} z \zeta^{\prime} \\
& +\left(2 \nabla_{x} \partial_{z} \mathbf{Q}_{I}^{(1)} \cdot \nabla \varphi-\mathbf{B}_{I}^{(1)}-\mathbf{C}_{I}^{(1)}: \mathbf{E}_{2}\right)+\left(\Delta_{x} \mathbf{Q}_{I}^{(0)}-\partial_{t} \mathbf{Q}_{I}^{(0)}: \mathbf{E}_{2}\right) \\
= & 2 s^{\prime}\left(\left(\nabla \mathbf{n} \cdot \nabla \varphi^{(1)}\right) \cdot \mathbf{m}\right)+2 g_{02} \varphi^{(1)} \zeta^{\prime}-2 g_{02} z \zeta^{\prime} \\
& +4 \nabla \partial_{z} s_{12} \cdot \nabla \varphi+4 \partial_{z} s_{11}((\nabla \mathbf{l} \cdot \nabla \varphi) \cdot \mathbf{m})+\frac{2 b}{3} s_{10} s_{12}-\frac{8 c}{3} s s_{10} s_{12} \\
& +\left(\Delta_{x} \mathbf{Q}_{I}^{(0)}-\partial_{t} \mathbf{Q}_{I}^{(0)}: \mathbf{E}_{2}\right) .
\end{aligned}
$$

Thus, the equality $\mathbf{E}_{0}: \int_{\mathbb{R}} \mathbf{F}^{(1)}(z, x, t) \mathrm{d} z=0$ on $\Gamma$ is equivalent to

$$
\begin{equation*}
\varphi_{t}^{(1)}=\Delta \varphi^{(1)}+\frac{\int_{\mathbb{R}} \zeta^{\prime}(z) s^{\prime}(z) \mathrm{d} z}{\int_{\mathbb{R}}\left(s^{\prime}(z)\right)^{2} \mathrm{~d} z} g_{01} \varphi^{(1)}+\frac{\int_{\mathbb{R}}(b-4 c s)\left(s_{11}^{2}+s_{12}^{2}\right) s^{\prime} \mathrm{d} z+3 \Phi_{0}^{(1)}}{2 \int_{\mathbb{R}}\left(s^{\prime}(z)\right)^{2} \mathrm{~d} z} \quad \text { on } \Gamma, \tag{2.92}
\end{equation*}
$$

where

$$
\begin{aligned}
\Phi_{0}^{(1)}= & \int_{\mathbb{R}} s^{\prime}\left(\Delta_{x} \mathbf{Q}_{I}^{(0)}-\partial_{t} \mathbf{Q}_{I}^{(0)}: \mathbf{E}_{0}\right) \mathrm{d} z-\frac{2}{3} g_{00} \int_{\mathbb{R}} z \zeta^{\prime}(z) s^{\prime}(z) \mathrm{d} z \\
& +\int_{\mathbb{R}}\left(\frac{4}{3} \nabla \partial_{z} s_{10} \cdot \nabla \varphi+\frac{2 b}{9} s_{10}^{2}-\frac{4 c s}{3} s_{10}^{2}\right) s^{\prime} \mathrm{d} z
\end{aligned}
$$

(2.92) is actually the evolution equation of $\varphi^{(1)}$ on $\Gamma$. Furthermore, the equalities

$$
\mathbf{E}_{1}: \int_{\mathbb{R}} \mathbf{F}^{(1)}(z, x, t) \mathrm{d} z=\mathbf{E}_{2}: \int_{\mathbb{R}} \mathbf{F}^{(1)}(z, x, t) \mathrm{d} z=0
$$

on $\Gamma$ are equivalent to

$$
\begin{align*}
& 2 s_{+}^{2}\left(\left(\nabla \mathbf{n} \cdot \nabla \varphi^{(1)}\right) \cdot \mathbf{l}\right)+2 g_{01} \varphi^{(1)} \int_{\mathbb{R}} s \zeta^{\prime} \mathrm{d} z \\
& \quad+\int_{\mathbb{R}}\left(4 \nabla \partial_{z} s_{11} \cdot \nabla \varphi+4 \partial_{z} s_{12}((\nabla \mathbf{m} \cdot \nabla \varphi) \cdot \mathbf{l})+\left(\frac{2 b}{3}-\frac{8 c}{3} s\right) s_{10} s_{11}\right) s \mathrm{~d} z+\Phi_{1}^{(1)}=0,  \tag{2.93}\\
& 2 s_{+}^{2}\left(\left(\nabla \mathbf{n} \cdot \nabla \varphi^{(1)}\right) \cdot \mathbf{m}\right)+2 g_{02} \varphi^{(1)} \int_{\mathbb{R}} s \zeta^{\prime} \mathrm{d} z \\
& \quad \quad+\int_{\mathbb{R}}\left(4 \nabla \partial_{z} s_{12} \cdot \nabla \varphi+4 \partial_{z} s_{11}((\nabla \mathbf{l} \cdot \nabla \varphi) \cdot \mathbf{m})+\left(\frac{2 b}{3}-\frac{8 c}{3} s\right) s_{10} s_{12}\right) s \mathrm{~d} z+\Phi_{2}^{(1)}=0, \tag{2.94}
\end{align*}
$$

on $\Gamma$, respectively, where

$$
\Phi_{i}^{(1)}=\int_{\mathbb{R}} s\left(\Delta_{x} \mathbf{Q}_{I}^{(0)}-\partial_{t} \mathbf{Q}_{I}^{(0)}\right): \mathbf{E}_{i} \mathrm{~d} z-2 g_{0 i} \int_{\mathbb{R}} z \zeta^{\prime} s \mathrm{~d} z, \quad i=1,2
$$

We can note that, if $p_{11}$ and $p_{12}$ are given, then

$$
\begin{align*}
s_{1 i}(z, x, t) & =\frac{s(z) p_{1 i}(x, t)}{s_{+}}-s(z) \int_{z}^{+\infty}(s(\varsigma))^{-2} \int_{\varsigma}^{+\infty}\left(2 s^{\prime} \phi_{i}+g_{0 i} \varphi \zeta^{\prime}\right)(\tau, x, t) s(\tau) \mathrm{d} \tau \mathrm{~d} \varsigma \\
& \triangleq \frac{s(z) p_{1 i}(x, t)}{s_{+}}+\widehat{s_{0 i}}(z, x, t), \quad i=1,2 \tag{2.95}
\end{align*}
$$

Moreover, (2.92), (2.93), and (2.94) are equivalent to

$$
\begin{align*}
\varphi_{t}^{(1)}=\Delta \varphi^{(1)} & +\frac{\int_{\mathbb{R}} \zeta^{\prime}(z) s^{\prime}(z) \mathrm{d} z}{\int_{\mathbb{R}}\left(s^{\prime}(z)\right)^{2} \mathrm{~d} z} g_{01} \varphi^{(1)}+\frac{p_{11}^{2}+p_{12}^{2}}{2 s_{+}^{2} \int_{\mathbb{R}}\left(s^{\prime}(z)\right)^{2} \mathrm{~d} z} \int_{\mathbb{R}}(b-4 c s) s^{2} s^{\prime} \mathrm{d} z \\
& +\frac{p_{11}}{s_{+} \int_{\mathbb{R}}\left(s^{\prime}(z)\right)^{2} \mathrm{~d} z} \int_{\mathbb{R}}(b-4 c s) s \widehat{s_{01}} s^{\prime} \mathrm{d} z+\frac{p_{12}}{s_{+} \int_{\mathbb{R}}\left(s^{\prime}(z)\right)^{2} \mathrm{~d} z} \int_{\mathbb{R}}(b-4 c s) \widehat{s_{02}} s^{\prime} \mathrm{d} z \\
& +\frac{1}{2 \int_{\mathbb{R}}\left(s^{\prime}(z)\right)^{2} \mathrm{~d} z} \int_{\mathbb{R}}(b-4 c s)\left({\widehat{s_{01}}}^{2}+{\widehat{s_{02}}}^{2}\right) s^{\prime} \mathrm{d} z+\frac{3 \Phi_{0}^{(1)}}{2 \int_{\mathbb{R}}\left(s^{\prime}(z)\right)^{2} \mathrm{~d} z}, \quad \text { on } \Gamma, \tag{2.96}
\end{align*}
$$

$$
\begin{align*}
& 2 s_{+}^{2}( \left.\left(\nabla \mathbf{n} \cdot \nabla \varphi^{(1)}\right) \cdot \mathbf{l}\right)+2 g_{01} \varphi^{(1)} \int_{\mathbb{R}} s \zeta^{\prime} \mathrm{d} z \\
&+2 s_{+} \nabla p_{11} \cdot \nabla \varphi+2 s_{+} p_{12}((\nabla \mathbf{m} \cdot \nabla \varphi) \cdot \mathbf{l})+s_{+}^{-1} p_{11} \int_{\mathbb{R}}\left(\frac{2 b}{3}-\frac{8 c}{3} s\right) s_{10} s^{2} \mathrm{~d} z \\
&=-\Phi_{1}^{(1)}-\int_{\mathbb{R}}\left(4 \nabla \partial_{z} \widehat{s_{01}} \cdot \nabla \varphi+4 \partial_{z} \widehat{s_{02}}((\nabla \mathbf{m} \cdot \nabla \varphi) \cdot \mathbf{l})+\left(\frac{2 b}{3}-\frac{8 c}{3} s\right) s_{10} \widehat{\widehat{01}}\right) s \mathrm{~d} z, \quad \text { on } \Gamma,  \tag{2.97}\\
& 2 s_{+}^{2}\left(\left(\nabla \mathbf{n} \cdot \nabla \varphi^{(1)}\right) \cdot \mathbf{m}\right)+2 g_{02} \varphi^{(1)} \int_{\mathbb{R}} s \zeta^{\prime} \mathrm{d} z \\
&+2 s_{+} \nabla p_{12} \cdot \nabla \varphi+2 s_{+} p_{11}((\nabla \mathbf{l} \cdot \nabla \varphi) \cdot \mathbf{m})+s_{+}^{-1} p_{12} \int_{\mathbb{R}}\left(\frac{2 b}{3}-\frac{8 c}{3} s\right) s_{10} s^{2} \mathrm{~d} z \\
&=-\Phi_{2}^{(1)}-\int_{\mathbb{R}}\left(4 \nabla \partial_{z} \widehat{s_{02}} \cdot \nabla \varphi+4 \partial_{z} \widehat{s_{01}}((\nabla \mathbf{l} \cdot \nabla \varphi) \cdot \mathbf{m})+\left(\frac{2 b}{3}-\frac{8 c}{3} s\right) s_{10} \widehat{s_{02}}\right) s \mathrm{~d} z, \quad \text { on } \Gamma . \tag{2.98}
\end{align*}
$$

In summary, we have a nonlinear differential system for $\varphi^{(1)}, p_{11}$, and $p_{12}$ as follows:

$$
\begin{cases}(2.29),(2.30): \text { the evolution equation for } p_{11} \text { and } p_{12} & \text { in } \Omega^{+},  \tag{2.99}\\ (2.96): \text { the evolution equation for } \varphi^{(1)} & \text { on } \Gamma, \\ (2.97),(2.98): \text { the boundary condition for } p_{11} \text { and } p_{12} & \text { on } \Gamma, \\ \nabla \varphi \cdot \nabla \varphi^{(1)}=0, & \text { in } \Gamma(\delta), \\ \left.\mathbf{Q}_{+}^{(1)}(x, t)\right|_{t=0}=\mathbf{Q}_{+}^{(1)}(x, 0), & \text { in } \Omega_{0}^{+}, \\ \varphi^{(1)}(x, 0)=0, & \text { on } \Gamma_{0},\end{cases}
$$

where the fourth equation comes from (2.35) $(i=1)$.
In "Appendix 1", we will give a sketch of solving (2.99). Then, we solve $\mathbf{Q}_{I}^{(1)}, \mathbf{G}^{(1)}$ and $\mathbf{Q}_{I, \perp}^{(2)}$, and, finally, solve the inner expansion for the $k$ th order $(k \geq 2)$.

### 2.3 Proof of Theorem 1.1

From the process of our asymptotic matching expansions, we find that

$$
\mathbf{Q}^{[k]}= \begin{cases}s_{+}\left(\mathbf{n n}-\frac{1}{3} \mathbf{I}\right)+O(\varepsilon), & (x, t) \in \Omega^{+} \backslash \Gamma(\delta) ; \\ O(\varepsilon), & (x, t) \in \Omega^{-} \backslash \Gamma(\delta)\end{cases}
$$

Moreover, there hold

$$
\begin{array}{ll}
\partial_{t} \mathbf{Q}_{O}^{[k]}=\Delta \mathbf{Q}_{O}^{[k]}-\varepsilon^{-2} f\left(\mathbf{Q}_{O}^{[k]}\right)+\operatorname{order} \varepsilon^{k-1} \text { terms, } & \text { in } \Omega^{ \pm}, \\
\partial_{t} \mathbf{Q}_{I}^{[k]}=\Delta \mathbf{Q}_{I}^{[k]}-\varepsilon^{-2} f\left(\mathbf{Q}_{I}^{[k]}\right)+\operatorname{order} \varepsilon^{k-1} \text { terms, } & \text { in } \Gamma(\delta) .
\end{array}
$$

Furthermore, due to (7.24) and (7.25), if $\varepsilon$ is small, then $\partial_{z}^{j} \partial_{x}^{l} \partial_{t}^{m}\left(\mathbf{Q}_{I}^{(k)}(z, x, t)-\mathbf{Q}_{ \pm}^{(k)}(x, t)\right)=O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right) \quad$ for $\quad j, l, m=0,1, \ldots, \quad$ and $(x, t) \in \Gamma(\delta) \backslash \Gamma\left(\frac{\delta}{2}\right)$. Consequently, we can find that, for small $\varepsilon, \mathbf{Q}^{[k]}$ defined in (2.6) satisfies

$$
\begin{align*}
\partial_{t} \mathbf{Q}^{[k]} & =\Delta \mathbf{Q}^{[k]}-\varepsilon^{-2} f\left(\mathbf{Q}^{[k]}\right)+\text { order } \varepsilon^{k-1} \text { terms } \\
& =: \Delta \mathbf{Q}^{[k]}-\varepsilon^{-2} f\left(\mathbf{Q}^{[k]}\right)+\mathfrak{R}_{k}^{\varepsilon}, \quad(x, t) \in \Omega \times[0, T] . \tag{2.100}
\end{align*}
$$

This completes the proof of the theorem.

## 3 Spectral Analysis of the 1-D Linear Operators

In this section, we conduct the spectral analysis for two 1-D linear operators defined on the interval $I_{\varepsilon}=\left(-\frac{1}{\varepsilon}, \frac{1}{\varepsilon}\right)$ :

$$
\begin{equation*}
\mathcal{J}_{0} \varphi=-\partial_{z}^{2} \varphi+\theta(s(z)) \varphi, \quad \theta(s)=a-\frac{2 b}{3} s+2 c s^{2} \tag{3.1}
\end{equation*}
$$

$$
\begin{equation*}
\mathcal{J}_{1} \varphi=-\partial_{z}^{2} \varphi+\kappa(s(z)) \varphi, \quad \kappa(s)=a-\frac{b}{3} s+\frac{2 c}{3} s^{2}=\frac{2 c}{3}\left(s-s_{+}\right)\left(s-\frac{s_{+}}{2}\right) . \tag{3.2}
\end{equation*}
$$

These two operators will play important roles in the proof of Theorem 1.2.

### 3.1 Spectral Estimates of $\mathcal{J}_{0}$

Let $\|q\|=\|q\|_{L^{2}\left(I_{\varepsilon}\right)}$. We consider the following Neumann-type eigenvalue problem:

$$
\begin{equation*}
\mathcal{J}_{0} q=\lambda q, \quad z \in I_{\varepsilon} ; \quad q^{\prime}\left( \pm \varepsilon^{-1}\right)=0 . \tag{3.3}
\end{equation*}
$$

## Lemma 3.1

(1) (Estimate of the first eigenvalue of $\mathcal{J}_{0}$ )

$$
\begin{equation*}
\lambda_{\theta, 1} \triangleq \inf _{\|q\|=1} \int_{I_{\varepsilon}}\left(\left(q^{\prime}\right)^{2}+\theta(s) q^{2}\right) \mathrm{d} z=O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right) \tag{3.4}
\end{equation*}
$$

here, $C$ is a positive constant independent of small $\varepsilon$.
(2) (Estimate of the second eigenvalue of $\mathcal{J}_{0}$ )

$$
\begin{equation*}
\lambda_{\theta, 2} \triangleq \inf _{\|q\|=1, q \perp q_{\theta}} \int_{I_{\varepsilon}}\left(\left(q^{\prime}\right)^{2}+\theta(s) q^{2}\right) \mathrm{d} z \geq c_{\theta}>0 \tag{3.5}
\end{equation*}
$$

here, $q \perp q_{\theta} \Leftrightarrow \int_{I_{\varepsilon}} q q_{\theta} \mathrm{d} z=0, q_{\theta}$ is the normalized eigenfunction corresponding to $\lambda_{\theta, 1}$ and $c_{\theta}$ is a positive constant independent of small $\varepsilon$.
(3) (Characterization of the first normalized eigenfunction of $\mathcal{J}_{0}$ )

$$
\begin{equation*}
\left\|q_{\theta}-\alpha s^{\prime}\right\|^{2}=O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right) \tag{3.6}
\end{equation*}
$$

here, $\alpha=\frac{1}{\left\|s^{\prime}\right\|}$. In addition to (3.6), we have

$$
\begin{equation*}
\left\|\left(q_{\theta}-\alpha s^{\prime}\right)^{\prime}\right\|^{2}=O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right) . \tag{3.7}
\end{equation*}
$$

In particular

$$
\begin{equation*}
\int_{I_{\varepsilon}}\left|q_{\theta}^{\prime}\right|^{2} \mathrm{~d} z \leq C \tag{3.8}
\end{equation*}
$$

Proof (3.4)-(3.6) have been proved in Lemma 2.1 in [8]. Here, we will use another method to prove (3.4)-(3.5). The method is helpful for us to prove (3.19) and (3.23).
(1) Thanks to (2.6) in [8], we have

$$
\begin{equation*}
\lambda_{\theta, 1} \leq O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right) \tag{3.9}
\end{equation*}
$$

Let $z^{*}>0$, such that $\theta(s)>\frac{3 a}{4}$ for $z \in\left(-\infty,-z^{*}\right) \cup\left(z^{*},+\infty\right)$ and $\lambda_{\theta, 1} \leq \frac{a}{4}$. Let $q_{\theta}$ be the normalized eigenfunction corresponding to $\lambda_{\theta, 1}$. Then, $q_{\theta}>0$ and $q_{\theta}^{\prime}\left( \pm \frac{1}{\varepsilon}\right)=0$ ([22]). For any fixed $\bar{z} \in\left[z^{*}, \frac{1}{\varepsilon}\right]$, according to the arguments (the comparison principle) in Lemma 2.1 in [8], we have

$$
\begin{equation*}
\left|q_{\theta}( \pm z)\right| \leq\left|q_{\theta}(\bar{z})\right| \cdot \frac{\cosh \sqrt{\frac{a}{2}}\left(\frac{1}{\varepsilon}-|z|\right)}{\cosh \sqrt{\frac{a}{2}}\left(\frac{1}{\varepsilon}-\bar{z}\right)}, \quad z \in\left[\bar{z}, \frac{1}{\varepsilon}\right] \tag{3.10}
\end{equation*}
$$

In particular, if we choose $\bar{z} \in\left[z^{*}, z^{*}+1\right]$, such that $\left|q_{\theta}(\bar{z})\right| \leq 1$, then

$$
\begin{equation*}
\left|q_{\theta}(z)\right| \leq O\left(\mathrm{e}^{-C|z|}\right), \quad z \in\left[-\frac{1}{\varepsilon},-\bar{z}\right] \cup\left[\bar{z}, \frac{1}{\varepsilon}\right] \tag{3.11}
\end{equation*}
$$

Thus, we have

$$
\begin{align*}
\lambda_{\theta, 1} & =\int_{I_{\varepsilon}}\left(\left(q_{\theta}^{\prime}\right)^{2}+\theta(s) q_{\theta}^{2}\right) \mathrm{d} z \\
& =\int_{I_{\varepsilon}}\left(\left(q_{\theta}^{\prime}\right)^{2}+\frac{s^{\prime \prime \prime}}{s^{\prime}} q_{\theta}^{2}\right) \mathrm{d} z \\
& =\int_{I_{\varepsilon}}\left(\left(q_{\theta}^{\prime}\right)^{2}+\left(\frac{s^{\prime \prime}}{s^{\prime}}\right)^{2} q_{\theta}^{2}+\left(\frac{s^{\prime \prime}}{s^{\prime}}\right)^{\prime} q_{\theta}^{2}\right) \mathrm{d} z \\
& =\int_{I_{\varepsilon}}\left(\left(q_{\theta}^{\prime}\right)^{2}+\left(\frac{s^{\prime \prime}}{s^{\prime}}\right)^{2} q_{\theta}^{2}-2 \frac{s^{\prime \prime}}{s^{\prime}} \cdot q_{\theta} q_{\theta}^{\prime}\right) \mathrm{d} z+\left.\frac{s^{\prime \prime}}{s^{\prime}} q_{\theta}^{2}\right|_{-\frac{1}{\varepsilon}} ^{\frac{1}{\varepsilon}}  \tag{3.12}\\
& =\int_{I_{\varepsilon}}\left(q_{\theta}^{\prime}-\frac{s^{\prime \prime}}{s^{\prime}} q_{\theta}\right)^{2} \mathrm{~d} z+\left.\frac{s^{\prime \prime}}{s^{\prime}} q_{\theta}^{2}\right|_{-\frac{1}{\varepsilon}} ^{\frac{1}{\varepsilon}} \\
& \geq\left.\frac{s^{\prime \prime}}{s^{\prime}} q_{\theta}^{2}\right|_{-\frac{1}{\varepsilon}} ^{\frac{1}{\varepsilon}}=\left.\sqrt{\frac{c}{3}}\left(s_{+}-2 s\right) q_{\theta}^{2}\right|_{-\frac{1}{\varepsilon}} ^{\frac{1}{\varepsilon}}=O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right) .
\end{align*}
$$

Due to (3.9) and (3.12), we get (3.4).
(2) Let $\lambda_{\theta, 2} \leq \frac{a}{4}$ and $q_{\theta, 2}$ be the normalized eigenfunction corresponding to $\lambda_{\theta, 2}$, and then, $q_{\theta} \perp \stackrel{4}{q}_{\theta, 2},\left(q_{\theta, 2}\right)^{\prime}\left( \pm \frac{1}{\varepsilon}\right)=0$ and $q_{\theta, 2}$ only has one zero point denoted by $z_{0}$ in $I_{\varepsilon}$ ([22]). Applying the comparison arguments, (3.10) and (3.11) also hold for $q_{\theta, 2}$. Thanks to (3.10), we have $z_{0} \in\left(-z^{*}, z^{*}\right)$. Then

$$
\begin{align*}
\lambda_{\theta, 2}=\lambda_{\theta, 2} \int_{I_{\varepsilon}}\left(q_{\theta, 2}\right)^{2} \mathrm{~d} z & =\int_{I_{\varepsilon}}\left(\left(\left(q_{\theta, 2}\right)^{\prime}\right)^{2}+\theta(s)\left(q_{\theta, 2}\right)^{2}\right) \mathrm{d} z \\
& =\int_{I_{\varepsilon}}\left(\left(q_{\theta, 2}\right)^{\prime}-\frac{s^{\prime \prime}}{s^{\prime}} q_{\theta, 2}\right)^{2} \mathrm{~d} z+\left.\frac{s^{\prime \prime}}{s^{\prime}}\left(q_{\theta, 2}\right)^{2}\right|_{-\frac{1}{\varepsilon}} ^{\frac{1}{\varepsilon}}  \tag{3.13}\\
& =\int_{I_{\varepsilon}}\left(s^{\prime}\right)^{2}\left[\left(\frac{q_{\theta, 2}}{s^{\prime}}\right)^{\prime}\right]^{2} \mathrm{~d} z+O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right) .
\end{align*}
$$

Set $\hat{q}_{2}=s^{\prime}\left(\frac{q_{\theta, 2}}{s^{\prime}}\right)^{\prime}$ and $z_{0}^{-}=\min \left\{z_{0}, 0\right\}$, and then, for $z \geq z_{0}$

$$
\begin{equation*}
q_{\theta, 2}(z)=s^{\prime}(z) \int_{z_{0}}^{z} \frac{\hat{q_{2}}}{s^{\prime}}(\tau) \mathrm{d} \tau=s^{\prime}(z) \int_{z_{0}^{-}}^{0} \frac{\hat{q_{2}}}{s^{\prime}}(\tau) \mathrm{d} \tau+s^{\prime}(z) \int_{0}^{z} \frac{\hat{q_{2}}}{s^{\prime}}(\tau) \mathrm{d} \tau . \tag{3.14}
\end{equation*}
$$

Using $s^{\prime}(z)>0$ in $\mathbb{R}$ and (3.13), we get

$$
\begin{align*}
\left|q_{\theta, 2}(z) s^{\prime}(z) \int_{z_{0}^{-}}^{0} \frac{\hat{q_{2}}}{s^{\prime}}(\tau) \mathrm{d} \tau\right| & \leq C\left|z_{0}\right|\left|q_{\theta, 2}(z) s^{\prime}(z)\right|\left(\int_{z_{0}^{-}}^{0}\left|\hat{q_{2}}\right|^{2}(\tau) \mathrm{d} \tau\right)^{\frac{1}{2}}  \tag{3.15}\\
& \leq C\left(\lambda_{\theta, 2}+O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right)\right)\left|q_{\theta, 2}(z) s^{\prime}(z)\right|
\end{align*}
$$

Moreover, using $s^{\prime \prime}>0$ in $\left(0, \frac{1}{\varepsilon}\right)$ and (3.13), we get

$$
\begin{align*}
\left|q_{\theta, 2}(z) s^{\prime}(z) \int_{0}^{z} \frac{\hat{q_{2}}}{s^{\prime}}(\tau) \mathrm{d} \tau\right| & \leq\left|q_{\theta, 2}(z)\right| \int_{z_{0}}^{z}\left|\hat{q}_{2}(\tau)\right| \mathrm{d} \tau \leq\left|q_{\theta, 2}(z)\right|\left|z-z_{0}\right|^{\frac{1}{2}}\left(\int_{z_{0}}^{z}\left|\hat{q_{2}}(\tau)\right|^{2} \mathrm{~d} \tau\right)^{\frac{1}{2}} \\
& \leq\left(\lambda_{\theta, 2}+O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right)\right)\left|q_{\theta, 2}(z)\right|\left|z-z_{0}\right|^{\frac{1}{2}} \tag{3.16}
\end{align*}
$$

Putting (3.15) and (3.16) into (3.14), one has

$$
\begin{align*}
1= & \int_{I_{\varepsilon}}\left(q_{\theta, 2}\right)^{2}(z) \mathrm{d} z \leq C\left(\lambda_{\theta, 2}+O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right)\right) \int_{I_{\varepsilon}}\left|q_{\theta, 2}(z) s^{\prime}(z)\right| \mathrm{d} z \\
& +\left(\lambda_{\theta, 2}+O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right)\right) \int_{I_{\varepsilon}}\left|q_{\theta, 2}(z)\right|\left|z-z_{0}\right|^{\frac{1}{2}} \mathrm{~d} z \leq C\left(\lambda_{\theta, 2}+O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right)\right) \tag{3.17}
\end{align*}
$$

here, we have used the fact that $q_{\theta, 2}(z)$ decays exponentially to zero at $\infty$. It easily follows from (3.17) that (3.5) holds for small $\varepsilon$.
(3) We easily find that

$$
-\left(q_{\theta}-\alpha s^{\prime}\right)^{\prime \prime}+\theta(s)\left(q_{\theta}-\alpha s^{\prime}\right)=\lambda_{\theta, 1} q_{\theta},\left.\quad\left(q_{\theta}-\alpha s^{\prime}\right)^{\prime}\right|_{-\varepsilon^{-1}} ^{\varepsilon^{-1}}=-\left.\alpha s^{\prime \prime}\right|_{-\varepsilon^{-1}} ^{\varepsilon^{-1}}
$$

Multiplying the above equation by $q_{\theta}-\alpha s^{\prime}$, integrating by parts and using (3.6), we have

$$
\begin{aligned}
\int_{I_{\varepsilon}}\left|\left(q_{\theta}-\alpha s^{\prime}\right)^{\prime}\right|^{2} \mathrm{~d} z= & -\int_{I_{\varepsilon}} \theta(s)\left(q_{\theta}-\alpha s^{\prime}\right)^{2} \mathrm{~d} z+\lambda_{\theta, 1} \int_{I_{\varepsilon}} q_{\theta}\left(q_{\theta}-\alpha s^{\prime}\right) \mathrm{d} z \\
& -\alpha^{2} s^{\prime \prime}\left(\varepsilon^{-1}\right) s^{\prime}\left(\varepsilon^{-1}\right)+\alpha^{2} s^{\prime \prime}\left(-\varepsilon^{-1}\right) s^{\prime}\left(-\varepsilon^{-1}\right) \\
= & O\left(\mathrm{e}^{-\frac{C}{\varepsilon}}\right)
\end{aligned}
$$

This completes the proof of this lemma.

### 3.2 Spectral Estimates of $\mathcal{J}_{1}$

Let $\omega$ be a positive and bounded function, which decays exponentially to zero at $z=+\infty$ and $\|q\|_{\omega}=\left(\int_{I_{\varepsilon}} \omega q^{2} \mathrm{~d} z\right)^{\frac{1}{2}}$. We study the following Neumann eigenvalue problem:

$$
\begin{equation*}
\mathcal{J}_{1} q=\lambda w q, \quad z \in I_{\varepsilon} ; \quad q^{\prime}\left( \pm \frac{1}{\varepsilon}\right)=0 . \tag{3.18}
\end{equation*}
$$

Lemma 3.2 (Estimate of the first eigenvalue of $\mathcal{J}_{1}$ )

$$
\begin{equation*}
\lambda_{\kappa, 1} \triangleq \inf _{\|q\|_{\omega}=1} \int_{I_{\varepsilon}}\left(\left(q^{\prime}\right)^{2}+\kappa(s) q^{2}\right) \mathrm{d} z=O\left(\mathrm{e}^{-\frac{C}{\varepsilon}}\right) \tag{3.19}
\end{equation*}
$$

Proof $\operatorname{Set} \beta=\frac{1}{\|s\|_{\omega}}$, then

$$
\beta^{2}=\frac{1}{\int_{I_{\varepsilon}} \omega s^{2} \mathrm{~d} z}=\frac{1}{\int_{\mathbb{R}} \omega s^{2} \mathrm{~d} z-\int_{-\infty}^{-\frac{1}{\varepsilon}} \omega s^{2} \mathrm{~d} z-\int_{\frac{1}{\varepsilon}}^{+\infty} \omega s^{2} \mathrm{~d} z}=\frac{1}{O(1)+O\left(\mathrm{e}^{-\frac{C}{\varepsilon}}\right)}=O(1) .
$$

Together with the fact that

$$
\int_{I_{\varepsilon}}\left(\left(s^{\prime}\right)^{2}+\kappa(s) s^{2}\right) \mathrm{d} z=\int_{I_{\varepsilon}}\left(s s^{\prime}\right)^{\prime} \mathrm{d} z=s\left(\varepsilon^{-1}\right) s^{\prime}\left(\varepsilon^{-1}\right)-s\left(-\varepsilon^{-1}\right) s^{\prime}\left(-\varepsilon^{-1}\right)=O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right)
$$

we get

$$
\begin{equation*}
\lambda_{\kappa, 1} \leq \beta^{2} \int_{I_{\varepsilon}}\left(\left(\partial_{z} s\right)^{2}+\kappa(s) s^{2}\right) \mathrm{d} z=O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right) \tag{3.20}
\end{equation*}
$$

On the other hand, let $z^{*}>0$, such that $\kappa(s)>\frac{a}{2}$ for $z \in\left(-\infty,-z^{*}\right)$. Assume that $\lambda_{\kappa, 1} \leq \frac{\frac{a}{4}}{\substack{\sup ^{-1}\left(-\varepsilon^{-1},-z^{*}\right)}} \omega(z)<\lambda_{\kappa, 1} \sup _{z \in\left(-\varepsilon^{-1},-z^{*}\right)} \omega(z) \leq \frac{a}{4}$ and $q_{\kappa}$ is the normalized eigenfunction
corresponding to $\lambda_{\kappa, 1}$. Then, $q_{\kappa}>0$ and $\left(q_{\kappa}\right)^{\prime}\left( \pm \varepsilon^{-1}\right)=0$ ([22]). For any fixed $\bar{z} \in\left[-\varepsilon^{-1},-z^{*}\right]$, by applying the comparison principle in $\left[-\varepsilon^{-1}, \bar{z}\right]$, we get

$$
\begin{equation*}
q_{\kappa}(z) \leq q_{\kappa}(\bar{z}) \frac{\cosh \frac{\sqrt{a}}{2}\left(\varepsilon^{-1}+z\right)}{\cosh \frac{\sqrt{a}}{2}\left(\varepsilon^{-1}+\bar{z}\right)}, \quad z \in\left[-\varepsilon^{-1}, \bar{z}\right] . \tag{3.21}
\end{equation*}
$$

Due to $\left\|q_{K}\right\|_{\omega}=1$, there exists $\hat{z} \in\left(-z^{*}-1,-z^{*}\right)$, such that $\left|q_{\kappa}(\hat{z})\right| \leq \frac{1}{\sqrt{\omega(\hat{z})}} \leq \frac{1}{\substack{\inf \\ z \in\left(-z^{*}-1,-z^{*}\right)}} \sqrt{\omega(z)}$. Thus, we have

$$
\left|q_{\kappa}(z)\right| \leq O\left(\mathrm{e}^{-C|z|}\right), \quad z \in\left(-\frac{1}{\varepsilon}, \hat{z}\right)
$$

Therefore, we obtain

$$
\begin{align*}
\lambda_{\kappa, 1} & =\int_{I_{\varepsilon}}\left(\left(q_{\kappa}^{\prime}\right)^{2}+\kappa(s) q_{\kappa}^{2}\right) \mathrm{d} z \\
& =\int_{I_{\varepsilon}}\left(\left(q_{\kappa}^{\prime}\right)^{2}+\frac{s^{\prime \prime}}{s} q_{\kappa}^{2}\right) \mathrm{d} z \\
& =\int_{I_{\varepsilon}}\left(\left(q_{\kappa}^{\prime}\right)^{2}+\left(\frac{s^{\prime}}{s}\right)^{2} q_{\kappa}^{2}+\left(\frac{s^{\prime}}{s}\right)^{\prime} q_{\kappa}^{2}\right) \mathrm{d} z \\
& =\int_{I_{\varepsilon}}\left(\left(q_{\kappa}^{\prime}\right)^{2}+\left(\frac{s^{\prime}}{s}\right)^{2} q_{\kappa}^{2}-2 \frac{s^{\prime}}{s} \cdot q_{\kappa} q_{\kappa}^{\prime}\right) \mathrm{d} z+\left.\frac{s^{\prime}}{s} q_{\kappa}^{2}\right|_{-\varepsilon^{-1}} ^{\varepsilon^{-1}}  \tag{3.22}\\
& =\int_{I_{\varepsilon}}\left(q_{\kappa}^{\prime}-\frac{s^{\prime}}{s} q_{\kappa}\right)^{2} \mathrm{~d} z+\left.\frac{s^{\prime}}{s} q_{\kappa}^{2}\right|_{-\varepsilon^{-1}} ^{\varepsilon^{-1}} \\
& \geq\left.\frac{s^{\prime}}{s} q_{\kappa}^{2}\right|_{z=-\varepsilon^{-1}}=\left.\sqrt{\frac{c}{3}}\left(s_{+}-s\right) q_{\kappa}^{2}\right|_{z=-\varepsilon^{-1}}=O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right),
\end{align*}
$$

and here, we have used the fact that $q_{\kappa}(z)$ decays exponentially to zero at $-\infty$. Combining (3.20) and (3.22) yields the desired conclusion.

Lemma 3.3 (Estimate of the second eigenvalue of $\mathcal{J}_{1}$ )

$$
\begin{equation*}
\lambda_{\kappa, 2} \triangleq \inf _{\|q\|_{\omega}=1, q \perp_{\omega} q_{\kappa} q_{k}} \int_{I_{\varepsilon}}\left(\left(q^{\prime}\right)^{2}+\kappa(s) q^{2}\right) \mathrm{d} z \geq c_{\kappa}>0 \tag{3.23}
\end{equation*}
$$

here, $q \perp_{\omega} q_{\kappa} \Leftrightarrow \int_{I_{\varepsilon}} \omega q q_{\kappa} \mathrm{d} z=0, q_{\kappa}$ is the normalized eigenfunction corresponding to $\lambda_{\kappa, 1}$, and $c_{\kappa}$ is a positive constant independent of small $\varepsilon$.

Proof For clarity, we let $q_{2}$, in this proof, be the normalized eigenfunction corresponding to $\lambda_{\kappa, 2}$. Then, $q_{\kappa} \perp_{\omega} q_{2}, q_{2}^{\prime}\left( \pm \frac{1}{\varepsilon}\right)=0$, and $q_{2}$ only has one zero point denoted by $z_{0}$ in $I_{\varepsilon}([22])$. Thanks to ( 3.21 ), we have $z_{0} \in\left(-z^{*},+\frac{1}{\varepsilon}\right)$. Then, we have

$$
\begin{align*}
\lambda_{\kappa, 2} \int_{z_{0}}^{\frac{1}{\varepsilon}} \omega q_{2}^{2} \mathrm{~d} z & =\int_{z_{0}}^{\frac{1}{\varepsilon}}\left(\left(\left(q_{2}\right)^{\prime}\right)^{2}+\kappa(s) q_{2}^{2}\right) \mathrm{d} z \\
& =\int_{z_{0}}^{\frac{1}{\varepsilon}}\left(\left(q_{2}\right)^{\prime}-\frac{s^{\prime}}{s} q_{2}\right)^{2} \mathrm{~d} z+\left.\frac{s^{\prime}}{s} q_{2}^{2}\right|_{z_{0}} ^{\frac{1}{\varepsilon}}  \tag{3.24}\\
& \geq \int_{z_{0}}^{\frac{1}{\varepsilon}}\left(\left(q_{2}\right)^{\prime}-\frac{s^{\prime}}{s} q_{2}\right)^{2} \mathrm{~d} z=\int_{z_{0}}^{\frac{1}{\varepsilon}} s^{2}\left[\left(\frac{q_{2}}{s}\right)^{\prime}\right]^{2} \mathrm{~d} z
\end{align*}
$$

Moreover, set $\hat{q_{2}}=s\left(\frac{q_{2}}{s}\right)^{\prime}$, and then, for $z \geq z_{0}, q_{2}(z)=s(z) \int_{z_{0}}^{z} \frac{\hat{q_{2}}}{s}(\tau) \mathrm{d} \tau$ and

$$
\left|q_{2}(z)\right|=\left|s(z) \int_{z_{0}}^{z} \frac{\hat{q_{2}}}{s}(\tau) \mathrm{d} \tau\right| \leq \int_{z_{0}}^{z}\left|\hat{q}_{2}(\tau)\right| \mathrm{d} \tau \leq\left|z-z_{0}\right|^{\frac{1}{2}}\left(\int_{z_{0}}^{z}\left|\hat{q}_{2}(\tau)\right|^{2} \mathrm{~d} \tau\right)^{\frac{1}{2}}
$$

Furthermore, we can observe that if $z_{0} \geq 0$, then

$$
\int_{z_{0}}^{\frac{1}{\varepsilon}} \omega(z)\left(z-z_{0}\right) \mathrm{d} z \leq \int_{0}^{+\infty} \omega(z) z d z \leq \int_{-z^{*}}^{+\infty} \omega(z)\left(z+z^{*}\right) \mathrm{d} z \triangleq c_{0}<+\infty
$$

and if $z_{0} \in\left(-z^{*}, 0\right)$, then

$$
\int_{z_{0}}^{\frac{1}{\varepsilon}} \omega(z)\left(z-z_{0}\right) \mathrm{d} z \leq c_{0}
$$

Therefore, we get by (3.24) that

$$
\begin{aligned}
\int_{z_{0}}^{\frac{1}{\varepsilon}} \omega q_{2}^{2} \mathrm{~d} z & \leq\left(\int_{z_{0}}^{\frac{1}{\varepsilon}} \omega(z)\left(z-z_{0}\right) \mathrm{d} z\right)\left(\int_{z_{0}}^{\frac{1}{\varepsilon}}\left|\hat{q}_{2}(\tau)\right|^{2} \mathrm{~d} \tau\right) \\
& \leq c_{0}\left(\int_{z_{0}}^{\frac{1}{\varepsilon}}\left|\hat{q}_{2}(\tau)\right|^{2} \mathrm{~d} \tau\right) \leq c_{0} \lambda_{\kappa, 2} \int_{z_{0}}^{\frac{1}{\varepsilon}} \omega q_{2}^{2} \mathrm{~d} z
\end{aligned}
$$

and then

$$
\begin{equation*}
\lambda_{\kappa, 2} \geq \frac{1}{c_{0}} \triangleq c_{\kappa}>0 \tag{3.25}
\end{equation*}
$$

This completes the proof of this lemma.

Lemma 3.4 (Characterization of the first normalized eigenfunction of $\mathcal{J}_{1}$ )

$$
\begin{equation*}
\left\|q_{\kappa}-\beta s\right\|_{\omega}^{2}=O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right), \quad\left\|\left(q_{\kappa}-\beta s\right)^{\prime}\right\|^{2}=O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right), \quad \beta=\|s\|_{\omega}^{-1} \tag{3.26}
\end{equation*}
$$

here, $C$ is a positive constant independent of small $\varepsilon$. In particular

$$
\begin{equation*}
\int_{I_{\varepsilon}}\left|\left(q_{\kappa}\right)^{\prime}\right|^{2} \mathrm{~d} z \leq C \tag{3.27}
\end{equation*}
$$

Proof Set $\beta s=\gamma q_{\kappa}+\left(q_{\kappa}\right)^{\perp_{\omega}}$. Then, $\left\|\left(q_{\kappa}\right)^{\perp_{\omega}}\right\|_{\omega}^{2}+\gamma^{2}=1$ and

$$
\begin{aligned}
O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right)=\beta^{2} \int_{I_{\varepsilon}}\left(\left(s^{\prime}\right)^{2}+\kappa(s) s^{2}\right) \mathrm{d} z & =\gamma^{2} \lambda_{\kappa, 1}+\int_{I_{\varepsilon}}\left(\left(\left(\left(q_{\kappa}\right)^{\perp_{\omega}}\right)^{\prime}\right)^{2}+\kappa(s)\left(\left(q_{\kappa}\right)^{\perp_{\omega}}\right)^{2}\right) \mathrm{d} z \\
& \geq \gamma^{2} \lambda_{\kappa, 1}+\lambda_{\kappa, 2}\left\|\left(q_{\kappa}\right)^{\perp_{\omega}}\right\|_{\omega}^{2} \\
& \geq-\left|\lambda_{\kappa, 1}\right|+C\left\|\left(q_{\kappa}\right)^{\perp_{\omega}}\right\|_{\omega}^{2} .
\end{aligned}
$$

Accordingly $\left\|\left(q_{\kappa}\right)^{\perp_{\omega}}\right\|_{\omega}^{2}=O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right)$ and

$$
\left\|q_{\kappa}-\beta s\right\|_{\omega}^{2}=\left\|q_{\kappa}-\gamma q_{\kappa}-\left(q_{\kappa}\right)^{\perp_{\omega}}\right\|_{\omega}^{2}=(1-\gamma)^{2}+\left\|\left(q_{\kappa}\right)^{\perp_{\omega}}\right\|_{\omega}^{2} \leq 2\left\|\left(q_{\kappa}\right)^{\perp_{\omega}}\right\|_{\omega}^{2}=O\left(\mathrm{e}^{-\frac{c}{\epsilon}}\right) .
$$

Next, we proceed along the same line of the proof of (3.7). One can directly find that

$$
-\left(q_{\kappa}-\beta s\right)^{\prime \prime}+\kappa(s)\left(q_{\kappa}-\beta s\right)=\lambda_{\kappa, 1} \omega q_{\kappa},\left.\quad\left(q_{\kappa}-\beta s\right)^{\prime}\right|_{-\frac{1}{\varepsilon}} ^{\frac{1}{\varepsilon}}=-\left.\beta s^{\prime}\right|_{-\frac{1}{\varepsilon}} ^{\frac{1}{\varepsilon}}
$$

Multiplying the above equation by $q_{\kappa}-\beta s$ and integrating by parts, we have

$$
\begin{aligned}
\int_{I_{\varepsilon}}\left|\left(q_{\kappa}-\beta s\right)^{\prime}\right|^{2} \mathrm{~d} z= & -\int_{I_{\varepsilon}} \kappa(s)\left(q_{\kappa}-\beta s\right)^{2} \mathrm{~d} z+\lambda_{\kappa, 1} \int_{I_{\varepsilon}} \omega q_{\kappa}\left(q_{\kappa}-\beta s\right) \mathrm{d} z \\
& -\beta^{2} s^{\prime}\left(\frac{1}{\varepsilon}\right) s\left(\frac{1}{\varepsilon}\right)+\beta^{2} s^{\prime}\left(-\frac{1}{\varepsilon}\right) s\left(-\frac{1}{\varepsilon}\right) \\
= & O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right) .
\end{aligned}
$$

Then, (3.26) follows.
Remark 3.5 In view of the same line as in Lemmas 3.2-3.4, we can obtain the corresponding conclusions to the case without weight $\omega$ as follows:

$$
\begin{aligned}
& \int_{I_{\varepsilon}}\left(\left(q_{\kappa}^{\prime}\right)^{2}+\kappa(s) q_{\kappa}^{2}\right) \mathrm{d} z=\inf _{\|q\|=1} \int_{I_{\varepsilon}}\left(\left(q^{\prime}\right)^{2}+\kappa(s) q^{2}\right) \mathrm{d} z=O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right), \\
& \inf _{\|q\|=1, q \perp q_{\kappa}} \int_{I_{\varepsilon}}\left(\left(q^{\prime}\right)^{2}+\kappa(s) q^{2}\right) \mathrm{d} z \geq C \varepsilon^{2} \\
& \left\|q_{\kappa}-\beta_{0} s\right\|^{2}=O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right),\left\|\left(q_{\kappa}-\beta_{0} s\right)^{\prime}\right\|^{2}=O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right), \quad\left\|q_{\kappa}\right\|=1, \beta_{0}=\|s\|^{-1} .
\end{aligned}
$$

Here, we omit the corresponding details.
From (3.2) and (3.11), we find that $\kappa(s)$ and $q_{\theta}$ are bounded and decay exponentially to zero at $z=+\infty$. In what follows, we fix a positive and bounded function $\omega(z)$ decaying exponentially to zero at $z=+\infty$, such that

$$
\begin{equation*}
\left|\kappa(s(z)), q_{\theta}(z), s^{\prime}(z), q_{\theta}(z)-\alpha s^{\prime}(z), s_{10}(z, x, t)\right| \leq \omega(z), \quad \forall z \in(-\infty,+\infty) \tag{3.28}
\end{equation*}
$$

### 3.3 Coercive Estimates of $\mathcal{J}_{0}$ and $\mathcal{J}_{1}$

Lemma 3.6 There exist two positive constants $C_{1}, C_{2}$ independent of small $\varepsilon$, such that for any $u=\gamma q_{\theta}+p_{1}$ and $v=\delta q_{\kappa}+p_{2}$ with $p_{1} \perp q_{\theta}$ and $p_{2} \perp_{\omega} q_{\kappa}$ :

$$
\begin{align*}
& \int_{I_{\varepsilon}}\left|p_{1}^{\prime}\right|^{2} \mathrm{~d} z \leq C_{1} \int_{I_{\varepsilon}}\left(\left(u^{\prime}\right)^{2}+\theta(s) u^{2}\right) \mathrm{d} z+C_{1} \mathrm{e}^{-\frac{c_{2}}{\varepsilon}} \int_{I_{\varepsilon}} u^{2} \mathrm{~d} z,  \tag{3.29}\\
& \int_{I_{\varepsilon}}\left|p_{2}^{\prime}\right|^{2} \mathrm{~d} z \leq C_{1} \int_{I_{\varepsilon}}\left(\left(v^{\prime}\right)^{2}+\kappa(s) v^{2}\right) \mathrm{d} z+C_{1} \mathrm{e}^{-\frac{c_{2}}{\varepsilon}} \int_{I_{\varepsilon}} v^{2} \mathrm{~d} z . \tag{3.30}
\end{align*}
$$

Proof It follows from (3.5) that

$$
\begin{aligned}
\int_{I_{\varepsilon}}\left|\left(p_{1}\right)^{\prime}\right|^{2} \mathrm{~d} z & =\int_{I_{\varepsilon}}\left(\left|\left(p_{1}\right)^{\prime}\right|^{2}+\theta(s)\left(p_{1}\right)^{2}\right) \mathrm{d} z-\int_{I_{\varepsilon}} \theta(s)\left(p_{1}\right)^{2} \mathrm{~d} z \\
& \leq(1+\widetilde{C}) \int_{I_{\varepsilon}}\left(\left|\left(p_{1}\right)^{\prime}\right|^{2}+\theta(s)\left(p_{1}\right)^{2}\right) \mathrm{d} z \\
& =(1+\widetilde{C}) \int_{I_{\varepsilon}}\left(\left(u^{\prime}\right)^{2}+\theta(s) u^{2}\right) \mathrm{d} z-\lambda_{\theta, 1}(1+\widetilde{C}) \gamma^{2} \\
& \leq C_{1} \int_{I_{\varepsilon}}\left(\left(u^{\prime}\right)^{2}+\theta(s) u^{2}\right) \mathrm{d} z+C_{1} \mathrm{e}^{-\frac{c_{2}}{\varepsilon}} \int_{I_{\varepsilon}} u^{2} \mathrm{~d} z
\end{aligned}
$$

Similarly, using (3.23) and the fact that $|\kappa(s(z))| \leq \omega(z)$, we have

$$
\begin{aligned}
\int_{I_{\varepsilon}}\left|\left(p_{2}\right)^{\prime}\right|^{2} \mathrm{~d} z & =\int_{I_{\varepsilon}}\left(\left|\left(p_{2}\right)^{\prime}\right|^{2}+\kappa(s)\left(p_{2}\right)^{2}\right) \mathrm{d} z-\int_{I_{\varepsilon}} \kappa(s)\left(p_{2}\right)^{2} \mathrm{~d} z \\
& \leq(1+\widetilde{C}) \int_{I_{\varepsilon}}\left(\left|\left(p_{2}\right)^{\prime}\right|^{2}+\kappa(s)\left(p_{2}\right)^{2}\right) \mathrm{d} z \\
& =(1+\widetilde{C}) \int_{I_{\varepsilon}}\left(\left(v^{\prime}\right)^{2}+\kappa(s) v^{2}\right) \mathrm{d} z-\lambda_{\kappa, 1}(1+\widetilde{C}) \delta^{2} \\
& \leq C_{1} \int_{I_{\varepsilon}}\left(\left(v^{\prime}\right)^{2}+\kappa(s) v^{2}\right) \mathrm{d} z+C_{1} \mathrm{e}^{-\frac{c_{2}}{\varepsilon}} \int_{I_{\varepsilon}} v^{2} \mathrm{~d} z,
\end{aligned}
$$

which concludes the proof of the lemma.

## 4 The Spectral Condition of the Linearized Operator

### 4.1 Reduction to the Transition Region

According to the definition of the approximate solution (2.6), we have

$$
\mathbf{Q}_{A}^{\varepsilon} \triangleq \mathbf{Q}^{[k]}=\mathbf{Q}^{(0)}+\varepsilon \mathbf{Q}^{(1)}+O\left(\varepsilon^{2}\right),
$$

where

$$
\begin{gather*}
\mathbf{Q}^{(0)}(x, t)=\tilde{s}(z, x, t) \mathbf{E}_{0}(x, t),  \tag{4.1}\\
\mathbf{Q}^{(1)}(x, t)=\tilde{s}_{10}(z, x, t) \mathbf{E}_{0}(x, t)+\tilde{s}_{11}(z, x, t) \mathbf{E}_{1}(x, t)+\tilde{s}_{12}(z, x, t) \mathbf{E}_{2}(x, t), \tag{4.2}
\end{gather*}
$$

in which $z=\frac{\varphi^{[k]}(x, t)}{\varepsilon}$ and

$$
\begin{aligned}
\tilde{s}(z, x, t) & =\eta\left(\frac{\varphi(x, t)}{\delta}\right) s(z)+\left(1-\eta\left(\frac{\varphi(x, t)}{\delta}\right)\right) \mathbf{1}_{\left\{(x, t) \in \Omega^{+}\right\}} s_{+}, \\
\tilde{s}_{10}(z, x, t) & =\eta\left(\frac{\varphi(x, t)}{\delta}\right) s_{10}(z, x, t), \\
\tilde{s}_{11}(z, x, t) & =\eta\left(\frac{\varphi(x, t)}{\delta}\right) s_{11}(z, x, t)+\left(1-\eta\left(\frac{\varphi(x, t)}{\delta}\right)\right) \mathbf{1}_{\left\{(x, t) \in \Omega^{+}\right\}} p_{11}(x, t), \\
\tilde{s}_{12}(z, x, t) & =\eta\left(\frac{\varphi(x, t)}{\delta}\right) s_{12}(z, x, t)+\left(1-\eta\left(\frac{\varphi(x, t)}{\delta}\right)\right) \mathbf{1}_{\left\{(x, t) \in \Omega^{+}\right\}} p_{12}(x, t) .
\end{aligned}
$$

One can directly have

$$
\begin{equation*}
\mathcal{H}_{\mathbf{Q}_{A}^{\varepsilon}} \mathbf{Q}: \mathbf{Q} \geq\left(\mathcal{H}_{\mathbf{Q}^{(0)}} \mathbf{Q}: \mathbf{Q}\right)+\varepsilon\left(f_{\mathbf{Q}^{(0)}}^{\prime \prime}(\mathbf{Q}, \mathbf{Q}): \mathbf{Q}^{(1)}\right)-C \varepsilon^{2}|\mathbf{Q}|^{2} \tag{4.3}
\end{equation*}
$$

here, recall the definition of $\mathbf{B}$ and $\mathbf{C}$ in (2.7)-(2.8):

$$
\begin{equation*}
f_{\mathbf{Q}^{(0)}}^{\prime \prime}\left(\mathbf{Q}_{1}, \mathbf{Q}_{2}\right)=\mathbf{B}\left(\mathbf{Q}_{1}, \mathbf{Q}_{2}\right)+2 \mathbf{C}\left(\mathbf{Q}_{1}, \mathbf{Q}_{2}, \mathbf{Q}^{(0)}\right) \tag{4.4}
\end{equation*}
$$

In addition, we have the following lemma.
Lemma 4.1 It holds that

$$
\begin{align*}
& \int_{\Omega}\left(|\nabla \mathbf{Q}|^{2}+\varepsilon^{-2}\left(\mathcal{H}_{\mathbf{Q}_{A}^{\mathbf{E}}} \mathbf{Q}: \mathbf{Q}\right)\right) \mathrm{d} x \\
& \quad \geq \int_{\Gamma_{t}^{k}\left(\frac{\delta}{4}\right)} \varepsilon^{-2}\left(|\nabla \mathbf{Q}|^{2}+\left(\mathcal{H}_{\mathbf{Q}^{(0)}} \mathbf{Q}: \mathbf{Q}\right)+\varepsilon\left(f_{\mathbf{Q}^{(0)}}^{\prime \prime}(\mathbf{Q}, \mathbf{Q}): \mathbf{Q}^{(1)}\right)\right) \mathrm{d} x-C \int_{\Omega}|\mathbf{Q}|^{2} \mathrm{~d} x, \tag{4.5}
\end{align*}
$$

where $\Gamma_{t}^{k}\left(\frac{\delta}{4}\right)=\left\{x:\left|\varphi^{[k]}(x, t)\right|<\frac{\delta}{4}\right\}$, and $C$ is independent of small $\varepsilon$ and $t \in[0, T]$.
Proof We write $\mathbf{Q}$ as

$$
\mathbf{Q}=\sum_{j=0}^{4} q_{j} \mathbf{E}_{j}
$$

Using (4.1) and (4.2), direct computations lead to

$$
\begin{align*}
\mathcal{H}_{\mathbf{Q}^{(0)}} \mathbf{Q}: \mathbf{Q} & =a|\mathbf{Q}|^{2}-2 b\left(\mathbf{Q}^{(0)}: \mathbf{Q}^{2}\right)+c\left(\left|\mathbf{Q}^{(0)}\right|^{2}|\mathbf{Q}|^{2}+2\left(\mathbf{Q}^{(0)}: \mathbf{Q}\right)^{2}\right) \\
& =\frac{2}{3} \theta(\tilde{s}) q_{0}^{2}+2 \kappa(\tilde{s})\left(q_{1}^{2}+q_{2}^{2}\right)+2 l(\tilde{s})\left(q_{3}^{2}+q_{4}^{2}\right) \tag{4.6}
\end{align*}
$$

and

$$
\begin{align*}
& f_{\mathbf{Q}^{(0)}}^{\prime \prime}(\mathbf{Q}, \mathbf{Q}): \mathbf{Q}^{(1)} \\
& =-2 b\left(\mathbf{Q}^{(1)}: \mathbf{Q}^{2}\right)+2 c\left(\mathbf{Q}^{(0)}: \mathbf{Q}^{(1)}\right)|\mathbf{Q}|^{2}+4 c\left(\mathbf{Q}^{(0)}: \mathbf{Q}\right)\left(\mathbf{Q}^{(1)}: \mathbf{Q}\right) \\
& =\frac{4}{9}(-b+6 c \tilde{s}) \tilde{s}_{10} q_{0}^{2}+\frac{2}{3}(-b+4 c \tilde{s}) \tilde{s}_{10}\left(q_{1}^{2}+q_{2}^{2}\right)+\frac{4}{3}(b+2 c \tilde{s}) \tilde{s}_{10}\left(q_{3}^{2}+q_{4}^{2}\right) \\
& \quad+\frac{4}{3}(-b+4 c \tilde{s}) q_{0}\left(\tilde{s}_{11} q_{1}+\tilde{s}_{12} q_{2}\right)-4 b \tilde{s}_{11}\left(q_{1} q_{4}+q_{3} q_{2}\right)-4 b \tilde{s}_{12}\left(q_{1} q_{3}-q_{4} q_{2}\right) . \tag{4.7}
\end{align*}
$$

Noting that there exists a positive number $C_{0}$, such that

$$
\begin{equation*}
\theta(\tilde{s}(z))=a-\frac{2 b}{3} \tilde{s}(z)+2 c \tilde{s}^{2}(z) \geq \frac{a}{2}>0, \quad \text { for }|z| \geq C_{0}>0 \tag{4.8}
\end{equation*}
$$

and

$$
\kappa(\tilde{s}(z))=a-\frac{b}{3} \tilde{s}(z)+\frac{2 c}{3} \tilde{s}^{2}(z)=\frac{2 c}{3}\left(s_{+}-\tilde{s}(z)\right)\left(\frac{s_{+}}{2}-\tilde{s}(z)\right) \begin{cases}\geq \frac{a}{2}>0, & z \leq-C_{0}<0 ;  \tag{4.9}\\ \geq-C \mathrm{e}^{C z}, & z \geq C_{0}>0 .\end{cases}
$$

Therefore, for small $\varepsilon$

$$
\begin{equation*}
\theta(\tilde{s}(z)) \geq \frac{a}{2}>0, \quad(x, t) \in(\Omega \times[0, T]) \backslash \Gamma^{k}\left(\frac{\delta}{4}\right), \tag{4.10}
\end{equation*}
$$

and

$$
\kappa(\tilde{s}(z)) \geq \begin{cases}\frac{a}{2}>0, & (x, t) \in\left\{(x, t): \varphi^{[k]}<0\right\} \backslash \Gamma^{k}\left(\frac{\delta}{4}\right),  \tag{4.11}\\ -C \mathrm{e}^{-\frac{c}{\varepsilon}}, & (x, t) \in\left\{(x, t): \varphi^{[k]}>0\right\} \backslash \Gamma^{k}\left(\frac{\delta}{4}\right),\end{cases}
$$

where $\Gamma^{k}\left(\frac{\delta}{4}\right)=\left\{(x, t):\left|\varphi^{[k]}(x, t)\right|<\frac{\delta}{4}\right\}$.
Thus, we obtain

$$
\begin{equation*}
\mathcal{H}_{\mathbf{Q}^{(0)}} \mathbf{Q}: \mathbf{Q} \geq \frac{2}{3} \theta(\tilde{s}) q_{0}^{2}+2 a\left(q_{3}^{2}+q_{4}^{2}\right)-C \mathrm{e}^{-\frac{c}{\varepsilon}}|\mathbf{Q}|^{2}, \quad(x, t) \in(\Omega \times[0, T]) \backslash \Gamma^{k}\left(\frac{\delta}{4}\right) \tag{4.12}
\end{equation*}
$$

Noting that for small $\varepsilon$

$$
\left|\tilde{s}_{10}\right| \leq C \mathrm{e}^{-\frac{c}{\varepsilon}}, \quad(x, t) \in(\Omega \times[0, T]) \backslash \Gamma^{k}\left(\frac{\delta}{4}\right) ;
$$

then

$$
\begin{align*}
& \varepsilon\left(\frac{4}{9}(-b+6 c \tilde{s}) \tilde{s}_{10} q_{0}^{2}+\frac{2}{3}(-b+4 c \tilde{s}) \tilde{s}_{10}\left(q_{1}^{2}+q_{2}^{2}\right)+\frac{4}{3}(b+2 c \tilde{s}) \tilde{s}_{10}\left(q_{3}^{2}+q_{4}^{2}\right)\right) \\
& \quad \geq-C \mathrm{e}^{-\frac{c}{\varepsilon}}\left(q_{0}^{2}+q_{1}^{2}+q_{2}^{2}+q_{3}^{2}+q_{4}^{2}\right) \\
& \quad \geq-C \mathrm{e}^{-\frac{c}{\varepsilon}}|\mathbf{Q}|^{2}, \quad(x, t) \in(\Omega \times[0, T]) \backslash \Gamma^{k}\left(\frac{\delta}{4}\right) . \tag{4.13}
\end{align*}
$$

Moreover, by the Young's inequality and (4.10), we have

$$
\begin{align*}
& \varepsilon\left(\frac{4}{3}(-b+4 c \tilde{s}) \tilde{s}_{11} q_{0} q_{1}-4 b \tilde{s}_{11} q_{1} q_{4}-4 b \tilde{s}_{11} q_{3} q_{2}\right. \\
&\left.+\frac{4}{3}(-b+4 c \tilde{s}) \tilde{s}_{12} q_{0} q_{2}-4 b \tilde{s}_{12} q_{1} q_{3}+4 b \tilde{s}_{12} q_{4} q_{2}\right)  \tag{4.14}\\
& \geq-\frac{a}{6} q_{0}^{2}-a\left(q_{3}^{2}+q_{4}^{2}\right)-C \varepsilon^{2}\left(q_{1}^{2}+q_{2}^{2}\right) \\
& \geq-\frac{1}{3} \theta(\tilde{s}) q_{0}^{2}-a\left(q_{3}^{2}+q_{4}^{2}\right)-C \varepsilon^{2}|\mathbf{Q}|^{2}, \quad(x, t) \in(\Omega \times[0, T]) \backslash \Gamma^{k}\left(\frac{\delta}{4}\right)
\end{align*}
$$

Thanks to (4.7), (4.13), and (4.14), one has for small $\varepsilon$ :

$$
\begin{equation*}
\varepsilon\left(f_{\mathbf{Q}^{(0)}}^{\prime \prime}(\mathbf{Q}, \mathbf{Q}): \mathbf{Q}^{(1)}\right) \geq-\frac{1}{3} \theta(\widetilde{s}) q_{0}^{2}-a\left(q_{3}^{2}+q_{4}^{2}\right)-C \varepsilon^{2}|\mathbf{Q}|^{2}, \quad(x, t) \in(\Omega \times[0, T]) \backslash \Gamma^{k}\left(\frac{\delta}{4}\right) \tag{4.15}
\end{equation*}
$$

With (4.10), (4.12), and (4.15), we arrive at for small $\varepsilon$ and $(x, t) \in(\Omega \times[0, T]) \backslash \Gamma^{k}\left(\frac{\delta}{4}\right)$,

$$
\begin{equation*}
\left(\mathcal{H}_{\mathbf{Q}^{(0)}} \mathbf{Q}: \mathbf{Q}\right)+\varepsilon\left(f_{\mathbf{Q}^{(0)}}^{\prime \prime}(\mathbf{Q}, \mathbf{Q}): \mathbf{Q}^{(1)}\right) \geq \frac{a}{6} q_{0}^{2}+a\left(q_{3}^{2}+q_{4}^{2}\right)-C \varepsilon^{2}|\mathbf{Q}|^{2} \tag{4.16}
\end{equation*}
$$

Therefore, we have for $t \in[0, T]$ :

$$
\begin{aligned}
& \int_{\Omega}\left(|\nabla \mathbf{Q}|^{2}+\varepsilon^{-2}\left(\mathcal{H}_{\mathbf{Q}_{A}^{E}} \mathbf{Q}: \mathbf{Q}\right)\right) \mathrm{d} x \\
& \geq \int_{\Omega}\left(|\nabla \mathbf{Q}|^{2}+\varepsilon^{-2}\left(\mathcal{H}_{\mathbf{Q}^{0}} \mathbf{Q}: \mathbf{Q}\right)+\varepsilon^{-1}\left(f_{\mathbf{Q}^{(0)}}^{\prime \prime}(\mathbf{Q}, \mathbf{Q}): \mathbf{Q}^{(1)}\right)\right) \mathrm{d} x-C \int_{\Omega}|\mathbf{Q}|^{2} \mathrm{~d} x \\
& =\int_{\left.\Gamma_{t}^{k} \frac{\delta}{4}\right)}\left(|\nabla \mathbf{Q}|^{2}+\varepsilon^{-2}\left(\mathcal{H}_{\left.\mathbf{Q}^{0}\right)} \mathbf{Q}: \mathbf{Q}\right)+\varepsilon^{-1}\left(f_{\mathbf{Q}^{(0)}}^{\prime \prime}(\mathbf{Q}, \mathbf{Q}): \mathbf{Q}^{(1)}\right)\right) \mathrm{d} x \\
& \quad+\int_{\Omega \backslash \Gamma_{t}^{k}\left(\frac{\delta}{4}\right)}\left(|\nabla \mathbf{Q}|^{2}+\varepsilon^{-2}\left(\mathcal{H}_{\mathbf{Q}^{(0)}} \mathbf{Q}: \mathbf{Q}\right)+\varepsilon^{-1}\left(f_{\mathbf{Q}^{(0)}}^{\prime \prime}(\mathbf{Q}, \mathbf{Q}): \mathbf{Q}^{(1)}\right)\right) \mathrm{d} x-C \int_{\Omega}|\mathbf{Q}|^{2} \mathrm{~d} x \\
& \geq \int_{\Gamma_{t}^{k}\left(\frac{\delta}{4}\right)}\left(|\nabla \mathbf{Q}|^{2}+\varepsilon^{-2}\left(\mathcal{H}_{\mathbf{Q}^{(0)}} \mathbf{Q}: \mathbf{Q}\right)+\varepsilon^{-1}\left(f_{\mathbf{Q}^{(0)}}^{\prime \prime}(\mathbf{Q}, \mathbf{Q}): \mathbf{Q}^{(1)}\right)\right) \mathrm{d} x-C \int_{\Omega}|\mathbf{Q}|^{2} \mathrm{~d} x .
\end{aligned}
$$

This completes the proof of this lemma.

As a direct consequence of the above lemma, to prove Theorem 1.2, it suffices to prove a lower bound estimate independent of small $\varepsilon$ and $t \in[0, T]$ in the phase transition region:

$$
\begin{equation*}
\int_{\Gamma_{t}^{k}\left(\frac{\delta}{4}\right)}\left(|\nabla \mathbf{Q}|^{2}+\varepsilon^{-2}\left(\mathcal{H}_{\mathbf{Q}^{(0)}} \mathbf{Q}: \mathbf{Q}\right)+\varepsilon^{-1}\left(f_{\mathbf{Q}^{(0)}}^{\prime \prime}(\mathbf{Q}, \mathbf{Q}): \mathbf{Q}^{(1)}\right)\right) \mathrm{d} x \geq-C \int_{\Gamma_{t}^{k}\left(\frac{\delta}{4}\right)}|\mathbf{Q}|^{2} \mathrm{~d} x . \tag{4.17}
\end{equation*}
$$

In $\Gamma^{k}(\delta)$, we have $\partial_{z} \mathbf{Q}=\sum_{j=0}^{4}\left(\partial_{z} q_{j} \mathbf{E}_{j}+\partial_{z} q_{j} \partial_{z} \mathbf{E}_{j}\right)$, and then, direct computations lead to

$$
\left|\partial_{z} \mathbf{Q}\right|^{2}=\sum_{j=0}^{4}\left(\partial_{z} q_{j}\right)^{2}\left|\mathbf{E}_{j}\right|^{2}+\mathbf{T}_{\mathbf{1}}+\mathbf{T}_{\mathbf{2}}
$$

where

$$
\begin{aligned}
\mathbf{T}_{\mathbf{1}}= & 2 \sum_{i \neq j} q_{j} \partial_{z} q_{i}\left(\mathbf{E}_{i}: \partial_{z} \mathbf{E}_{j}\right) \\
= & 4 q_{1} \partial_{z} q_{0} \mathbf{n} \cdot \partial_{z} \mathbf{l}+4 q_{0} \partial_{z} q_{1} \mathbf{l} \cdot \partial_{z} \mathbf{n}+4 q_{2} \partial_{z} q_{0} \mathbf{n} \cdot \partial_{z} \mathbf{m}+4 q_{0} \partial_{z} q_{2} \mathbf{m} \cdot \partial_{z} \mathbf{n} \\
& +4 q_{2} \partial_{z} q_{1} \mathbf{l} \cdot \partial_{z} \mathbf{m}+4 q_{1} \partial_{z} q_{2} \mathbf{m} \cdot \partial_{z} \mathbf{l}+4 q_{3} \partial_{z} q_{1} \mathbf{n} \cdot \partial_{z} \mathbf{m}+4 q_{1} \partial_{z} q_{3} \mathbf{m} \cdot \partial_{z} \mathbf{n} \\
& +4 q_{4} \partial_{z} q_{1} \mathbf{n} \cdot \partial_{z} \mathbf{l}+4 q_{1} \partial_{z} q_{4} \mathbf{l} \cdot \partial_{z} \mathbf{n}+4 q_{3} \partial_{z} q_{2} \mathbf{n} \cdot \partial_{z} \mathbf{l}+4 q_{2} \partial_{z} q_{3} \mathbf{l} \cdot \partial_{z} \mathbf{n} \\
& +4 q_{4} \partial_{z} q_{2} \mathbf{m} \cdot \partial_{z} \mathbf{n}+4 q_{2} \partial_{z} q_{4} \mathbf{n} \cdot \partial_{z} \mathbf{m}+8 q_{3} \partial_{z} q_{4} \mathbf{l} \cdot \partial_{z} \mathbf{m}+8 q_{4} \partial_{z} q_{3} \mathbf{m} \cdot \partial_{z} \mathbf{l}, \\
\mathbf{T}_{\mathbf{2}}= & \left|\sum_{j=0}^{4} q_{j} \partial_{z} \mathbf{E}_{j}\right|^{2} \geq 0 .
\end{aligned}
$$

Due to Lemma 2.4, we may assume that $\varphi^{[k]}(x, t)$ is the signed distance to $\Gamma_{t}^{k}=\left\{x: \varphi^{[k]}(x, t)=0\right\}$ for $k \geq 1$ without loss of generality. And let $\sigma(x, t)$ be the projection of $x$ on $\Gamma_{t}^{k}$ along the normal of $\Gamma_{t}^{k}$. Then, the transformation $x \longmapsto\left(\varphi^{[k]}(x, t), \sigma(x, t)\right)$ is a diffeomorphism for small $\delta$ and $t \in[0, T]$. Let $J\left(\varphi^{[k]}, \sigma\right)=\operatorname{det} \frac{\partial x^{-1}\left(\varphi^{k k]}, \sigma\right)}{\partial\left(\varphi^{k]}, \sigma\right)}$ be the Jacobian of the transformation. Then, $\left.J\right|_{\Gamma_{t}^{k}}=1$ and $\left.\frac{\partial J}{\partial \varphi^{k / k}}\right|_{\Gamma_{t}^{k}}=0$. Thus

$$
\begin{equation*}
0<C_{1} \leq J\left(\varphi^{[k]}, \sigma\right) \leq C_{2}, \quad\left|J_{\varphi^{[k]}}\left(\varphi^{[k]}, \sigma\right) \triangleq \frac{\partial J}{\partial \varphi^{[k]}}\left(\varphi^{[k]}, \sigma\right)\right| \leq C\left|\varphi^{[k]}\right| . \tag{4.18}
\end{equation*}
$$

As $\delta$ is a small fixed positive constant, for convenience, we assume $\delta=4$ in what follows. Thus, one has for $t \in[0, T]$ :

$$
\begin{align*}
& \int_{\Gamma_{t}^{k}\left(\frac{\delta}{4}\right)} \varepsilon^{-2}\left(\left|\partial_{z} \mathbf{Q}\right|^{2}+\left(\mathcal{H}_{\mathbf{Q}^{(0)}} \mathbf{Q}: \mathbf{Q}\right)+\varepsilon\left(f_{\mathbf{Q}^{(0)}}^{\prime \prime}(\mathbf{Q}, \mathbf{Q}): \mathbf{Q}^{(1)}\right)\right) \mathrm{d} x \\
& \quad=\int_{\Gamma_{t}^{k}(1)} \varepsilon^{-2}\left(\left|\partial_{z} \mathbf{Q}\right|^{2}+\left(\mathcal{H}_{\mathbf{Q}^{(0)}} \mathbf{Q}: \mathbf{Q}\right)+\varepsilon\left(f_{\mathbf{Q}^{(0)}}^{\prime \prime}(\mathbf{Q}, \mathbf{Q}): \mathbf{Q}^{(1)}\right)\right) \mathrm{d} x  \tag{4.19}\\
& \quad \geq \varepsilon\left(\mathfrak{M}_{G}+\mathfrak{M}_{M}+\mathfrak{M}_{B}\right)
\end{align*}
$$

where $\mathfrak{M}_{G}$ is the collection of "good terms" which contain $q_{3}$ and $q_{4}$ :

$$
\begin{align*}
\mathfrak{M}_{G} \triangleq & 2 \varepsilon^{-2} \int_{\Gamma_{t}^{k}} \mathrm{~d} \sigma \int_{I_{\varepsilon}}\left(\left(\partial_{z} q_{3}\right)^{2}+l(s) q_{3}^{2}+\left(\partial_{z} q_{4}\right)^{2}+l(s) q_{4}^{2}\right) J(\varepsilon z, \sigma) \mathrm{d} z \\
& +2 \varepsilon^{-1} \int_{\Gamma_{t}^{k}} \mathrm{~d} \sigma \int_{I_{\varepsilon}}\left(\frac{2 b}{3}+\frac{4 c}{3} s\right) s_{10}\left(q_{3}^{2}+q_{4}^{2}\right) J(\varepsilon z, \sigma) \mathrm{d} z \\
& -4 b \varepsilon^{-1} \int_{\Gamma_{t}^{k}} \mathrm{~d} \sigma \int_{I_{\varepsilon}}\left(\left(q_{1} q_{4}+q_{3} q_{2}\right) s_{11}+\left(q_{1} q_{3}-q_{4} q_{2}\right) s_{12}\right) J(\varepsilon z, \sigma) \mathrm{d} z \\
& \left.+4 \varepsilon^{-2} \int_{\Gamma_{t}^{k}} \mathrm{~d} \sigma \int_{I_{\varepsilon}}\left(q_{3} \partial_{z} q_{1}+q_{2} \partial_{z} q_{4}\right) \mathbf{n} \cdot \partial_{z} \mathbf{m}+\left(q_{4} \partial_{z} q_{1}+q_{3} \partial_{z} q_{2}\right) \mathbf{n} \cdot \partial_{z} \mathbf{l}\right) J(\varepsilon z, \sigma) \mathrm{d} z \\
& +4 \varepsilon^{-2} \int_{\Gamma^{k}} \mathrm{~d} \sigma \int_{I_{\varepsilon}}\left(\left(q_{4} \partial_{z} q_{2}+q_{1} \partial_{z} q_{3}\right) \mathbf{m} \cdot \partial_{z} \mathbf{n}+\left(q_{1} \partial_{z} q_{4}+q_{2} \partial_{z} q_{3}\right) \mathbf{l} \cdot \partial_{z} \mathbf{n}\right) J(\varepsilon z, \sigma) \mathrm{d} z \\
& +8 \varepsilon^{-2} \int_{\Gamma^{k}} \mathrm{~d} \sigma \int_{I_{\varepsilon}}\left(q_{3} \partial_{z} q_{4} \mathbf{l} \cdot \partial_{z} \mathbf{m}+q_{4} \partial_{z} q_{3} \mathbf{m} \cdot \partial_{z} \mathbf{l}\right) J(\varepsilon z, \sigma) \mathrm{d} z \tag{4.20}
\end{align*}
$$

$\mathfrak{M}_{M}$ represents "mild terms" like $q_{i} \partial_{z} q_{j}(i, j=0,1,2)$ :

$$
\begin{align*}
\mathfrak{M}_{M} \triangleq & 4 \varepsilon^{-2} \int_{\Gamma_{t}^{k}} \mathrm{~d} \sigma \int_{I_{\varepsilon}}\left(q_{1} \partial_{z} q_{0} \mathbf{n} \cdot \partial_{z} \mathbf{l}+q_{0} \partial_{z} q_{1} \mathbf{l} \cdot \partial_{z} \mathbf{n}\right) J(\varepsilon z, \sigma) \mathrm{d} z \\
& +4 \varepsilon^{-2} \int_{\Gamma_{t}^{k}} \mathrm{~d} \sigma \int_{I_{\varepsilon}}\left(q_{2} \partial_{z} q_{0} \mathbf{n} \cdot \partial_{z} \mathbf{m}+q_{0} \partial_{z} q_{2} \mathbf{m} \cdot \partial_{z} \mathbf{n}\right) J(\varepsilon z, \sigma) \mathrm{d} z  \tag{4.21}\\
& +4 \varepsilon^{-2} \int_{\Gamma_{t}^{k}} \mathrm{~d} \sigma \int_{I_{\varepsilon}}\left(q_{2} \partial_{z} q_{1} \mathbf{l} \cdot \partial_{z} \mathbf{m}+q_{1} \partial_{z} q_{2} \mathbf{m} \cdot \partial_{z} \mathbf{l}\right) J(\varepsilon z, \sigma) \mathrm{d} z
\end{align*}
$$

$\mathfrak{M}_{B}$ contains "bad terms" given by

$$
\begin{align*}
\mathfrak{M}_{B} \triangleq & \frac{2}{3} \varepsilon^{-2} \int_{\Gamma_{t}^{k}} \mathrm{~d} \sigma \int_{I_{\varepsilon}}\left(\left(\partial_{z} q_{0}\right)^{2}+\theta(s) q_{0}^{2}\right) J(\varepsilon z, \sigma) \mathrm{d} z \\
& +2 \varepsilon^{-2} \int_{\Gamma_{t}^{k}} \mathrm{~d} \sigma \int_{I_{\varepsilon}}\left(\left(\partial_{z} q_{1}\right)^{2}+\kappa(s) q_{1}^{2}+\left(\partial_{z} q_{2}\right)^{2}+\kappa(s) q_{2}^{2}\right) J(\varepsilon z, \sigma) \mathrm{d} z \\
& +\frac{2}{3} \varepsilon^{-1} \int_{\Gamma_{t}^{k}} \mathrm{~d} \sigma \int_{I_{\varepsilon}}\left(\theta^{\prime}(s) s_{10} q_{0}^{2}+3 \kappa^{\prime}(s) s_{10}\left(q_{1}^{2}+q_{2}^{2}\right)+6 \kappa^{\prime}(s) q_{0}\left(q_{1} s_{11}+q_{2} s_{12}\right)\right) J(\varepsilon z, \sigma) \mathrm{d} z . \tag{4.22}
\end{align*}
$$

In the following lemma, we deal with the integral with Jacobian. The method here is different from (2.14) in [8].

Lemma 4.2 Given a function $u=u(z, \sigma)$ defined in $\left(-\frac{1}{\varepsilon}, \frac{1}{\varepsilon}\right) \times \Gamma^{k}$, we have

$$
\begin{align*}
& \int_{I_{\varepsilon}}\left(\left(\partial_{z} u\right)^{2}+\theta(s) u^{2}\right) J(\varepsilon z, \sigma) \mathrm{d} z \geq \frac{3}{4} \int_{I_{\varepsilon}}\left(\left(\partial_{z} \hat{u}\right)^{2}+\theta(s) \hat{u}^{2}\right) \mathrm{d} z-C \varepsilon^{2} \int_{I_{\varepsilon}} u^{2} \mathrm{~d} z,  \tag{4.23}\\
& \int_{I_{\varepsilon}}\left(\left(\partial_{z} u\right)^{2}+\kappa(s) u^{2}\right) J(\varepsilon z, \sigma) \mathrm{d} z \geq \frac{3}{4} \int_{I_{\varepsilon}}\left(\left(\partial_{z} \hat{u}\right)^{2}+\kappa(s) \hat{u}^{2}\right) \mathrm{d} z-C \varepsilon^{2} \int_{I_{\varepsilon}} u^{2} \mathrm{~d} z, \tag{4.24}
\end{align*}
$$

where $\hat{u}=u J^{\frac{1}{2}}$ and $C$ is a constant independent of small $\varepsilon$ and $u$.
Proof First, we can observe that

$$
\begin{equation*}
\int_{I_{\varepsilon}}\left(\left(\partial_{z} u\right)^{2}+\theta(s) u^{2}\right) J d z \geq \int_{I_{\varepsilon}}\left(\left(\partial_{z} \hat{u}\right)^{2}+\theta(s) \hat{u}^{2}\right) \mathrm{d} z-\varepsilon \int_{I_{\varepsilon}} \hat{u} \partial_{z} \hat{u} J_{d} J^{-1} \mathrm{~d} z-C \varepsilon^{2} \int_{I_{\varepsilon}} u^{2} \mathrm{~d} z \tag{4.25}
\end{equation*}
$$

Let $\hat{u}=\gamma q_{\theta}+p_{1}$, then

$$
\begin{aligned}
-\varepsilon \int_{I_{\varepsilon}} \hat{u} \partial_{z} \hat{u} J_{d} J^{-1} \mathrm{~d} z & =-\varepsilon \gamma \int_{I_{\varepsilon}} \hat{u} q_{\theta}^{\prime} J_{d} J^{-1} \mathrm{~d} z-\varepsilon \int_{I_{\varepsilon}} \hat{u} \partial_{z} p_{1} J_{d} J^{-1} \mathrm{~d} z \\
& =-\varepsilon \gamma \int_{I_{\varepsilon}} \hat{u}\left(q_{\theta}-\alpha S^{\prime}\right)^{\prime} J_{d} J^{-1} \mathrm{~d} z+\varepsilon \alpha \gamma \int_{I_{\varepsilon}} \hat{u} S^{\prime \prime} J_{d} J^{-1} \mathrm{~d} z-\varepsilon \int_{I_{\varepsilon}} \hat{u} \partial_{z} p_{1} J_{d} J^{-1} \mathrm{~d} z .
\end{aligned}
$$

By (3.7), we get

$$
\begin{aligned}
\varepsilon \gamma \int_{I_{\varepsilon}} \hat{u}\left(q_{\theta}-\alpha s^{\prime}\right)^{\prime} J_{d} J^{-1} \mathrm{~d} z & \leq C \varepsilon \gamma\left(\int_{I_{\varepsilon}}|\hat{u}|^{2} \mathrm{~d} z\right)^{\frac{1}{2}}\left(\int_{I_{\varepsilon}}\left|\left(q_{\theta}-\alpha s^{\prime}\right)^{\prime}\right|^{2} \mathrm{~d} z\right)^{\frac{1}{2}} \\
& \leq O\left(\mathrm{e}^{-\frac{C}{\varepsilon}}\right)\left(\int_{I_{\varepsilon}}|\hat{u}|^{2} \mathrm{~d} z\right) \leq O\left(\mathrm{e}^{-\frac{C}{\varepsilon}}\right) \int_{I_{\varepsilon}} u^{2} \mathrm{~d} z
\end{aligned}
$$

and

$$
\begin{aligned}
\varepsilon \alpha \gamma\left|\int_{I_{\varepsilon}} \hat{u} S^{\prime \prime} J_{d} J^{-1} \mathrm{~d} z\right| & \leq C \varepsilon^{2} \alpha \gamma \int_{I_{\varepsilon}}\left|\hat{u} s^{\prime \prime} z\right| \mathrm{d} z \\
& \leq C \varepsilon^{2} \alpha \gamma\left(\int_{I_{\varepsilon}}|\hat{u}|^{2} \mathrm{~d} z\right)^{\frac{1}{2}}\left(\int_{I_{\varepsilon}}\left|s^{\prime \prime} z\right|^{2} \mathrm{~d} z\right)^{\frac{1}{2}} \leq C \varepsilon^{2} \int_{I_{\varepsilon}} u^{2} \mathrm{~d} z .
\end{aligned}
$$

Moreover, by (3.29) and the Young's inequality, one has

$$
\begin{aligned}
\left|-\varepsilon \int_{I_{\varepsilon}} \hat{u} \partial_{z} p_{1} J_{d} J^{-1} \mathrm{~d} z\right| & \leq C \varepsilon\left(\int_{I_{\varepsilon}} u^{2} \mathrm{~d} z\right)^{\frac{1}{2}}\left(\int_{I_{\varepsilon}}\left(\partial_{z} p_{1}\right)^{2} \mathrm{~d} z\right)^{\frac{1}{2}} \\
& \leq C \varepsilon^{2} \int_{I_{\varepsilon}} u^{2} \mathrm{~d} z+\frac{1}{4} \int_{I_{\varepsilon}}\left(\left(\partial_{z} \hat{u}\right)^{2}+\theta(s) \hat{u}^{2}\right) \mathrm{d} z
\end{aligned}
$$

This gives

$$
-\varepsilon \int_{I_{\varepsilon}} \hat{u} \partial_{z} \hat{u} J_{d} J^{-1} \mathrm{~d} z \geq-C \varepsilon^{2} \int_{I_{\varepsilon}} u^{2} \mathrm{~d} z-\frac{1}{4} \int_{I_{\varepsilon}}\left(\left(\partial_{z} \hat{u}\right)^{2}+\theta(s) \hat{u}^{2}\right) \mathrm{d} z .
$$

which together with (4.25) leads to (4.23). The proof of (4.24) is similar.

### 4.2 Estimates of $\mathfrak{M}_{G}$

In this subsection, we deal with the "good terms" defined in (4.20). In this and next two subsections, we define $\hat{q}_{j}=q_{j} J^{\frac{1}{2}}(0 \leq j \leq 4)$, and assume the decompositions:

$$
\begin{equation*}
\hat{q}_{0}=\gamma q_{\theta}+p_{0}, \quad \hat{q}_{1}=\delta q_{\kappa}+p_{1}, \quad \hat{q}_{2}=\mu q_{\kappa}+p_{2}, \tag{4.26}
\end{equation*}
$$

and here, $p_{0} \perp q_{\theta}$ and $p_{1}, p_{2} \perp_{\omega} q_{\kappa}$. Then, $\left\|\hat{q}_{0}\right\|^{2}=\gamma^{2}+\left\|p_{0}\right\|^{2},\left\|\hat{q}_{1}\right\|_{\omega}^{2}=\delta^{2}+\left\|p_{1}\right\|_{\omega}^{2}$ and $\left\|\hat{q}_{2}\right\|_{\omega}^{2}=\mu^{2}+\left\|p_{2}\right\|_{\omega}^{2}$.

In addition, we easily get $\partial_{z} \mathbf{n}=\varepsilon \partial_{\varphi^{[k]}} \mathbf{n}=O(\varepsilon)$. Similarly,

$$
\begin{equation*}
\left|\partial_{z}(\mathbf{l}, \mathbf{m})\right|=O(\varepsilon) . \tag{4.27}
\end{equation*}
$$

Moreover, noting that $\left.\partial_{\nabla \varphi} \mathbf{n}\right|_{\varphi=0}=0$ (homogeneous Neumann boundary condition in (1.4)), one has

$$
\begin{aligned}
\partial_{z} \mathbf{n}=\varepsilon \partial_{\varphi^{[k]}} \mathbf{n} & =\left.\varepsilon \partial_{\varphi^{[k]}} \mathbf{n}\right|_{\varphi_{k}=0}+O(1) \varepsilon \varphi^{[k]} \\
& =\left.\varepsilon \partial_{\varphi} \mathbf{n}\right|_{\varphi=-\sum_{i=1}^{k} \varepsilon^{i} \varphi^{(i)}}+O\left(\varepsilon^{2}\right) z \\
& =\left.\varepsilon \partial_{\varphi} \mathbf{n}\right|_{\varphi=0}-O(1)\left(\sum_{i=1}^{k} \varepsilon^{i+1} \varphi^{(i)}\right)+O\left(\varepsilon^{2}\right) z \\
& \leq O\left(\varepsilon^{2}\right)(|z|+1),
\end{aligned}
$$

which further implies that

$$
\begin{equation*}
\left|\left(\partial_{z} \mathbf{l} \cdot \mathbf{n}\right)(z)\right|=\left|\left(\partial_{z} \mathbf{n} \cdot \mathbf{l}\right)(z)\right| \leq C \varepsilon^{2}(|z|+1), \quad\left|\left(\partial_{z} \mathbf{m} \cdot \mathbf{n}\right)(z)\right|=\left|\left(\partial_{z} \mathbf{n} \cdot \mathbf{m}\right)(z)\right| \leq C \varepsilon^{2}(|z|+1) . \tag{4.28}
\end{equation*}
$$

Now, we start to estimate $\mathfrak{M}_{G}$. Due to the decomposition $\hat{q}_{1},(4.28)$ and the Young's inequality, we infer that, for small $\varepsilon$ :

$$
\begin{align*}
\int_{I_{\varepsilon}} q_{3} \partial_{z} q_{1} \mathbf{n} \cdot \partial_{z} \mathbf{m} J \mathrm{~d} z & =\int_{I_{\varepsilon}} \hat{q}_{3} \partial_{z} \hat{q}_{1} \mathbf{n} \cdot \partial_{z} \mathbf{m} \mathrm{~d} z-\frac{\varepsilon}{2} \int_{I_{\varepsilon}} \hat{q}_{3} \hat{q}_{1} J^{-1} J_{\varphi^{k \mid k}} \mathbf{n} \cdot \partial_{z} \mathbf{m} \mathrm{~d} z \\
& =\delta \int_{I_{\varepsilon}} \hat{q}_{3}\left(q_{k}\right)^{\prime} \mathbf{n} \cdot \partial_{z} \mathbf{m d} z+\int_{I_{\varepsilon}} \hat{q}_{3} \partial_{z} p_{1} \mathbf{n} \cdot \partial_{z} \mathbf{m} \mathrm{~d} z+O\left(\varepsilon^{2}\right)\left\|q_{3}\right\|\left\|q_{1}\right\| \\
& \leq O(\varepsilon)\left\|q_{3}\right\|\left\|q_{1}\right\|+O(\varepsilon)\left\|q_{3}\right\|^{2}+O(\varepsilon)\left\|\partial_{z} p_{1}\right\|^{2}+O\left(\varepsilon^{2}\right)\left\|q_{3}\right\|\left\|q_{1}\right\| \\
& \leq O\left(\varepsilon^{2}\right)\left\|q_{1}\right\|^{2}+\frac{a}{32}\left\|q_{3}\right\|^{2}+O(\varepsilon)\left\|\partial_{z} p_{1}\right\|^{2} . \tag{4.29}
\end{align*}
$$

According to similar arguments, we have, for small $\varepsilon$ :

$$
\begin{aligned}
& \int_{I_{\varepsilon}} q_{4} \partial_{z} q_{1} \mathbf{n} \cdot \partial_{z} \mathbf{l} J \mathrm{~d} z \leq O\left(\varepsilon^{2}\right)\left\|q_{1}\right\|^{2}+\frac{a}{32}\left\|q_{4}\right\|^{2}+O(\varepsilon)\left\|\partial_{z} p_{1}\right\|^{2}, \\
& \int_{I_{\varepsilon}} q_{3} \partial_{z} q_{2} \mathbf{n} \cdot \partial_{z} \mathbf{l} J \mathrm{~d} z \leq O\left(\varepsilon^{2}\right)\left\|q_{2}\right\|^{2}+\frac{a}{32}\left\|q_{3}\right\|^{2}+O(\varepsilon)\left\|\partial_{z} p_{2}\right\|^{2}, \\
& \int_{I_{\varepsilon}} q_{4} \partial_{z} q_{2} \mathbf{m} \cdot \partial_{z} \mathbf{n} J \mathrm{~d} z \leq O\left(\varepsilon^{2}\right)\left\|q_{2}\right\|^{2}+\frac{a}{32}\left\|q_{4}\right\|^{2}+O(\varepsilon)\left\|\partial_{z} p_{2}\right\|^{2} .
\end{aligned}
$$

Therefore, for small $\varepsilon$, we have

$$
\begin{align*}
& \int_{I_{\varepsilon}}\left(q_{3} \partial_{z} q_{1} \mathbf{n} \cdot \partial_{z} \mathbf{m}+q_{4} \partial_{z} q_{1} \mathbf{n} \cdot \partial_{z} \mathbf{l}+q_{3} \partial_{z} q_{2} \mathbf{n} \cdot \partial_{z} \mathbf{l}+q_{4} \partial_{z} q_{2} \mathbf{m} \cdot \partial_{z} \mathbf{n}\right) J \mathrm{~d} z \\
& \leq O\left(\varepsilon^{2}\right)\left(\left\|q_{1}\right\|^{2}+\left\|q_{2}\right\|^{2}\right)+\frac{a}{16}\left(\left\|q_{3}\right\|^{2}+\left\|q_{4}\right\|^{2}\right)+O(\varepsilon)\left(\left\|\partial_{z} p_{1}\right\|^{2}+\left\|\partial_{z} p_{2}\right\|^{2}\right) \tag{4.30}
\end{align*}
$$

Furthermore, we easily see that for small $\varepsilon$

$$
\begin{align*}
& 2 \int_{I_{\varepsilon}}\left(\frac{2 b}{3}+\frac{4 c}{3} s\right) s_{10}\left(q_{3}^{2}+q_{4}^{2}\right) J(\varepsilon z, \sigma) \mathrm{d} z-4 b \int_{I_{\varepsilon}}\left(\left(q_{1} q_{4}+q_{3} q_{2}\right) s_{11}+\left(q_{1} q_{3}-q_{4} q_{2}\right) s_{12}\right) J \mathrm{~d} z \\
& \quad \leq O(\varepsilon)\left(\left\|q_{1}\right\|^{2}+\left\|q_{2}\right\|^{2}\right)+\frac{a}{16} \varepsilon^{-1}\left(\left\|q_{3}\right\|^{2}+\left\|q_{4}\right\|^{2}\right) \tag{4.31}
\end{align*}
$$

and

$$
\begin{align*}
& \int_{I_{\varepsilon}}\left(q_{1} \partial_{z} q_{3} \mathbf{m} \cdot \partial_{z} \mathbf{n}+q_{1} \partial_{z} q_{4} \mathbf{l} \cdot \partial_{z} \mathbf{n}+q_{2} \partial_{z} q_{3} \mathbf{l} \cdot \partial_{z} \mathbf{n}+q_{2} \partial_{z} q_{4} \mathbf{n} \cdot \partial_{z} \mathbf{m}\right) J \mathrm{~d} z  \tag{4.32}\\
& \quad \leq O\left(\varepsilon^{2}\right)\left(\left\|q_{1}\right\|^{2}+\left\|q_{2}\right\|^{2}\right)+\frac{1}{16}\left(\left\|\partial_{z} q_{3}\right\|^{2}+\left\|\partial_{z} q_{4}\right\|^{2}\right)
\end{align*}
$$

and

$$
\begin{equation*}
\int_{I_{\varepsilon}}\left(q_{3} \partial_{z} q_{4} \mathbf{l} \cdot \partial_{z} \mathbf{m}+q_{4} \partial_{z} q_{3} \mathbf{m} \cdot \partial_{z} \mathbf{l}\right) J \mathrm{~d} z \leq O(\varepsilon)\left(\left\|q_{3}\right\|^{2}+\left\|q_{4}\right\|^{2}\right)+O(\varepsilon)\left(\left\|\partial_{z} q_{3}\right\|^{2}+\left\|\partial_{z} q_{4}\right\|^{2}\right) \tag{4.33}
\end{equation*}
$$

Combining (4.30)-(4.33) with (3.30), we immediately find that, for small $\varepsilon$ and $t \in[0, T]:$

$$
\begin{equation*}
\mathfrak{M}_{G} \geq-C \int_{\Gamma_{t}^{k}} \mathrm{~d} \sigma \int_{I_{\varepsilon}}\left(q_{1}^{2}+q_{2}^{2}\right) J \mathrm{~d} z-\frac{\varepsilon^{-2}}{4} \int_{\Gamma_{t}^{k}} \mathrm{~d} \sigma \int_{I_{\varepsilon}}\left(\left(\partial_{z} \hat{q}_{1}\right)^{2}+\kappa(s) \hat{q}_{1}^{2}+\left(\partial_{z} \hat{q}_{2}\right)^{2}+\kappa(s) \hat{q}_{2}^{2}\right) \mathrm{d} z . \tag{4.34}
\end{equation*}
$$

### 4.3 Estimates of $\mathfrak{M}_{M}$

In this subsection, we deal with the "mild terms" defined in (4.21).

Step 1. Due to the decomposition of $\hat{q}_{0}$ and $\hat{q}_{1}$, (3.7), (4.18), (4.28), and the Young's inequality, we deduce that

$$
\begin{align*}
& \int_{I_{\varepsilon}} q_{1} \partial_{z} q_{0} \mathbf{n} \cdot \partial_{z} \mathbf{l} J \mathrm{~d} z \\
& \quad=\int_{I_{\varepsilon}} \hat{q}_{1} \partial_{z} \hat{q}_{0} \mathbf{n} \cdot \partial_{z} \mathbf{l d} z-\frac{\varepsilon}{2} \int_{I_{\varepsilon}} \hat{q}_{1} \hat{0}_{0} J^{-1} J_{\varphi} \mathbf{n} \cdot \partial_{z} \mathbf{l d} z \\
& \quad=\int_{I_{\varepsilon}} \hat{q}_{1}\left(\gamma q_{\theta}^{\prime}+\partial_{z} p_{0}\right) \mathbf{n} \cdot \partial_{z} \mathbf{l d} z+O\left(\varepsilon^{2}\right)\left\|q_{0}\right\|\left\|q_{1}\right\| \\
& \quad=\gamma \int_{I_{\varepsilon}} \hat{q}_{1} q_{\theta}^{\prime} \mathbf{n} \cdot \partial_{z} \mathbf{l} \mathrm{~d} z+\int_{I_{\varepsilon}} \hat{q}_{1} \partial_{z} p_{0} \mathbf{n} \cdot \partial_{z} \mathbf{l} J \mathrm{~d} z+O\left(\varepsilon^{2}\right)\left\|q_{0}\right\|\left\|q_{1}\right\|  \tag{4.35}\\
& =\gamma \int_{I_{\varepsilon}} \hat{q}_{1}\left(q_{\theta}-\alpha s^{\prime}\right)^{\prime} \mathbf{n} \cdot \partial_{z} \mathbf{l} J \mathrm{~d} z+\gamma \alpha \int_{I_{\varepsilon}} \hat{q}_{1} s^{\prime \prime} \mathbf{n} \cdot \partial_{z} \mathbf{l} J \mathrm{~d} z+\int_{I_{\varepsilon}} \hat{q}_{1} \partial_{z} p_{0} \mathbf{n} \cdot \partial_{z} \mathbf{l} J \mathrm{~d} z+O\left(\varepsilon^{2}\right)\left\|q_{0}\right\|\left\|q_{1}\right\| \\
& \quad \leq O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right)\left\|q_{0}\right\|\left\|q_{1}\right\|+O\left(\varepsilon^{2}\right)\left\|q_{0}\right\|\left\|q_{1}\right\|+O\left(\varepsilon^{2}\right)\left\|q_{1}\right\|^{2}+\frac{1}{32 C_{1}}\left\|\partial_{z} p_{0}\right\|^{2},
\end{align*}
$$

and

$$
\begin{align*}
& \int_{I_{\varepsilon}} q_{0} \partial_{z} q_{1} \mathbf{l} \cdot \partial_{z} \mathbf{n} J \mathrm{~d} z \\
& \quad=\int_{I_{\varepsilon}} \hat{q}_{0} \partial_{z} \hat{q}_{1} \mathbf{l} \cdot \partial_{z} \mathbf{n d} z-\frac{\varepsilon}{2} \int_{I_{\varepsilon}} \hat{q}_{1} \hat{q}_{0} J^{-1} J_{\varphi} \mathbf{l} \cdot \partial_{z} \mathbf{n d} z \\
& =\delta \int_{I_{\varepsilon}} \hat{q}_{0}\left(q_{\kappa}\right)^{\prime} \mathbf{l} \cdot \partial_{z} \mathbf{n} \mathrm{~d} z+\int_{I_{\varepsilon}} \hat{q}_{0} \partial_{z} p_{1} \mathbf{l} \cdot \partial_{z} \mathbf{n} \mathrm{~d} z+O\left(\varepsilon^{2}\right)\left\|q_{0}\right\|\left\|q_{1}\right\| \\
& =\delta \int_{I_{\varepsilon}} \hat{q}_{0}\left(q_{\kappa}-\beta s\right)^{\prime} \mathbf{l} \cdot \partial_{z} \mathbf{n} \mathrm{~d} z+\delta \beta \int_{I_{\varepsilon}} \hat{q}_{0} s^{\prime} \mathbf{l} \cdot \partial_{z} \mathbf{n d} z+\int_{I_{\varepsilon}} \hat{q}_{0} \partial_{z} p_{1} \mathbf{l} \cdot \partial_{z} \mathbf{n d} z+O\left(\varepsilon^{2}\right)\left\|q_{0}\right\|\left\|q_{1}\right\| \\
& \leq O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right)\left\|q_{0}\right\|\left\|q_{1}\right\|+O\left(\varepsilon^{2}\right)\left\|q_{0}\right\|\left\|q_{1}\right\|+O\left(\varepsilon^{2}\right)\left\|q_{0}\right\|^{2}+\frac{1}{32 C_{1}}\left\|\partial_{z} p_{1}\right\|^{2} . \tag{4.36}
\end{align*}
$$

Here, $C_{1}$ is defined in Lemma 3.6, and we have used the following observations:

$$
\begin{aligned}
\left|\int_{I_{\varepsilon}} \hat{q}_{1} s^{\prime \prime} \mathbf{n} \cdot \partial_{z} \mathbf{l} \mathrm{~d} z\right| & \leq C \varepsilon^{2} \int_{I_{\varepsilon}}\left|\hat{q}_{1} s^{\prime \prime}(|z|+1)\right| \mathrm{d} z \\
& \leq C \varepsilon^{2}\left(\int_{I_{\varepsilon}}\left|\hat{q}_{1}\right|^{2} \mathrm{~d} z\right)^{\frac{1}{2}}\left(\int_{I_{\varepsilon}}\left|s^{\prime \prime}(|z|+1)\right|^{2} \mathrm{~d} z\right)^{\frac{1}{2}} \leq C \varepsilon^{2}\left(\int_{I_{\varepsilon}}\left|\hat{q}_{1}\right|^{2} \mathrm{~d} z\right)^{\frac{1}{2}}, \\
\left|\int_{I_{\varepsilon}} \hat{q}_{0} s^{\prime} \mathbf{l} \cdot \partial_{z} \mathbf{n d} z\right| & \leq C \varepsilon^{2} \int_{I_{\varepsilon}}\left|\hat{q}_{0} s^{\prime}(|z|+1)\right| \mathrm{d} z \\
& \leq C \varepsilon^{2}\left(\int_{I_{\varepsilon}}\left|\hat{q}_{0}\right|^{2} \mathrm{~d} z\right)^{\frac{1}{2}}\left(\int_{I_{\varepsilon}}\left|s^{\prime}(|z|+1)\right|^{2} \mathrm{~d} z\right)^{\frac{1}{2}} \leq C \varepsilon^{2}\left(\int_{I_{\varepsilon}}\left|\hat{q}_{0}\right|^{2} \mathrm{~d} z\right)^{\frac{1}{2}}
\end{aligned}
$$

By (4.35) and (4.36), we get

$$
\begin{align*}
& \int_{I_{\varepsilon}} q_{1} \partial_{z} q_{0} \mathbf{n} \cdot \partial_{z} \mathbf{l} J \mathrm{~d} z+\int_{I_{\varepsilon}} q_{0} \partial_{z} q_{1} \mathbf{l} \cdot \partial_{z} \mathbf{n} J \mathrm{~d} z \\
& \quad \leq O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right)\left\|q_{0}\right\|\left\|q_{1}\right\|+O\left(\varepsilon^{2}\right)\left(\left\|q_{0}\right\|^{2}+\left\|q_{1}\right\|^{2}\right)+\frac{1}{32 C_{1}}\left(\left\|\partial_{z} p_{0}\right\|^{2}+\left\|\partial_{z} p_{1}\right\|^{2}\right) \tag{4.37}
\end{align*}
$$

Similarly, there holds

$$
\begin{align*}
& \int_{I_{\varepsilon}} q_{2} \partial_{z} q_{0} \mathbf{n} \cdot \partial_{z} \mathbf{m} J \mathrm{~d} z+\int_{I_{\varepsilon}} q_{0} \partial_{z} q_{2} \mathbf{m} \cdot \partial_{z} \mathbf{n} J \mathrm{~d} z \\
& \quad \leq O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right)\left\|q_{0}\right\|\left\|q_{2}\right\|+O\left(\varepsilon^{2}\right)\left(\left\|q_{0}\right\|^{2}+\left\|q_{2}\right\|^{2}\right)+\frac{1}{32 C_{1}}\left(\left\|\partial_{z} p_{0}\right\|^{2}+\left\|\partial_{z} p_{2}\right\|^{2}\right) \tag{4.38}
\end{align*}
$$

Step 2. Due to the decomposition $\hat{q}_{1}$, (3.23), (3.26), (4.27), and the Young inequality, we have

$$
\begin{align*}
& \int_{I_{\varepsilon}} q_{2} \partial_{z} q_{1} \mathbf{l} \cdot \partial_{z} \mathbf{m} J \mathrm{~d} z \\
& \quad=\int_{I_{\varepsilon}} \hat{q}_{2} \partial_{z} \hat{q}_{1} \mathbf{l} \cdot \partial_{z} \mathbf{m d} z-\frac{\varepsilon}{2} \int_{I_{\varepsilon}} \hat{q}_{2} \hat{q}_{1} J^{-1} J_{\varphi} \mathbf{l} \cdot \partial_{z} \mathbf{m} \mathrm{~d} z \\
& \quad=\delta \int_{I_{\varepsilon}} \hat{q}_{2}\left(q_{\kappa}\right)^{\prime} \mathbf{l} \cdot \partial_{z} \mathbf{m d} z+\int_{I_{\varepsilon}} \hat{q}_{2} \partial_{z} p_{1} \mathbf{l} \cdot \partial_{z} \mathbf{m} \mathrm{~d} z+O\left(\varepsilon^{2}\right)\left\|q_{2}\right\|\left\|q_{1}\right\| \\
& \quad=\delta \int_{I_{\varepsilon}} \hat{q}_{2}\left(q_{\kappa}-\beta s\right)^{\prime} \mathbf{l} \cdot \partial_{z} \mathbf{m} \mathrm{~d} z+\delta \beta \int_{I_{\varepsilon}} \hat{q}_{2} s^{\prime} \mathbf{l} \cdot \partial_{z} \mathbf{m} \mathrm{~d} z+\int_{I_{\varepsilon}} \hat{q}_{2} \partial_{z} p_{1} \mathbf{l} \cdot \partial_{z} \mathbf{m} \mathrm{~d} z+O\left(\varepsilon^{2}\right)\left\|q_{2}\right\|\left\|q_{1}\right\| \\
& \quad \leq O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right)\left\|\hat{q}_{1}\right\|\left\|\hat{q}_{2}\right\|+\delta \beta \int_{I_{\varepsilon}} \hat{q}_{\varepsilon^{\prime}} s^{\prime} \mathbf{l} \cdot \partial_{z} \mathbf{m} \mathrm{~d} z+O\left(\varepsilon^{2}\right)\left\|q_{2}\right\|^{2}+\frac{1}{64 C_{1}}\left\|\partial_{z} p_{1}\right\|^{2}, \tag{4.39}
\end{align*}
$$

and

$$
\begin{align*}
& \delta \beta \int_{I_{\varepsilon}} \hat{q}_{2} s^{\prime} \mathbf{l} \cdot \partial_{z} \mathbf{m} \mathrm{~d} z \\
& =\delta \beta \int_{I_{\varepsilon}}\left(\mu q_{\kappa}+p_{2}\right) s^{\prime} \mathbf{l} \cdot \partial_{z} \mathbf{m} \mathrm{~d} z \\
& =\mu \delta \beta \int_{I_{\varepsilon}}\left(q_{\kappa}-\beta s\right) s^{\prime} \mathbf{l} \cdot \partial_{z} \mathbf{m} \mathrm{~d} z+\mu \delta \beta^{2} \int_{I_{\varepsilon}} s s^{\prime} \mathbf{l} \cdot \partial_{z} \mathbf{m} \mathrm{~d} z+\delta \beta \int_{I_{\varepsilon}} p_{2} s^{\prime} \mathbf{l} \cdot \partial_{z} \mathbf{m} \mathrm{~d} z \\
& \leq O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right)\left\|q_{1}\right\|\left\|q_{2}\right\|+\mu \delta \beta^{2} \int_{I_{\varepsilon}} s s^{\prime} \mathbf{l} \cdot \partial_{z} \mathbf{m} \mathrm{~d} z+O\left(\varepsilon^{2}\right)\left\|q_{1}\right\|^{2}+\frac{1}{64 C_{1}}\left\|\partial_{z} p_{2}\right\|^{2} \tag{4.40}
\end{align*}
$$

Consequently, we arrive at

$$
\begin{align*}
\int_{I_{\varepsilon}} q_{2} \partial_{z} q_{1} \mathbf{l} \cdot \partial_{z} \mathbf{m} J d z \leq & O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right)\left\|q_{1}\right\|\left\|q_{2}\right\|+O\left(\varepsilon^{2}\right)\left(\left\|q_{1}\right\|^{2}+\left\|q_{2}\right\|^{2}\right)+\frac{1}{64 C_{1}}\left(\left\|\partial_{z} p_{1}\right\|^{2}+\left\|\partial_{z} p_{2}\right\|^{2}\right) \\
& +\mu \delta \beta^{2} \int_{I_{\varepsilon}} s s^{\prime} \mathbf{l} \cdot \partial_{z} \mathbf{m d} z \tag{4.41}
\end{align*}
$$

Similarly, we can deduce that

$$
\begin{align*}
\int_{I_{\varepsilon}} q_{1} \partial_{z} q_{2} \mathbf{m} \cdot \partial_{z} \mathbf{I} d z \leq & O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right)\left\|q_{1}\right\|\left\|q_{2}\right\|+O\left(\varepsilon^{2}\right)\left(\left\|q_{1}\right\|^{2}+\mid q_{2} \|^{2}\right)+\frac{1}{64 C_{1}}\left(\left\|\partial_{z} p_{1}\right\|^{2}+\left\|\partial_{z} p_{2}\right\|^{2}\right) \\
& +\mu \delta \beta^{2} \int_{I_{\varepsilon}} s s^{\prime} \mathbf{m} \cdot \partial_{z} \mathbf{l} \mathbf{d} z . \tag{4.42}
\end{align*}
$$

Combining (4.41) with (4.42), we get

$$
\begin{align*}
& \int_{I_{\varepsilon}} q_{2} \partial_{z} q_{1} \mathbf{l} \cdot \partial_{z} \mathbf{m} J \mathrm{~d} z+\int_{I_{\varepsilon}} q_{1} \partial_{z} q_{2} \mathbf{m} \cdot \partial_{z} \mathbf{l} \mathrm{~d} z \\
& \leq O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right)\left\|q_{1}\right\|\left\|q_{2}\right\|+O\left(\varepsilon^{2}\right)\left(\left\|q_{1}\right\|^{2}+\mid q_{2} \|^{2}\right)+\frac{1}{64 C_{1}}\left(\left\|\partial_{z} p_{1}\right\|^{2}+\left\|\partial_{z} p_{2}\right\|^{2}\right), \tag{4.43}
\end{align*}
$$

and here, we have used the fact $\mathbf{l} \cdot \partial_{z} \mathbf{m}+\mathbf{m} \cdot \partial_{z} \mathbf{l}=\partial_{z}(\mathbf{l} \cdot \mathbf{m})=0$.
In conclusion, with the help of (3.29)-(3.30), we have for small $\varepsilon$ and $t \in[0, T]$

$$
\begin{align*}
\mathfrak{M}_{M} \geq & -C \int_{\Gamma_{t}^{k}} \mathrm{~d} \sigma \int_{I_{\varepsilon}}\left(q_{0}^{2}+q_{1}^{2}+q_{2}^{2}\right) J \mathrm{~d} z-\frac{1}{4} \varepsilon^{-2} \int_{\Gamma_{t}^{k}} \mathrm{~d} \sigma \int_{I_{\varepsilon}}\left(\left(\partial_{z} \hat{q}_{0}\right)^{2}+\theta(s) \hat{q}_{0}^{2}\right) \mathrm{d} z \\
& -\frac{1}{4} \varepsilon^{-2} \int_{\Gamma_{t}^{k}} \mathrm{~d} \sigma \int_{I_{\varepsilon}}\left(\left(\partial_{z} \hat{q}_{1}\right)^{2}+\kappa(s) \hat{q}_{1}^{2}+\left(\partial_{z} \hat{q}_{2}\right)^{2}+\kappa(s) \hat{q}_{2}^{2}\right) \mathrm{d} z \tag{4.44}
\end{align*}
$$

### 4.4 Estimates of $\mathfrak{M}_{B}$

In this subsection, we deal with the "bad terms" defined in (4.22). Based on (4.23), (4.24), (4.34), and (4.44), one has, for small $\varepsilon$ and $t \in[0, T]$ :

$$
\begin{align*}
& \mathfrak{M}_{G}+\mathfrak{M}_{M}+\mathfrak{M}_{B} \\
& \geq \frac{1}{4} \varepsilon^{-2} \int_{\Gamma_{t}^{k}} \mathrm{~d} \sigma \int_{I_{\varepsilon}}\left(\left(\partial_{z} \hat{q}_{0}\right)^{2}+\theta(s) \hat{q}_{0}^{2}\right) \mathrm{d} z+\varepsilon^{-2} \int_{\Gamma_{t}^{k}} \mathrm{~d} \sigma \int_{I_{\varepsilon}}\left(\left(\partial_{z} \hat{q}_{1}\right)^{2}+\kappa(s) \hat{q}_{1}^{2}\right) \mathrm{d} z \\
&+\varepsilon^{-2} \int_{\Gamma_{t}^{k}} \mathrm{~d} \sigma \int_{I_{\varepsilon}}\left(\left(\partial_{z} \hat{q}_{2}\right)^{2}+\kappa(s) \hat{q}_{2}^{2}\right) \mathrm{d} z+\frac{2}{3} \varepsilon^{-1} \int_{\Gamma_{t}^{k}} \mathrm{~d} \sigma \int_{I_{\varepsilon}} \theta^{\prime}(s) s_{10} \hat{q}_{0}^{2} \mathrm{~d} z \\
&+2 \varepsilon^{-1} \int_{\Gamma_{t}^{k}} \mathrm{~d} \sigma \int_{I_{\varepsilon}} \kappa^{\prime}(s) s_{10}\left(\hat{q}_{1}^{2}+\hat{q}_{2}^{2}\right) \mathrm{d} z+4 \varepsilon^{-1} \int_{\Gamma_{t}^{k}} \mathrm{~d} \sigma \int_{I_{\varepsilon}} \kappa^{\prime}(s) \hat{q}_{0}\left(\hat{q}_{1} s_{11}+\hat{q}_{2} s_{12}\right) \mathrm{d} z \\
&-C \int_{\Gamma_{t}^{k}} \mathrm{~d} \sigma \int_{I_{\varepsilon}}\left(q_{0}^{2}+q_{1}^{2}+q_{2}^{2}\right) J \mathrm{~d} z \\
& \triangleq \varepsilon^{-2}\left(\mathfrak{B}_{1}+\mathfrak{B}_{2}+\cdots+\mathfrak{B}_{8}\right)-C \int_{\Gamma_{t}^{k}} \mathrm{~d} \sigma \int_{I_{\varepsilon}}\left(q_{0}^{2}+q_{1}^{2}+q_{2}^{2}\right) J \mathrm{~d} z . \tag{4.45}
\end{align*}
$$

To proceed, we first establish the following conclusions.
Lemma 4.3 For $(x, t) \in \Gamma^{k}(1)$, we have

$$
\begin{gather*}
\int_{I_{\varepsilon}} \theta^{\prime}(s(z)) s_{10}(z, x, t)\left(s^{\prime}(z)\right)^{2} \mathrm{~d} z=O(\varepsilon), \quad \int_{I_{\varepsilon}} \kappa^{\prime}(s(z)) s_{10}(z, x, t) s^{2}(z) \mathrm{d} z=O(\varepsilon),  \tag{4.46}\\
\int_{I_{\varepsilon}} \kappa^{\prime}(s(z)) s^{\prime}(z) s(z) s_{11}(z, x, t) \mathrm{d} z=O(\varepsilon), \quad \int_{I_{\varepsilon}} \kappa^{\prime}(s(z)) s^{\prime}(z) s(z) s_{12}(z, x, t) \mathrm{d} z=O(\varepsilon) . \tag{4.47}
\end{gather*}
$$

Proof We only prove (4.46). The remaining results can be proved similarly. For $(x, t) \in \Gamma^{k}(1) \subset \Gamma(2)$, as $\left|\nabla_{x} s_{10}(z, x, t)\right| \leq C$, there holds

$$
\left|s_{10}(z, x, t)-s_{10}(z, \sigma(x), t)\right| \leq C|x-\sigma(x)| \leq C \varepsilon|z|
$$

Then, it follows from (6.14) that

$$
\begin{aligned}
& \left|\int_{I_{\varepsilon}} \theta^{\prime}(s(z)) s_{10}(z, x, t)\left(s^{\prime}(z)\right)^{2} \mathrm{~d} z\right| \\
& =\mid \int_{I_{\varepsilon}} \theta^{\prime}(s(z))\left(s_{10}(z, x, t)-s_{10}(z, \sigma(x), t)\right)\left(s^{\prime}(z)\right)^{2} \mathrm{~d} z \\
& \left.\quad-\int_{\frac{1}{\varepsilon}}^{+\infty} \theta^{\prime}(s(z)) s_{10}(z, \sigma(x), t)\left(s^{\prime}(z)\right)^{2} \mathrm{~d} z-\int_{-\infty}^{-\frac{1}{\varepsilon}} \theta^{\prime}(s(z)) s_{10}(z, \sigma(x), t)\left(s^{\prime}(z)\right)^{2} \mathrm{~d} z \right\rvert\, \\
& \leq \varepsilon \int_{I_{\varepsilon}}\left|\theta^{\prime}(s(z))\right||z|\left(s^{\prime}(z)\right)^{2} \mathrm{~d} z+\left(\int_{\frac{1}{\varepsilon}}^{+\infty}+\int_{-\infty}^{-\frac{1}{\varepsilon}}\right)\left|\theta^{\prime}(s(z)) s_{10}(z, \sigma(x), t)\right|\left(s^{\prime}(z)\right)^{2} \mathrm{~d} z \\
& \leq C \varepsilon
\end{aligned}
$$

Using the similar arguments, we get

$$
\begin{aligned}
& \left|\int_{I_{\varepsilon}} \kappa^{\prime}(s(z)) s_{10}(z, x, t) s^{2}(z) \mathrm{d} z\right| \\
& \leq C \varepsilon \int_{I_{\varepsilon}}\left|\kappa^{\prime}(s(z)) z\right| s^{2}(z) \mathrm{d} z+\left(\int_{\frac{1}{\varepsilon}}^{+\infty}+\int_{-\infty}^{-\frac{1}{\varepsilon}}\right)\left|\kappa^{\prime}(s(z)) s_{10}(z, \sigma(x), t)\right| s^{2}(z) \mathrm{d} z \\
& \leq C \varepsilon
\end{aligned}
$$

Hence, this Lemma is proved.

Due to the decomposition of $\hat{q}_{0}$, (3.4), (3.5), (6.14) and the Young's inequality, we infer that for small $\varepsilon$

$$
\begin{align*}
\mathfrak{B}_{1}+\mathfrak{B}_{4}= & \frac{1}{4} \gamma^{2} \int_{I_{\varepsilon}}\left(\left(q_{\theta}^{\prime}\right)^{2}+\theta(s) q_{\theta}^{2}\right) \mathrm{d} z+\frac{1}{4} \int_{I_{\varepsilon}}\left(\left(\partial_{z} p_{0}\right)^{2}+\theta(s) p_{0}^{2}\right) \mathrm{d} z . \\
& +\frac{2}{3} \varepsilon \gamma^{2} \int_{I_{\varepsilon}} \theta^{\prime}(s) s_{10} q_{\theta}^{2} \mathrm{~d} z+\frac{4}{3} \varepsilon \gamma \int_{I_{\varepsilon}} \theta^{\prime}(s) s_{10} q_{\theta} p_{0} \mathrm{~d} z+\frac{2}{3} \varepsilon \int_{I_{\varepsilon}} \theta^{\prime}(s) s_{10} p_{0}{ }^{2} \mathrm{~d} z \\
\geq & \frac{1}{4} \gamma^{2} \lambda_{\theta, 1}+\frac{1}{4} \lambda_{\theta, 2}\left\|p_{0}\right\|^{2}+\frac{2}{3} \varepsilon \gamma^{2} \alpha^{2} \int_{I_{\varepsilon}} \theta^{\prime}(s) s_{10}\left(s^{\prime}\right)^{2} \mathrm{~d} z \\
& +O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right) \gamma^{2}+O(\varepsilon)\left\|p_{0}\right\| \gamma+O(\varepsilon)\left\|p_{0}\right\|^{2} \\
= & \frac{1}{4} \gamma^{2} \lambda_{\theta, 1}+\frac{1}{4} \lambda_{\theta, 2}\left\|p_{0}\right\|^{2}+O\left(\mathrm{e}^{-\frac{C}{\varepsilon}}\right) \gamma^{2}+O(\varepsilon) \gamma\left\|p_{0}\right\|+O(\varepsilon)\left\|p_{0}\right\|^{2} \\
\geq & \left(\frac{1}{4} \lambda_{\theta, 1}+O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right)+O\left(\varepsilon^{2}\right)\right) \gamma^{2}+\frac{1}{8} \lambda_{\theta, 2}\left\|p_{0}\right\|^{2} \\
\geq & -C \varepsilon^{2} \gamma^{2}+\frac{1}{8} \lambda_{\theta, 2}\left\|p_{1}\right\|^{2} \\
\geq & -C \varepsilon^{2} \int_{I_{\varepsilon}} q_{1}^{2} J \mathrm{~d} z+\frac{1}{8} \lambda_{\theta, 2}\left\|p_{0}\right\|^{2} . \tag{4.48}
\end{align*}
$$

Due to the decomposition of $\hat{q}_{1},(3.19),(3.23)$, (6.14), and the Young inequality, we deduce that, for small $\varepsilon$ :

$$
\begin{align*}
\mathfrak{B}_{2}+\mathfrak{B}_{5}= & \delta^{2} \int_{I_{\varepsilon}}\left(\left(\left(q_{\kappa}\right)^{\prime}\right)^{2}+\kappa(s)\left(q_{\kappa}\right)^{2}\right) \mathrm{d} z+\int_{I_{\varepsilon}}\left(\left(\partial_{z} p_{1}\right)^{2}+\kappa(s) p_{1}^{2}\right) \mathrm{d} z . \\
& +2 \varepsilon \delta^{2} \int_{I_{\varepsilon}} \kappa^{\prime}(s) s_{10}\left(q_{\kappa}\right)^{2} \mathrm{~d} z+4 \varepsilon \delta \int_{I_{\varepsilon}} \kappa^{\prime}(s) s_{10} q_{\kappa} p_{1} \mathrm{~d} z+2 \varepsilon \int_{I_{\varepsilon}} \kappa^{\prime}(s) s_{10} p_{1}^{2} \mathrm{~d} z \\
\geq & \delta^{2} \lambda_{\kappa, 1}+\lambda_{\kappa, 2}\left\|p_{1}\right\|_{\omega}^{2}+2 \varepsilon \delta^{2} \beta^{2} \int_{I_{\varepsilon}} \kappa^{\prime}(s) s_{10} s^{2} \mathrm{~d} z+O\left(\mathrm{e}^{-\frac{c}{\epsilon}}\right) \delta^{2}+O(\varepsilon) \delta\left\|p_{1}\right\|_{\omega}+O(\varepsilon)\left\|p_{1}\right\|_{\omega}^{2} \\
= & \delta^{2} \lambda_{\kappa, 1}+\lambda_{\kappa, 2}\left\|p_{1}\right\|_{\omega}^{2}+O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right) \delta^{2}+O(\varepsilon) \delta\left\|p_{1}\right\|+O(\varepsilon)\left\|p_{1}\right\|_{\omega}^{2} \\
\geq & -C \varepsilon^{2} \delta^{2}+\frac{1}{2} \lambda_{\kappa, 2}\left\|p_{1}\right\|_{\omega}^{2} \\
\geq & -C \varepsilon^{2} \int_{I_{\varepsilon}} q_{1}^{2} J \mathrm{~d} z+\frac{1}{2} \lambda_{\kappa, 2}\left\|p_{1}\right\|_{\omega}^{2} . \tag{4.49}
\end{align*}
$$

Similarly, for small $\varepsilon$, we have

$$
\begin{equation*}
\mathfrak{B}_{3}+\mathfrak{B}_{6} \geq-C \varepsilon^{2} \int_{I_{\varepsilon}} q_{2}^{2} J \mathrm{~d} z+\frac{1}{2} \lambda_{\kappa, 2}\left\|p_{2}\right\|_{\omega}^{2} \tag{4.50}
\end{equation*}
$$

Finally, we aim to estimate $\mathfrak{B}_{7}$ and $\mathfrak{B}_{8}$. We only need to consider $\boldsymbol{B}_{7}$, as $\mathfrak{B}_{8}$ can be estimated similarly. Due to the decompositions of $\hat{q}_{1}$ and $\hat{q}_{2}$, we have

$$
\begin{aligned}
\mathfrak{B}_{7} & =4 \varepsilon \gamma \delta \int_{I_{\varepsilon}} \kappa^{\prime}(s) q_{\theta} q_{\kappa} s_{11} \mathrm{~d} z+4 \varepsilon \gamma \int_{I_{\varepsilon}} \kappa^{\prime}(s) q_{\theta} p_{1} s_{11} \mathrm{~d} z+4 \varepsilon \int_{I_{\varepsilon}} \kappa^{\prime}(s) p_{0} \hat{q}_{1} s_{11} \mathrm{~d} z . \\
& =: \mathfrak{B}_{7}^{1}+\mathfrak{B}_{7}^{2}+\mathfrak{B}_{7}^{3} .
\end{aligned}
$$

By (6.14), (3.6), and (3.26), we infer that for small $\varepsilon$

$$
\begin{aligned}
\mathfrak{B}_{7}^{1}= & 4 \varepsilon \gamma \delta \int_{I_{\varepsilon}} \kappa^{\prime}(s)\left(q_{\theta}-\alpha s^{\prime}\right) q_{\kappa} s_{11} \mathrm{~d} z+4 \varepsilon \alpha \gamma \delta \int_{I_{\varepsilon}} \kappa^{\prime}(s) s^{\prime}\left(q_{\kappa}-\beta s\right) s_{11} \mathrm{~d} z \\
& +4 \varepsilon \alpha \beta \gamma \delta \int_{I_{\varepsilon}} \kappa^{\prime}(s) s^{\prime} s s_{11} \mathrm{~d} z \\
= & 4 \varepsilon \gamma \delta \int_{I_{\varepsilon}} \kappa^{\prime}(s)\left(q_{\theta}-\alpha s^{\prime}\right) q_{\kappa} s_{11} \mathrm{~d} z+4 \varepsilon \alpha \gamma \delta \int_{I_{\varepsilon}} \kappa^{\prime}(s) s^{\prime}\left(q_{\kappa}-\beta s\right) s_{11} \mathrm{~d} z \\
= & O\left(\varepsilon^{\frac{3}{4}}\right) \gamma \delta\left\|q_{\theta}-\alpha s^{\prime}\right\|^{\frac{1}{2}}\left\|q_{\kappa}\right\|_{\omega}+O(\varepsilon) \alpha \gamma \delta\left\|q_{\kappa}-\beta s\right\|_{\omega} \\
= & O\left(\mathrm{e}^{-\frac{c}{\varepsilon}}\right) \gamma \delta \\
\geq & -C e^{-\frac{c}{\varepsilon}} \int_{I_{\varepsilon}}\left(q_{0}^{2}+q_{1}^{2}\right) J \mathrm{~d} z .
\end{aligned}
$$

From Young's inequality and Hölder's inequality, we deduce that

$$
\begin{aligned}
& \mathfrak{B}_{7}^{2} \geq-C \varepsilon \gamma\left(\int_{I_{\varepsilon}}\left|q_{\theta}\right| \mathrm{d} z\right)^{\frac{1}{2}}\left\|p_{1}\right\|_{\omega} \geq-C \varepsilon^{2} \gamma^{2}-\frac{1}{4} \lambda_{\kappa, 2}\left\|p_{1}\right\|_{\omega}^{2} \\
& \mathfrak{B}_{7}^{3}=4 \varepsilon \int_{I_{\varepsilon}} \kappa^{\prime}(s) p_{0} \hat{q}_{1} s_{11} \mathrm{~d} z \geq-\frac{1}{32} \lambda_{\theta, 2}\left\|p_{0}\right\|^{2}-C \varepsilon^{2} \int_{I_{\varepsilon}} q_{1}^{2} J \mathrm{~d} z .
\end{aligned}
$$

Therefore, it holds

$$
\begin{equation*}
\mathfrak{B}_{7} \geq-C \varepsilon^{2} \int_{\boldsymbol{I}_{\varepsilon}}\left(q_{0}^{2}+q_{1}^{2}\right) J \mathrm{~d} z-\frac{1}{32} \lambda_{\theta, 2}\left\|p_{0}\right\|^{2}-\frac{1}{4} \lambda_{\kappa, 2}\left\|p_{1}\right\|_{\omega}^{2} \tag{4.51}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
\mathfrak{B}_{8} \geq-C \varepsilon^{2} \int_{I_{\varepsilon}}\left(q_{0}^{2}+q_{2}^{2}\right) J \mathrm{~d} z-\frac{1}{32} \lambda_{\theta, 2}\left\|p_{0}\right\|^{2}-\frac{1}{4} \lambda_{\kappa, 2}\left\|p_{2}\right\|_{\omega}^{2} . \tag{4.52}
\end{equation*}
$$

Thanks to (4.48)-(4.52), we conclude that for small $\varepsilon$ and $t \in[0, T]$

$$
\begin{equation*}
\mathfrak{B}_{1}+\mathfrak{B}_{2}+\cdots+\mathfrak{B}_{8} \geq-C \varepsilon^{2} \int_{\Gamma_{t}^{k}} \mathrm{~d} \sigma \int_{I_{\varepsilon}}\left(q_{0}^{2}+q_{1}^{2}+q_{2}^{2}\right) J \mathrm{~d} z \tag{4.53}
\end{equation*}
$$

### 4.5 Proof of Theorem 1.2

By (4.45) and (4.53), there holds

$$
\begin{equation*}
\mathfrak{M}_{G}+\mathfrak{M}_{M}+\mathfrak{M}_{B} \geq-C \int_{\Gamma_{t}^{k}} \mathrm{~d} \sigma \int_{I_{\varepsilon}}\left(q_{0}^{2}+q_{1}^{2}+q_{2}^{2}\right) J \mathrm{~d} z \tag{4.54}
\end{equation*}
$$

According to (4.5), (4.19), and (4.54), we have

$$
\begin{aligned}
\int_{\Omega}\left(|\nabla \mathbf{Q}|^{2}+\varepsilon^{-2}\left(\mathcal{H}_{\mathbf{Q}_{A}^{\varepsilon}} \mathbf{Q}: \mathbf{Q}\right)\right) \mathrm{d} x & \geq \varepsilon\left(\mathfrak{M}_{G}+\mathfrak{M}_{M}+\mathfrak{M}_{B}\right)-C \int_{\Omega}|\mathbf{Q}|^{2} \mathrm{~d} x . \\
& \geq-C \int_{\Gamma_{t}^{k}(1)}|\mathbf{Q}|^{2} \mathrm{~d} x-C \int_{\Omega}|\mathbf{Q}|^{2} \mathrm{~d} x \\
& \geq-C \int_{\Omega}|\mathbf{Q}|^{2} \mathrm{~d} x
\end{aligned}
$$

where $C$ is independent of small $\varepsilon$ and $t \in[0, T]$.
Thus, the proof of Theorem 1.2 is completed.

## 5 Uniform Estimates for the Remainder Equation

This section is devoted to the proof of Theorem 1.3 and Corollary 1.4.
Proof of Theorem 1.3 We consider the error $\mathbf{Q}_{R}^{\varepsilon} \triangleq \frac{\mathbf{Q}^{\varepsilon}-\mathbf{Q}_{A}^{\varepsilon}}{\varepsilon^{m}}$ with $m$ determined later. We introduce the energy $\mathcal{E}(t)=\mathcal{E}_{0}(t)+\mathcal{E}_{1}(t)+\mathcal{E}_{2}(t)$ with

$$
\mathcal{E}_{0}(t)=\frac{1}{2} \int_{\Omega}\left|\mathbf{Q}_{R}^{\varepsilon}\right|^{2}(x, t) \mathrm{d} x, \quad \mathcal{E}_{1}(t)=\frac{\varepsilon^{6}}{2} \int_{\Omega}\left|\nabla \mathbf{Q}_{R}^{\varepsilon}\right|^{2}(x, t) \mathrm{d} x, \quad \mathcal{E}_{2}(t)=\frac{\varepsilon^{12}}{2} \int_{\Omega}\left|\Delta \mathbf{Q}_{R}^{\varepsilon}\right|^{2}(x, t) \mathrm{d} x .
$$

Thanks to the Sobolev embedding, we have

$$
\begin{equation*}
\varepsilon^{3}\left\|\mathbf{Q}_{R}^{\varepsilon}(\cdot, t)\right\|_{L^{4}(\Omega)} \leq C \varepsilon^{3}\left\|\mathbf{Q}_{R}^{\varepsilon}(\cdot, t)\right\|_{H^{1}(\Omega)} \leq C\left(\mathcal{E}_{0}(t)+\mathcal{E}_{1}(t)\right)^{\frac{1}{2}} \tag{5.1}
\end{equation*}
$$

$$
\begin{align*}
& \varepsilon^{6}\left\|\mathbf{Q}_{R}^{\varepsilon}(\cdot, t)\right\|_{L^{\infty}(\Omega)} \leq C \varepsilon^{6}\left\|\mathbf{Q}_{R}^{\varepsilon}(\cdot, t)\right\|_{H^{2}(\Omega)} \leq C\left(\mathcal{E}_{0}(t)+\mathcal{E}_{2}(t)\right)^{\frac{1}{2}}  \tag{5.2}\\
& \varepsilon^{6}\left\|\nabla \mathbf{Q}_{R}^{\varepsilon}(\cdot, t)\right\|_{L^{4}(\Omega)} \leq C \varepsilon^{6}\left\|\mathbf{Q}_{R}^{\varepsilon}(\cdot, t)\right\|_{H^{2}(\Omega)} \leq C\left(\mathcal{E}_{0}(t)+\mathcal{E}_{2}(t)\right)^{\frac{1}{2}} \tag{5.3}
\end{align*}
$$

From (1.1) and (1.9), we find that

$$
\begin{equation*}
\partial_{t} \mathbf{Q}_{R}^{\varepsilon}=\Delta \mathbf{Q}_{R}^{\varepsilon}-\varepsilon^{-2} \mathcal{H}_{\mathbf{Q}_{A}^{\varepsilon}} \mathbf{Q}_{R}^{\varepsilon}-\frac{1}{2} \varepsilon^{m-2} f_{\mathbf{Q}_{A}^{\prime \prime}+\frac{1}{3} \varepsilon^{m} \mathbf{Q}_{R}^{\varepsilon}}\left(\mathbf{Q}_{R}^{\varepsilon}, \mathbf{Q}_{R}^{\varepsilon}\right)-\varepsilon^{-m} \boldsymbol{R}_{k}^{\varepsilon} . \tag{5.4}
\end{equation*}
$$

Multiplying (5.4) by $\mathbf{Q}_{R}^{\varepsilon}$ and integrating it over $\Omega$, we obtain

$$
\begin{align*}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t} \int_{\Omega}\left|\mathbf{Q}_{R}^{\varepsilon}\right|^{2} \mathrm{~d} x+\int_{\Omega}\left(\left|\nabla \mathbf{Q}_{R}^{\varepsilon}\right|^{2}+\varepsilon^{-2}\left(\mathcal{H}_{\mathbf{Q}_{A}^{\varepsilon}} \mathbf{Q}_{R}^{\varepsilon}: \mathbf{Q}_{R}^{\varepsilon}\right)\right) \mathrm{d} x \\
& \quad=-\frac{1}{2} \varepsilon^{m-2} \int_{\Omega}\left(f_{\mathbf{Q}_{A}^{\prime \prime}+\frac{1}{3} \varepsilon^{m} \mathbf{Q}_{R}^{\varepsilon}}\left(\mathbf{Q}_{R}^{\varepsilon}, \mathbf{Q}_{R}^{\varepsilon}\right): \mathbf{Q}_{R}^{\varepsilon}\right) \mathrm{d} x-\varepsilon^{-m} \int_{\Omega}\left(\boldsymbol{R}_{k}^{\varepsilon}: \mathbf{Q}_{R}^{\varepsilon}\right) \mathrm{d} x \tag{5.5}
\end{align*}
$$

Applying the spectral condition in Theorem 1.2 and (5.2) to (5.5), we deduce that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{E}_{0}(t) \leq C \varepsilon^{k-m-1} \mathcal{E}_{0}^{\frac{1}{2}}(t)+C \mathcal{E}_{0}(t)+C \varepsilon^{m-8} \mathcal{E}_{0}(t)\left(\mathcal{E}_{0}(t)+\mathcal{E}_{2}(t)\right)^{\frac{1}{2}} \tag{5.6}
\end{equation*}
$$

Noting that, for $i \in\{1,2,3\}$ :

$$
\begin{align*}
\partial_{t} \partial_{i} \mathbf{Q}_{R}^{\varepsilon}= & \Delta \partial_{i} \mathbf{Q}_{R}^{\varepsilon}-\varepsilon^{-2} \mathcal{H}_{\mathbf{Q}_{A}^{\varepsilon}} \partial_{i} \mathbf{Q}_{R}^{\varepsilon}-\varepsilon^{-2} f_{\mathbf{Q}_{A}^{\varepsilon}}^{\prime \prime}\left(\partial_{i} \mathbf{Q}_{A}^{\varepsilon}, \mathbf{Q}_{R}^{\varepsilon}\right) \\
& -\varepsilon^{m-2} f_{\mathbf{Q}_{A}^{\varepsilon}+\frac{1}{3} \varepsilon^{m} \mathbf{Q}_{R}^{\varepsilon}}^{\prime \prime}\left(\mathbf{Q}_{R}^{\varepsilon}, \partial_{i} \mathbf{Q}_{R}^{\varepsilon}\right)-\varepsilon^{-m} \partial_{i} \Re_{k}^{\varepsilon} \\
& -c \varepsilon^{m-2}\left(2 \mathbf{Q}_{R}^{\varepsilon}\left(\partial_{i} \mathbf{Q}_{A}^{\varepsilon}+\frac{1}{3} \varepsilon^{m} \partial_{i} \mathbf{Q}_{R}^{\varepsilon}\right): \mathbf{Q}_{R}^{\varepsilon}+\left(\partial_{i} \mathbf{Q}_{A}^{\varepsilon}+\frac{1}{3} \varepsilon^{m} \partial_{i} \mathbf{Q}_{R}^{\varepsilon}\right)\left|\mathbf{Q}_{R}^{\varepsilon}\right|^{2}\right) . \tag{5.7}
\end{align*}
$$

Then, we have

$$
\begin{aligned}
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t} \int_{\Omega}\left|\partial_{i} \mathbf{Q}_{R}^{\varepsilon}\right|^{2} \mathrm{~d} x= & -\int_{\Omega}\left(\left|\nabla \partial_{i} \mathbf{Q}_{R}^{\varepsilon}\right|^{2}+\varepsilon^{-2}\left(\mathcal{H}_{\mathbf{Q}_{A}} \partial_{i} \mathbf{Q}_{R}^{\varepsilon}: \partial_{i} \mathbf{Q}_{R}^{\varepsilon}\right)\right) \mathrm{d} x \\
& -\varepsilon^{-2} \int_{\Omega}\left(f_{\mathbf{Q}_{A}^{\varepsilon}}^{\prime \prime}\left(\partial_{i} \mathbf{Q}_{A}^{\varepsilon}, \mathbf{Q}_{R}^{\varepsilon}\right): \partial_{i} \mathbf{Q}_{R}^{\varepsilon}\right) \mathrm{d} x \\
& -\varepsilon^{m-2} \int_{\Omega}\left(f_{\mathbf{Q}_{A}^{\prime}+\frac{t^{m}}{3}} \mathbf{Q}_{R}^{\varepsilon}\left(\mathbf{Q}_{R}^{\varepsilon}, \partial_{i} \mathbf{Q}_{R}^{\varepsilon}\right): \partial_{i} \mathbf{Q}_{R}^{\varepsilon}\right) \mathrm{d} x \\
& -c \varepsilon^{m-2} \int_{\Omega}\left(2\left(\mathbf{Q}_{R}^{\varepsilon}: \partial_{i} \mathbf{Q}_{R}^{\varepsilon}\right)\left(\mathbf{Q}_{R}^{\varepsilon}: \partial_{i} \mathbf{Q}_{A}^{\varepsilon}\right)+\frac{2 \varepsilon^{m}}{3}\left(\partial_{i} \mathbf{Q}_{R}^{\varepsilon}: \mathbf{Q}_{R}^{\varepsilon}\right)^{2}\right) \mathrm{d} x \\
& -c \varepsilon^{m-2} \int_{\Omega}\left(\left(\partial_{i} \mathbf{Q}_{A}^{\varepsilon}: \partial_{i} \mathbf{Q}_{R}^{\varepsilon}\right)\left|\mathbf{Q}_{R}^{\varepsilon}\right|^{2}+\frac{\varepsilon^{m}}{3}\left|\partial_{i} \mathbf{Q}_{R}^{\varepsilon}\right|^{2}\left|\mathbf{Q}_{R}^{\varepsilon}\right|^{2}\right) \mathrm{d} x \\
& -\varepsilon^{-m} \int_{\Omega}\left(\partial_{i} \boldsymbol{R}_{k}^{\varepsilon}: \partial_{i} \mathbf{Q}_{R}^{\varepsilon}\right) \mathrm{d} x .
\end{aligned}
$$

Using the spectral condition in Theorem 1.2 again, and noting that $\partial_{i} \mathbf{Q}_{A}^{\varepsilon} \sim \frac{1}{\varepsilon}$ and $\partial_{i} \Re_{k}^{\varepsilon} \sim \varepsilon^{k-2}$, we can deduce that

$$
\begin{align*}
\frac{\varepsilon^{6}}{2} \frac{\mathrm{~d}}{\mathrm{~d} t} \int_{\Omega}\left|\nabla \mathbf{Q}_{R}^{\varepsilon}\right|^{2} \mathrm{~d} x \leq & C \varepsilon^{6} \int_{\Omega}\left|\nabla \mathbf{Q}_{R}^{\varepsilon}\right|^{2} \mathrm{~d} x+\varepsilon^{k-m+4}\left(\int_{\Omega}\left|\nabla \mathbf{Q}_{R}^{\varepsilon}\right|^{2} \mathrm{~d} x\right)^{\frac{1}{2}} \\
& +C \varepsilon^{3} \int_{\Omega}\left|\mathbf{Q}_{R}^{\varepsilon}\right| \cdot\left|\nabla \mathbf{Q}_{R}^{\varepsilon}\right| \mathrm{d} x+C \varepsilon^{m+4} \int_{\Omega}\left|\nabla \mathbf{Q}_{R}^{\varepsilon}\right|^{2}\left|\mathbf{Q}_{R}^{\varepsilon}\right| \mathrm{d} x \\
& +C \varepsilon^{m+3} \int_{\Omega}\left|\mathbf{Q}_{R}^{\varepsilon}\right|^{2}\left|\nabla \mathbf{Q}_{R}^{\varepsilon}\right| \mathrm{d} x+C \varepsilon^{2 m+4} \int_{\Omega}\left|\mathbf{Q}_{R}^{\varepsilon}\right|^{2}\left|\nabla \mathbf{Q}_{R}^{\varepsilon}\right|^{2} \mathrm{~d} x . \tag{5.8}
\end{align*}
$$

Based on (5.8), (5.1), and (5.2), we arrive at

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{E}_{1}(t) \leq & C \varepsilon^{k-m+1} \mathcal{E}_{1}^{\frac{1}{2}}(t)+C \mathcal{E}_{1}(t)+C \mathcal{E}_{0}^{\frac{1}{2}}(t) \mathcal{E}_{1}^{\frac{1}{2}}(t)+C \varepsilon^{m-6} \mathcal{E}_{1}(t)\left(\mathcal{E}_{0}(t)+\mathcal{E}_{1}(t)\right)^{\frac{1}{2}} \\
& +C \varepsilon^{m-8} \mathcal{E}_{1}(t)\left(\mathcal{E}_{0}(t)+\mathcal{E}_{2}(t)\right)^{\frac{1}{2}}+C \varepsilon^{2 m-14}\left(\mathcal{E}_{0}(t)+\mathcal{E}_{1}(t)\right)\left(\mathcal{E}_{0}(t)+\mathcal{E}_{2}(t)\right) \tag{5.9}
\end{align*}
$$

Similarly, we obtain

$$
\begin{align*}
\frac{\varepsilon^{12}}{2} & \frac{\mathrm{~d}}{\mathrm{~d} t} \int_{\Omega}\left|\Delta \mathbf{Q}_{R}^{\varepsilon}\right|^{2} \mathrm{~d} x \\
\leq & C \varepsilon^{12} \int_{\Omega}\left|\Delta \mathbf{Q}_{R}^{\varepsilon}\right|^{2} \mathrm{~d} x+\varepsilon^{k-m+9}\left(\int_{\Omega}\left|\Delta \mathbf{Q}_{R}^{\varepsilon}\right|^{2} \mathrm{~d} x\right)^{\frac{1}{2}} \\
& +C \varepsilon^{8} \int_{\Omega}\left|\Delta \mathbf{Q}_{R}^{\varepsilon}\right| \cdot\left|\mathbf{Q}_{R}^{\varepsilon}\right| \mathrm{d} x+C \varepsilon^{9} \int_{\Omega}\left|\nabla \mathbf{Q}_{R}^{\varepsilon}\right| \cdot\left|\Delta \mathbf{Q}_{R}^{\varepsilon}\right| \mathrm{d} x \\
& +C \varepsilon^{m+10} \int_{\Omega}\left|\Delta \mathbf{Q}_{R}^{\varepsilon}\right|^{2}\left|\mathbf{Q}_{R}^{\varepsilon}\right| \mathrm{d} x+C \varepsilon^{m+9} \int_{\Omega}\left|\mathbf{Q}_{R}^{\varepsilon}\right| \cdot\left|\nabla \mathbf{Q}_{R}^{\varepsilon}\right| \cdot\left|\Delta \mathbf{Q}_{R}^{\varepsilon}\right| \mathrm{d} x  \tag{5.10}\\
& +C \varepsilon^{m+8} \int_{\Omega}\left|\mathbf{Q}_{R}^{\varepsilon}\right|^{2}\left|\Delta \mathbf{Q}_{R}^{\varepsilon}\right| \mathrm{d} x+C \varepsilon^{m+10} \int_{\Omega}\left|\nabla \mathbf{Q}_{R}^{\varepsilon}\right|^{2}\left|\Delta \mathbf{Q}_{R}^{\varepsilon}\right| \mathrm{d} x \\
& +C \varepsilon^{2 m+10} \int_{\Omega}\left|\mathbf{Q}_{R}^{\varepsilon}\right|^{2}\left|\Delta \mathbf{Q}_{R}^{\varepsilon}\right|^{2} \mathrm{~d} x+C \varepsilon^{2 m+10} \int_{\Omega}\left|\nabla \mathbf{Q}_{R}^{\varepsilon}\right|^{2}\left|\Delta \mathbf{Q}_{R}^{\varepsilon}\right| \cdot\left|\mathbf{Q}_{R}^{\varepsilon}\right| \mathrm{d} x .
\end{align*}
$$

In addition, from (5.10) and (5.1)-(5.3), we infer that

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{E}_{2}(t) \leq & C \varepsilon^{k-m+9} \mathcal{E}_{2}^{\frac{1}{2}}(t)+C \mathcal{E}_{2}(t)+C \varepsilon^{2} \mathcal{E}_{0}^{\frac{1}{2}}(t) \mathcal{E}_{2}^{\frac{1}{2}}(t)+C \mathcal{E}_{1}^{\frac{1}{2}}(t) \mathcal{E}_{2}^{\frac{1}{2}}(t) \\
& +C \varepsilon^{m-4} \mathcal{E}_{2}^{\frac{1}{2}}(t)\left(\mathcal{E}_{0}(t)+\mathcal{E}_{1}(t)\right)+C \varepsilon^{m-6} \mathcal{E}_{1}^{\frac{1}{2}}(t) \mathcal{E}_{2}^{\frac{1}{2}}(t)\left(\mathcal{E}_{0}(t)+\mathcal{E}_{2}(t)\right)^{\frac{1}{2}} \\
& +C \varepsilon^{m-8} \mathcal{E}_{2}(t)\left(\mathcal{E}_{0}(t)+\mathcal{E}_{2}(t)\right)^{\frac{1}{2}}+C \varepsilon^{m-8} \mathcal{E}_{2}^{\frac{1}{2}}(t)\left(\mathcal{E}_{0}(t)+\mathcal{E}_{2}(t)\right) \\
& +C \varepsilon^{2 m-14}\left(\mathcal{E}_{0}(t)+\mathcal{E}_{2}(t)\right) \mathcal{E}_{2}(t)+C \varepsilon^{2 m-14}\left(\mathcal{E}_{0}(t)+\mathcal{E}_{2}(t)\right)^{\frac{3}{2}} \mathcal{E}_{2}^{\frac{1}{2}}(t) \tag{5.11}
\end{align*}
$$

Combining (5.6), (5.9), and (5.11), we get

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{E}(t) \leq & C\left(\varepsilon^{k-m-1}+\varepsilon^{k-m+1}+\varepsilon^{k-m+9}\right) \mathcal{E}^{\frac{1}{2}}(t)+C \mathcal{E}(t)  \tag{5.12}\\
& +C\left(\varepsilon^{m-8}+\varepsilon^{m-6}+\varepsilon^{m-4}\right) \mathcal{E}^{\frac{3}{2}}(t)+C \varepsilon^{2 m-14} \mathcal{E}^{2}(t)
\end{align*}
$$

Taking $m=9$ and $k=10$ in (5.12), we then have

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{E}(t) \leq C_{1}+C_{1} \mathcal{E}(t)+C_{1} \varepsilon \mathcal{E}^{\frac{3}{2}}(t)+C_{1} \varepsilon^{4} \mathcal{E}^{2}(t) \tag{5.13}
\end{equation*}
$$

Noting that from (1.11), we derive that $\mathcal{E}(0) \leq C_{2}$ for some $C_{2}>0$. Define

$$
T_{1}=\left\{t \in[0, T]: \mathcal{E}(t) \leq 2\left(C_{2} \mathrm{e}^{3 C_{1} T}+\frac{1}{3}\left(\mathrm{e}^{3 C_{1} T}-1\right)\right)\right\} .
$$

By (5.13), there exists $\varepsilon_{0}>0$ dependent of $C_{1}, C_{2}$, and $T$, such that for $\varepsilon<\varepsilon_{0}$ :

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{E}(t) \leq C_{1}+3 C_{1} \mathcal{E}(t)
$$

which implies that

$$
\mathcal{E}(t) \leq C_{2} \mathrm{e}^{3 C_{1} T}+\frac{1}{3}\left(\mathrm{e}^{3 C_{1} T}-1\right)
$$

Thus, $T_{1}=T$ from a continuous argument. Noting that $\mathbf{Q}^{\varepsilon}-\mathbf{Q}_{A}^{\varepsilon}=\varepsilon^{m} \mathbf{Q}_{R}^{\varepsilon}$, we can end the proof of Theorem 1.3.

Remark 5.1 Such a qualitative conclusion immediately tells us that making higher order expansion is very necessary. From the procedure of the proof, the higher order expansion will remedy the order of decay with respect to $\varepsilon$ for the term $\int_{\Omega}\left(\mathbf{Q}_{B}^{\varepsilon}: \mathbf{Q}_{R}^{\varepsilon}\right) \mathrm{d} x$.

Finally, let us prove Corollary 1.4.

Proof of Corollary 1.4 From (2.6), we deduce that

$$
\mathbf{Q}^{\varepsilon}-\mathbf{Q}^{(0)}=\mathbf{Q}_{R}^{\varepsilon}+\mathbf{Q}_{A}^{\varepsilon}-\mathbf{Q}^{(0)}=\mathbf{Q}_{R}^{\varepsilon}+O(\varepsilon)
$$

and

$$
s(z)-s\left(\frac{\varphi}{\varepsilon}+\varphi^{(1)}\right)=s\left(\frac{\varphi}{\varepsilon}+\varphi^{(1)}+\varepsilon \varphi^{(1)}+\cdots+\varepsilon^{k-1} \varphi^{(k)}\right)-s\left(\frac{\varphi}{\varepsilon}+\varphi^{(1)}\right)=O(\varepsilon),
$$

which conclude the proof.
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## Appendix 1

## The Leading Order Profile of Q Near the Transition Layer

The following equation describes the profile of the leading order of $\mathbf{Q}$ near the transition layer [see (2.44)]:

$$
\partial_{z z} \mathbf{Q}_{I}^{(0)}=f\left(\mathbf{Q}_{I}^{(0)}\right), \quad \mathbf{Q}_{I}^{(0)}(-\infty)=0, \quad \mathbf{Q}_{I}^{(0)}(+\infty)=s_{+}\left(\mathbf{n n}-\frac{1}{3} \mathbf{I}\right)
$$

It has a uniaxial solution $\mathbf{Q}_{I}^{(0)}(z)=s(z)\left(\mathbf{n n}-\frac{1}{3} \mathbf{I}\right)$, with $s(z)$ given by the following:

$$
\left\{\begin{array}{l}
-s^{\prime \prime}+f(s)=-s^{\prime \prime}+a s-\frac{b}{3} s^{2}+\frac{2}{3} c s^{3}=0  \tag{6.1}\\
s(-\infty)=0, s(+\infty)=s_{+}
\end{array}\right.
$$

This equation has an explicit solution

$$
\begin{equation*}
s(z)=\frac{s_{+}}{2}\left(1+\tanh \left(\frac{\sqrt{a}}{2} z\right)\right) . \tag{6.2}
\end{equation*}
$$

Obviously, $s^{\prime}=\sqrt{\frac{c}{3}} s\left(s_{+}-s\right)$ and

$$
s(-|z|), \quad s_{+}-s(|z|), \quad \partial_{z}^{k} s( \pm|z|)=O\left(\mathrm{e}^{-\sqrt{a}|z|}\right) \quad \text { for }|z| \rightarrow \infty, k \geq 1
$$

Remark 6.1 Here, $\tanh x=\frac{\mathrm{e}^{x}-\mathrm{e}^{-x}}{\mathrm{e}^{x}+\mathrm{e}^{-x}}$ satisfies $\tanh ^{\prime \prime} x=2 \tanh x(\tanh x-1)(\tanh x+1)$, $\lim _{x \rightarrow-\infty} \tanh x=-1$ and $\lim _{x \rightarrow+\infty} \tanh x=1$. More generally, the function $u(z)=\frac{\beta-\alpha}{2}\left(\frac{\beta+\alpha}{\beta-\alpha}+\tanh \left(|\beta-\alpha| \sqrt{\frac{\gamma}{8}}\left(z-z_{0}\right)\right)\right)$ satisfies $u^{\prime \prime}=\gamma\left(u-\frac{\beta+\alpha}{2}\right)(u-\alpha)(u-\beta)$, $\lim _{z \rightarrow-\infty} u(z)=\alpha, u\left(z_{0}\right)=\frac{\alpha+\beta}{2}$ and $\lim _{z \rightarrow+\infty} u(z)=\beta, \alpha, \beta, z_{0} \in \mathbb{R}, \gamma \in \mathbb{R}^{+}$.

## Existence of $\zeta$

Lemma 6.2 There exists a smooth function $\zeta$ satisfying (2.38)-(2.39).
Proof First of all, we have $s(-z)+s(z)=s_{+}$. Let $\chi(x)$ be a smooth non-decreasing function with $\chi(x)=0$ for $x \leq s_{+} / 5$ and $\chi(x)=1$ for $s \geq 4 s_{+} / 5$. In addition, we assume that $\chi(x)+\chi\left(s_{+}-x\right)=1$ for $x \in \mathbb{R}$. Define $\zeta(z)=\chi(s(z))$, and then, $\zeta(-z)+\zeta(z)=\chi(s(-z))+\chi(s(z))=\chi\left(s_{+}-s(z)\right)+\chi(s(z))=1$, which implies that $\zeta^{\prime \prime}$ is odd. As $s^{\prime}$ is even, we know that

$$
\int_{\mathbb{R}} \zeta^{\prime \prime} s^{\prime} \mathrm{d} z=0
$$

On the other hand, we have

$$
\int_{\mathbb{R}} \zeta^{\prime} s \mathrm{~d} z=s_{+}-\int_{\mathbb{R}} \zeta s^{\prime} \mathrm{d} z=s_{+}-\int_{0}^{s_{+}} \chi(s) \mathrm{d} s=\frac{s_{+}}{2},
$$

and

$$
\begin{aligned}
\int_{\mathbb{R}} \zeta^{\prime} s^{\prime} \mathrm{d} z=-\int_{\mathbb{R}} \zeta s^{\prime \prime} \mathrm{d} z & =\int_{\mathbb{R}} \zeta s^{\prime \prime} \mathrm{d} z \\
& =2 \sqrt{\frac{c}{3}} \int_{\mathbb{R}} \zeta\left(s-\frac{s_{+}}{2}\right) s^{\prime} \mathrm{d} z=2 \sqrt{\frac{c}{3}} \int_{0}^{s_{+}} \chi(s)\left(s-\frac{s_{+}}{2}\right) \mathrm{d} s,
\end{aligned}
$$

and

$$
\int_{\mathbb{R}}\left(s^{\prime}\right)^{2} \mathrm{~d} z=\sqrt{\frac{c}{3}} \int_{0}^{s_{+}} s\left(s_{+}-s\right) d s=\frac{1}{6} \sqrt{\frac{c}{3}}\left(s_{+}\right)^{3}
$$

then, (2.39) implies that

$$
2 \int_{\mathbb{R}}\left(s^{\prime}\right)^{2} \mathrm{~d} z \int_{\mathbb{R}} \zeta^{\prime} s \mathrm{~d} z-\left(s_{+}\right)^{2} \int_{\mathbb{R}} \zeta^{\prime} s^{\prime} \mathrm{d} z=2 \sqrt{\frac{c}{3}}\left(s_{+}\right)^{2}\left(\frac{\left(s_{+}\right)^{2}}{12}-\int_{0}^{s_{+}} \chi(s)\left(s-\frac{s_{+}}{2}\right) \mathrm{d} s\right) .
$$

Let

$$
\bar{\chi}_{1}(x)=\mathbf{1}_{\left\{x \geq s_{+} / 2\right\}}, \quad \bar{\chi}_{2}(x)=\mathbf{1}_{\left\{x \geq 4 s_{+} / 5\right\}}+\frac{1}{2} \mathbf{1}_{\left\{s_{+} / 5 \leq x \leq 4 s_{+} / 5\right\}} .
$$

Then, we have

$$
\begin{aligned}
& \int_{0}^{s_{+}} \bar{\chi}_{1}(s)\left(s-\frac{s_{+}}{2}\right) \mathrm{d} s=\left.\frac{s\left(s-s_{+}\right)}{2}\right|_{s_{+} / 2} ^{s_{+}}=\frac{s_{+}^{2}}{8}>\frac{s_{+}^{2}}{12} \\
& \int_{0}^{s_{+}} \bar{\chi}_{2}(s)\left(s-\frac{s_{+}}{2}\right) \mathrm{d} s=\left.\frac{s\left(s-s_{+}\right)}{2}\right|_{4 s_{+} / 5} ^{s_{+}}+\left.\frac{1}{2} \frac{s\left(s-s_{+}\right)}{2}\right|_{s_{+} / 5} ^{4 s_{+} / 5}=\frac{2 s_{+}^{2}}{25}<\frac{s_{+}^{2}}{12} .
\end{aligned}
$$

Thus, there exist smooth non-decreasing functions $\chi_{1}(x), \chi_{2}(x)$ close to $\bar{\chi}_{1}(x), \bar{\chi}_{2}(x)$, such that

$$
\begin{gathered}
\chi_{i}\left(\left\{x \leq s_{+} / 5\right\}\right)=0, \quad \chi_{i}\left(\left\{x \geq 4 s_{+} / 5\right\}\right)=1, \quad \text { for } i=1,2 \\
\int_{0}^{s_{+}} \chi_{1}(s)\left(s-\frac{s_{+}}{2}\right) \mathrm{d} s>\frac{s_{+}^{2}}{12}, \quad \int_{0}^{s_{+}} \chi_{2}(s)\left(s-\frac{s_{+}}{2}\right) \mathrm{d} s<\frac{s_{+}^{2}}{12} .
\end{gathered}
$$

Therefore, we can choose $\chi(x)=a_{1} \chi_{1}(x)+\left(1-a_{1}\right) \chi_{2}(x)$ as a linear combination of $\chi_{1}(x)$ and $\chi_{2}(x)$, such that

$$
\chi\left(\left\{x \leq s_{+} / 5\right\}\right)=0, \quad \chi\left(\left\{x \geq 4 s_{+} / 5\right\}\right)=1, \quad \int_{0}^{s_{+}} \chi(s)\left(s-\frac{s_{+}}{2}\right) \mathrm{d} s=\frac{s_{+}^{2}}{12} .
$$

Then, (2.38)-(2.39) are satisfied for $\zeta(z)=\chi(s(z))$.

## Differential Operators in the Transition Layer

Let $X\left(\hat{x}_{1}, \hat{x}_{2}\right) \in \Gamma$ be the parameterization of $\Gamma$, and $\mathbf{n}=\mathbf{n}\left(\hat{x}_{1}, \hat{x}_{2}\right)=\left(\mathbf{n}_{1}, \mathbf{n}_{2}, \mathbf{n}_{3}\right)$ be the unit normal vector to $\Gamma$. Two tangent vectors to $\Gamma$ are $\mathbf{t}_{i}=\frac{\partial X}{\partial \hat{x}_{i}}=\left(\mathbf{t}_{i 1}, \mathbf{t}_{i 2}, \mathbf{t}_{i 3}\right), i=1,2$.

Set $\hat{x}=\left(\hat{x}_{1}, \hat{x}_{2}\right)$ and $\hat{y}=\varphi \in(-2 \delta, 2 \delta)$. Then, for any $x \in \Gamma(2 \delta)$ :

$$
\begin{equation*}
x=x(\hat{x}, \hat{y})=X\left(\hat{x}_{1}, \hat{x}_{2}\right)+\hat{y} \mathbf{n} \tag{6.3}
\end{equation*}
$$

Let $h(0)$ and $b$ denote the first fundamental form and the second fundamental form on $\Gamma$. Then, for $i, j \in\{1,2\}$ :

$$
\begin{gather*}
h_{i j}(0)(\hat{x})=\left(\frac{\partial X}{\partial \hat{x}_{i}} \cdot \frac{\partial X}{\partial \hat{x}_{j}}\right)(\hat{x}),  \tag{6.4}\\
b_{i j}(\hat{x})=\left(\frac{\partial \mathbf{n}}{\partial \hat{x}_{i}} \cdot \frac{\partial X}{\partial \hat{x}_{j}}\right)(\hat{x})=\left(\frac{\partial X}{\partial \hat{x}_{i}} \cdot \frac{\partial \mathbf{n}}{\partial \hat{x}_{j}}\right)(\hat{x})=b_{j i}(\hat{x}) . \tag{6.5}
\end{gather*}
$$

Moreover, $h(0)$ is a positive definite matrix.
Define the matrix $w(\hat{x}, \hat{y})=I+\hat{y} b h^{-1}(0)$, here $I$ is the unit matrix. Direct computations lead to $\operatorname{det} w=1+\operatorname{tr}\left(b h^{-1}(0)\right) \hat{y}+\operatorname{det}\left(b h^{-1}(0)\right) \hat{y}^{2}$, and hence, $0<C_{1} \leq \operatorname{det} w \leq C_{2} . \quad$ Moreover, $\quad G(\hat{x}, \hat{y}):=\operatorname{det} h(0)(\operatorname{det} w)^{2} \quad$ and $\gamma(\hat{x}, \hat{y}):=\frac{1}{\operatorname{det} w} \frac{\partial \operatorname{det} w}{\partial \hat{y}}=\partial_{\hat{y}}(\ln \operatorname{det} w)$. Then, for the function $f: \Gamma(2 \delta) \rightarrow \mathbf{R}$, we have

$$
\begin{align*}
& \nabla f=\frac{\partial f}{\partial \hat{y}} \mathbf{n}+\sum_{i, j=1}^{2}(w h(0))^{i j} \frac{\partial f}{\partial \hat{x}_{i}} \mathbf{t}_{j},  \tag{6.6}\\
& \Delta f=\frac{\partial^{2} f}{\partial \hat{y}^{2}}+\gamma(\hat{x}, \hat{y}) \frac{\partial f}{\partial \hat{y}}+\sum_{i, j=1}^{2} \frac{1}{\sqrt{G}} \frac{\partial}{\partial \hat{x}_{i}}\left(\sqrt{G}\left(w^{2} h(0)\right)^{i j} \frac{\partial f}{\partial \hat{x}_{j}}\right) \\
&=\nabla(\nabla f \cdot \nabla \varphi) \cdot \nabla \varphi+\gamma(\hat{x}, \hat{y}) \nabla f \cdot \nabla \varphi+\sum_{i, j=1}^{2} \frac{1}{\sqrt{G}} \frac{\partial}{\partial \hat{x}_{i}}\left(\sqrt{G}\left(w^{2} h(0)\right)^{i j} \frac{\partial f}{\partial \hat{x}_{j}}\right) \\
&=: \nabla(\nabla f \cdot \nabla \varphi) \cdot \nabla \varphi+\gamma(\hat{x}, \hat{y}) \nabla f \cdot \nabla \varphi+\Delta_{\sigma} f, \tag{6.7}
\end{align*}
$$

and here, $(w h(0))^{i j}$ and $\left(w^{2} h(0)\right)^{i j}$ are the entries of the matrix $(w h(0))^{-1}$ and $\left(w^{2} h(0)\right)^{-1}$.

## Proofs of Lemmas 2.6-2.8

Proof of Lemma 2.6 By the method of variation of constants, we can solve (2.59) with $s_{0}(0, x, t)=1$ explicitly as in (2.67). First, we check (2.65) in the case of $j=0,1,2$ and $l=m=0$, and other cases can be obtained by the induction argument. Fixing $z_{0} \gg 1$, we have for $z>z_{0}$

$$
\begin{aligned}
\left|s_{0}(z, x, t)-\frac{f_{0}^{+}(x, t)}{a}\right|= & \left\lvert\, \frac{s^{\prime}(z)}{s^{\prime}(0)}+s^{\prime}(z) \int_{0}^{z_{0}}\left(s^{\prime}(\varsigma)\right)^{-2} \int_{\varsigma}^{+\infty} f_{0}(\tau, x, t) s^{\prime}(\tau) \mathrm{d} \tau \mathrm{~d} \varsigma\right. \\
& +s^{\prime}(z) \int_{z_{0}}^{z}\left(s^{\prime}(\varsigma)\right)^{-2} \int_{\varsigma}^{+\infty}\left(f_{0}(\tau, x, t)-f_{0}^{+}(x, t)\right) s^{\prime}(\tau) \mathrm{d} \tau \mathrm{~d} \varsigma \\
& \left.+f_{0}^{+}(x, t) s^{\prime}(z) \int_{z_{0}}^{z}\left(s^{\prime}(\varsigma)\right)^{-2} \int_{\varsigma}^{+\infty} s^{\prime}(\tau) \mathrm{d} \tau \mathrm{~d} \varsigma-\frac{f_{0}^{+}(x, t)}{a} \right\rvert\, \\
\leq & C s^{\prime}(z)+C s^{\prime}(z) \int_{z_{0}}^{z}\left(s^{\prime}(\varsigma)\right)^{-2} \int_{\varsigma}^{+\infty} \tau^{k}\left(s_{+}-s(\tau)\right) s^{\prime}(\tau) \mathrm{d} \tau \mathrm{~d} \varsigma \\
& +\left|f_{0}^{+}(x, t)\right| \cdot\left|s^{\prime}(z) \int_{z_{0}}^{z} \frac{s_{+}-s(\varsigma)}{\left(s^{\prime}(\varsigma)\right)^{2}} \mathrm{~d} \varsigma-\frac{1}{a}\right|
\end{aligned}
$$

Since $s^{\prime}=\sqrt{\frac{c}{3}} s\left(s_{+}-s\right)$ and $s^{\prime \prime}=s\left(a-\frac{b}{3} s+\frac{2 c}{3} s^{2}\right)=\frac{2 c}{3} s\left(s-\frac{s_{+}}{2}\right)\left(s-s_{+}\right)$, we can get

$$
\begin{align*}
& \lim _{\varsigma \rightarrow+\infty} \frac{\left(s^{\prime}(\varsigma)\right)^{-2} \int_{\varsigma}^{+\infty} \tau^{k}\left(s_{+}-s(\tau)\right) s^{\prime}(\tau) \mathrm{d} \tau}{\varsigma^{k}} \\
& =\lim _{\varsigma \rightarrow+\infty} \frac{\int_{\varsigma}^{+\infty} \tau^{k}\left(s_{+}-s(\tau)\right) s^{\prime}(\tau) \mathrm{d} \tau}{\left(s^{\prime}(\varsigma)\right)^{2} \varsigma^{k}}=-\lim _{\varsigma \rightarrow+\infty} \frac{1}{\frac{k s^{\prime}}{\left(s_{+}-s\right) \varsigma}+2 \frac{s^{\prime \prime}}{s_{+}-s}}=\frac{1}{2 a}, \tag{6.8}
\end{align*}
$$

and

$$
\left|s^{\prime}(z) \int_{z_{0}}^{z} \frac{s_{+}-s(\varsigma)}{\left(s^{\prime}(\varsigma)\right)^{2}} \mathrm{~d} \varsigma-\frac{1}{a}\right| \leq C s^{\prime}(z)
$$

Therefore, for $z \gg 1$

$$
\left|s_{0}(z, x, t)-\frac{f_{0}^{+}(x, t)}{a}\right| \leq C|z|^{k+1} s^{\prime}(z) \leq C|z|^{k+1}\left(s_{+}-s(z)\right) .
$$

Noting that

$$
\begin{aligned}
\left|{\widehat{s_{0}}}^{\prime}(z, x, t)\right|= & \mid s^{\prime \prime}(z) \int_{0}^{z}\left(s^{\prime}(\varsigma)\right)^{-2} \int_{\varsigma}^{+\infty}\left(f_{0}(\tau, x, t)-f_{0}^{+}(x, t)\right) s^{\prime}(\tau) \mathrm{d} \tau \mathrm{~d} \varsigma \\
& +\left(s^{\prime}(z)\right)^{-1} \int_{z}^{+\infty}\left(f_{0}(\tau, x, t)-f_{0}^{+}(x, t)\right) s^{\prime}(\tau) \mathrm{d} \tau \\
& -2 \sqrt{\frac{c}{3}} f_{0}^{+}(x, t)\left(s-\frac{s_{+}}{2}\right) s^{\prime}(z) \int_{z_{0}}^{z} \frac{s_{+}-s(\varsigma)}{\left(s^{\prime}(\varsigma)\right)^{2}} \mathrm{~d} \varsigma \\
& \left.+f_{0}^{+}(x, t) \frac{s_{+}-s}{s^{\prime}} \right\rvert\,
\end{aligned}
$$

From (6.8), one has

$$
\begin{aligned}
& \left|s^{\prime \prime}(z) \int_{0}^{z}\left(s^{\prime}(\varsigma)\right)^{-2} \int_{\varsigma}^{+\infty}\left(f_{0}(\tau, x, t)-f_{0}^{+}(x, t)\right) s^{\prime}(\tau) \mathrm{d} \tau \mathrm{~d} \varsigma\right| \\
& \quad \leq C|z|^{k+1} s^{\prime \prime}(z) \leq C|z|^{k+1}\left(s_{+}-s(z)\right), \quad \text { for } z \gg 1 .
\end{aligned}
$$

In addition, we have

$$
\begin{aligned}
& \lim _{z \rightarrow+\infty} \frac{\left(s^{\prime}(z)\right)^{-1} \int_{z}^{+\infty} \tau^{k}\left(s_{+}-s(\tau)\right) s^{\prime}(\tau) \mathrm{d} \tau}{z^{k+1}\left(s_{+}-s(z)\right)} \\
& \quad=\lim _{z \rightarrow+\infty} \frac{\int_{z}^{+\infty} \tau^{k}\left(s_{+}-s(\tau)\right) s^{\prime}(\tau) \mathrm{d} \tau}{z^{k+1}\left(s_{+}-s(z)\right) s^{\prime}(z)} \\
& \quad=-\lim _{z \rightarrow+\infty} \frac{1}{\frac{z s^{\prime \prime}}{s^{\prime}}-\frac{z s^{\prime}}{s_{+}-s}+k+1}=0,
\end{aligned}
$$

then there holds

$$
\left|\left(s^{\prime}(z)\right)^{-1} \int_{-\infty}^{z} \tau^{k} s(\tau) s^{\prime}(\tau) \mathrm{d} \tau\right| \leq C|z|^{k+1}\left(s_{+}-s(z)\right), \quad \text { for } z \gg 1
$$

Moreover, one has

$$
\left|f_{0}^{+}(x, t) \frac{s_{+}-s}{s^{\prime}}-2 \sqrt{\frac{c}{3}} f_{0}^{+}(x, t)\left(s-\frac{s_{+}}{2}\right) s^{\prime}(z) \int_{z_{0}}^{z} \frac{s_{+}-s(\varsigma)}{\left(s^{\prime}(\varsigma)\right)^{2}} \mathrm{~d} \varsigma\right| \leq C|z|\left(s_{+}-s(z)\right), \quad \text { for } z \gg 1
$$

Consequently, one has

$$
\left|s_{0}^{\prime}(z, x, t)\right| \leq C|z|^{k+1}\left(s_{+}-s(z)\right), \quad \text { for } z \gg 1
$$

where the constant $C$ is independent of $z, x, t$.
Furthermore, due to (2.59), we get

$$
\left|s_{0}^{\prime \prime}(z, x, t)\right| \leq C|z|^{k+1}\left(s_{+}-s(z)\right), \quad \text { for } z \gg 1
$$

where the constant $C$ is independent of $z, x, t$.
Second, we check (2.66) in the case of $j=0,1,2$ and $l=m=0$, and other cases can be obtained by the induction argument. Noting that for $z<0$ and $|z| \gg 1$, one has

$$
\begin{aligned}
\left|s_{0}(z, x, t)\right| & =\left|\frac{s^{\prime}(z)}{s^{\prime}(0)}+s^{\prime}(z) \int_{0}^{z}\left(s^{\prime}(\varsigma)\right)^{-2} \int_{-\infty}^{\varsigma} f_{0}(\tau, x, t) s^{\prime}(\tau) \mathrm{d} \tau \mathrm{~d} \varsigma\right| \\
& \leq\left|\frac{s^{\prime}(z)}{s^{\prime}(0)}\right|+\left|s^{\prime}(z) \int_{0}^{z}\left(s^{\prime}(\varsigma)\right)^{-2} \int_{-\infty}^{\varsigma} \tau^{k} s(\tau) s^{\prime}(\tau) \mathrm{d} \tau \mathrm{~d} \varsigma\right|
\end{aligned}
$$

Since $s^{\prime}=\sqrt{\frac{c}{3}} s\left(s_{+}-s\right)$ and $s^{\prime \prime}=s\left(a-\frac{b}{3} s+\frac{2 c}{3} s^{2}\right)$, we have

$$
\begin{equation*}
\lim _{\varsigma \rightarrow-\infty} \frac{\left(s^{\prime}(\varsigma)\right)^{-2} \int_{-\infty}^{\varsigma} s^{\prime}(\tau) s(\tau) \tau^{k} \mathrm{~d} \tau}{\varsigma^{k}}=\lim _{\varsigma \rightarrow-\infty} \frac{\int_{-\infty}^{\varsigma} s^{\prime}(\tau) s(\tau) \tau^{k} \mathrm{~d} \tau}{\left(s^{\prime}(\varsigma)\right)^{2} \varsigma^{k}}=\lim _{\varsigma \rightarrow-\infty} \frac{1}{\frac{k s^{\prime}}{s \varsigma}+2 \frac{s^{\prime \prime}}{s}}=\frac{1}{2 a} \tag{6.9}
\end{equation*}
$$

Thus,

$$
\left|s_{0}(z, x, t)\right| \leq C|z|^{k+1} s^{\prime}(z) \leq C|z|^{k+1} s(z), \quad \text { for } z<0 \text { and }|z| \gg 1
$$

where the constant $C$ is independent of $z, x$, and $t$.
Noting that, for $z<0$ and $|z| \gg 1$ :

$$
\begin{aligned}
\left|\hat{s}_{0}^{\prime}(z, x, t)\right| & =\left|s^{\prime \prime}(z) \int_{0}^{z}\left(s^{\prime}(\varsigma)\right)^{-2} \int_{\varsigma}^{+\infty} f_{0}(\tau, x, t) s^{\prime}(\tau) \mathrm{d} \tau \mathrm{~d} \varsigma+\left(s^{\prime}(z)\right)^{-1} \int_{z}^{+\infty} f_{0}(\tau, x, t) s^{\prime}(\tau) \mathrm{d} \tau\right| \\
& =\left|s^{\prime \prime}(z) \int_{0}^{z}\left(s^{\prime}(\varsigma)\right)^{-2} \int_{\varsigma}^{+\infty} f_{0}(\tau, x, t) s^{\prime}(\tau) \mathrm{d} \tau \mathrm{~d} \varsigma-\left(s^{\prime}(z)\right)^{-1} \int_{-\infty}^{z} f_{0}(\tau, x, t) s^{\prime}(\tau) \mathrm{d} \tau\right| \\
& \leq\left|s^{\prime \prime}(z) \int_{0}^{z}\left(s^{\prime}(\varsigma)\right)^{-2} \int_{\varsigma}^{+\infty} f_{0}(\tau, x, t) s^{\prime}(\tau) \mathrm{d} \tau \mathrm{~d} \varsigma\right|+C\left|\left(s^{\prime}(z)\right)^{-1} \int_{-\infty}^{z} \tau^{k} s(\tau) s^{\prime}(\tau) \mathrm{d} \tau\right| .
\end{aligned}
$$

From (6.9), one has

$$
\left|s^{\prime \prime}(z) \int_{0}^{z}\left(s^{\prime}(\varsigma)\right)^{-2} \int_{\varsigma}^{+\infty} f_{0}(\tau, x, t) s^{\prime}(\tau) \mathrm{d} \tau \mathrm{~d} \varsigma\right| \leq C|z|^{k+1} s^{\prime \prime}(z) \leq C|z|^{k+1} s(z), \quad \text { for } z \ll 1
$$

Moreover, we have

$$
\lim _{z \rightarrow-\infty} \frac{\left(s^{\prime}(z)\right)^{-1} \int_{-\infty}^{z} \tau^{k} s(\tau) s^{\prime}(\tau) \mathrm{d} \tau}{z^{k+1} s(z)}=\lim _{z \rightarrow-\infty} \frac{\int_{-\infty}^{z} \tau^{k} s(\tau) s^{\prime}(\tau) \mathrm{d} \tau}{z^{k+1} s(z) s^{\prime}(z)}=\lim _{z \rightarrow-\infty} \frac{1}{\frac{z s^{\prime \prime}}{s^{\prime}}+\frac{z s^{\prime}}{s}+k+1}=0,
$$

and then, there holds

$$
\left|\left(s^{\prime}(z)\right)^{-1} \int_{-\infty}^{z} \tau^{k} s(\tau) s^{\prime}(\tau) \mathrm{d} \tau\right| \leq C|z|^{k+1} s(z), \quad \text { for } z<0 \text { and }|z| \gg 1
$$

Consequently, one has

$$
\left|s_{0}^{\prime}(z, x, t)\right| \leq C|z|^{k+1} s(z), \quad \text { for } z<0 \text { and }|z| \gg 1,
$$

where the constant $C$ is independent of $z, x$, and $t$. Furthermore, due to (2.59), we get

$$
\left|s_{0}^{\prime \prime}(z, x, t)\right| \leq C|z|^{k+1} s(z), \quad \text { for } z<0 \text { and }|z| \gg 1,
$$

where the constant $C$ is independent of $z, x$, and $t$.
Furthermore, if $v$ satisfies

$$
-w^{\prime \prime}+\left(a-\frac{2 b}{3} s+2 c s^{2}\right) w=0, \quad w( \pm \infty)=0, w(0)=0
$$

and then, $w s^{\prime \prime \prime}-s^{\prime} w^{\prime \prime}=0$. Thus, $w s^{\prime \prime}-s^{\prime} w^{\prime}=0$, and then, $\left(\frac{w}{s^{\prime}}\right)^{\prime}=0$, which implies $w=0$. Therefore, we obtain the uniqueness of the solution.

Proof of Lemma 2.7 Let $s_{1}(z, x, t)=s(z) r_{1}(z, x, t)$. From (2.60), we need to focus on the following equation for $(x, t) \in \Gamma(\delta)$ :

$$
\begin{equation*}
-r_{1}^{\prime \prime}(z) s(z)-2 r_{1}^{\prime}(z) s^{\prime}(z)=f_{1}(z, x, t) \tag{6.10}
\end{equation*}
$$

We can easily verify that

$$
r_{12}(z, x, t)=\frac{s_{1}^{+}(x, t)}{s_{+}}-\int_{z}^{+\infty}(s(\varsigma))^{-2} \int_{\varsigma}^{+\infty} f_{1}(\tau, x, t) s(\tau) \mathrm{d} \tau \mathrm{~d} \varsigma
$$

satisfies (6.10), and then, $s_{1}$ defined in (2.73) satisfies (2.60). Provided that (2.68)(2.70) hold, we next check the behaviors (2.71) and (2.72). By the induction argument, we only need to check them in the case of $j=0,1,2$ and $l=m=0$.

For $z \gg 1$, one has

$$
\begin{aligned}
& \left|s(z) \int_{z}^{+\infty}(s(\varsigma))^{-2} \int_{\varsigma}^{+\infty} f_{1}(\tau, x, t) s(\tau) \mathrm{d} \tau \mathrm{~d} \varsigma\right| \\
& \leq C\left|s(z) \int_{z}^{+\infty}(s(\varsigma))^{-2} \int_{\varsigma}^{+\infty} \tau^{k}\left(s_{+}-s(\tau)\right) s(\tau) \mathrm{d} \tau \mathrm{~d} \varsigma\right| \\
& \leq C \int_{z}^{+\infty} \int_{\varsigma}^{+\infty} \tau^{k} \mathrm{e}^{-\sqrt{a} \tau} \mathrm{~d} \tau \mathrm{~d} \varsigma \leq C z^{k} \mathrm{e}^{-\sqrt{a} z} \leq C|z|^{k+1}\left(s_{+}-s(z)\right),
\end{aligned}
$$

which implies that (2.71) holds in the case of $j=0$ and $l=m=0$. Similarly, we can deduce that (2.71) holds in the case of $j=1,2$ and $l=m=0$.

For fixed $z_{0} \ll 1$ and $z<z_{0}$, we arrive at

$$
\begin{aligned}
\left|\widehat{s_{1}}(z, x, t)\right| \leq & \left|-s(z) \int_{z_{0}}^{+\infty}(s(\varsigma))^{-2} \int_{\varsigma}^{+\infty} f_{1}(\tau, x, t) s(\tau) \mathrm{d} \tau \mathrm{~d} \varsigma\right| \\
& +\left|s(z) \int_{z}^{z_{0}}(s(\varsigma))^{-2} \int_{-\infty}^{\zeta} f_{1}(\tau, x, t) s(\tau) \mathrm{d} \tau \mathrm{~d} \varsigma\right| \\
\leq & C s(z)+C\left|s(z) \int_{z}^{z_{0}}(s(\varsigma))^{-2} \int_{-\infty}^{\varsigma} \tau^{k} s^{2}(\tau) \mathrm{d} \tau \mathrm{~d} \varsigma\right| .
\end{aligned}
$$

Noting that

$$
\lim _{\varsigma \rightarrow-\infty} \frac{(s(\varsigma))^{-2} \int_{-\infty}^{\varsigma} s^{2}(\tau) \tau^{k} \mathrm{~d} \tau}{\varsigma^{k}}=\lim _{\varsigma \rightarrow-\infty} \frac{\int_{-\infty}^{\varsigma} s^{2}(\tau) \tau^{k} \mathrm{~d} \tau}{(s(\varsigma))^{2} \varsigma^{k}}=\lim _{\varsigma \rightarrow-\infty} \frac{1}{\frac{k}{\varsigma}+2 \frac{s^{\prime}}{s}}=\frac{1}{2 \sqrt{a}}
$$

which implies that

$$
\left|s(z) \int_{z}^{z_{0}}(s(\varsigma))^{-2} \int_{-\infty}^{\varsigma} \tau^{k} s^{2}(\tau) \mathrm{d} \tau \mathrm{~d} \varsigma\right| \leq C|z|^{k+1} s(z)
$$

Therefore,

$$
\left|s_{1}(z, x, t)\right| \leq C s(z)+C|z|^{k+1} s(z) \leq C|z|^{k+1} s(z), \quad \text { for } z \ll 1,
$$

where the constant $C$ is independent of $z, x, t$.
Based on similar arguments, we easily obtain that, for $z \ll 1$ :

$$
\begin{aligned}
\left|s_{1}^{\prime}(z, x, t)\right|= & \left\lvert\, \frac{s^{\prime}(z) s_{1}^{+}(x, t)}{s_{+}}-s^{\prime}(z) \int_{z}^{+\infty}(s(\varsigma))^{-2} \int_{\varsigma}^{+\infty} f_{1}(\tau, x, t) s(\tau) \mathrm{d} \tau \mathrm{~d} \varsigma\right. \\
& -(s(z))^{-1} \int_{-\infty}^{z} f_{1}(\tau, x, t) s(\tau) \mathrm{d} \tau \mid \\
\leq & C|z|^{k+1} s(z)+\left|(s(z))^{-1} \int_{-\infty}^{z} \tau^{k} s^{2}(\tau) \mathrm{d} \tau\right|
\end{aligned}
$$

In addition

$$
\lim _{z \rightarrow-\infty} \frac{(s(z))^{-1} \int_{-\infty}^{z} s^{2}(\tau) \tau^{k} \mathrm{~d} \tau}{z^{k+1} s(z)}=\lim _{z \rightarrow-\infty} \frac{\int_{-\infty}^{z} s^{2}(\tau) \tau^{k} \mathrm{~d} \tau}{(s(z))^{2} z^{k+1}}=\lim _{z \rightarrow-\infty} \frac{1}{k+1+2 \frac{z s^{\prime}}{s}}=0
$$

which implies that

$$
\left|(s(z))^{-1} \int_{-\infty}^{z} \tau^{k} s^{2}(\tau) \mathrm{d} \tau\right| \leq C|z|^{k+1} s(z), \quad \text { for } z \ll 1
$$

Then, we get

$$
\left|s_{1}^{\prime}(z, x, t)\right| \leq C|z|^{k+1} s(z)
$$

where the constant $C$ is independent of $z, x$, and $t$.
Due to (2.60), we get

$$
\left|s_{1}^{\prime \prime}(z, x, t)\right| \leq C|z|^{k+1} s(z), \quad \text { for } z \ll 1,
$$

where the constant $C$ is independent of $z, x, t$.

Furthermore, if $v$ satisfies

$$
-w^{\prime \prime}+\left(a-\frac{b}{3} s+\frac{2 c}{3} s^{2}\right) w=0, \quad w( \pm \infty)=0
$$

then $w s^{\prime \prime}-s w^{\prime \prime}=0$. Thus, $w s^{\prime}-s w^{\prime}=0$, and then, $\left(\frac{w}{s}\right)^{\prime}=0$, which implies $w=0$. Therefore, we obtain the uniqueness of the solution.

Proof of Lemma 2.8 Since

$$
a+\frac{2 b}{3} s(z)+\frac{2 c}{3} s^{2}(z) \rightarrow a, \quad z \rightarrow-\infty, \quad a+\frac{2 b}{3} s(z)+\frac{2 c}{3} s^{2}(z) \rightarrow b s_{+}, \quad z \rightarrow+\infty,
$$

there exist two linearly independent functions $\varpi_{1}(z)$ and $\varpi_{2}(z)$, which satisfy

$$
\begin{equation*}
-\varpi^{\prime \prime}(z)+\left(a+\frac{2 b}{3} s(z)+\frac{2 c}{3} s^{2}(z)\right) \varpi(z)=0 \tag{6.11}
\end{equation*}
$$

and as $z \rightarrow-\infty$

$$
\begin{equation*}
\varpi_{1}(z) \sim \mathrm{e}^{\sqrt{a} z}, \quad \varpi_{1}^{\prime}(z) \sim \sqrt{a} \mathrm{e}^{\sqrt{a} z}, \quad \varpi_{2}(z) \sim \mathrm{e}^{-\sqrt{a} z}, \quad \varpi_{2}^{\prime}(z) \sim-\sqrt{a} \mathrm{e}^{-\sqrt{a} z}, \tag{6.12}
\end{equation*}
$$

and as $z \rightarrow+\infty$

$$
\begin{equation*}
\varpi_{1}(z) \sim \mathrm{e}^{\sqrt{b s_{+}} z}, \quad \varpi_{1}^{\prime}(z) \sim \sqrt{b s_{+}} \mathrm{e}^{\sqrt{b s_{+}} z}, \quad \varpi_{2}(z) \sim \mathrm{e}^{-\sqrt{b s_{+}} z}, \quad \varpi_{2}^{\prime}(z) \sim-\sqrt{b s_{+}} \mathrm{e}^{-\sqrt{b s_{+}} z}, \tag{6.13}
\end{equation*}
$$

and here, $f \sim g$ means $\frac{f}{g} \rightarrow 1$.
Using the method of variation of constants, one has

$$
s_{2}(z, x, t)=\frac{1}{\omega_{0}}\left(\varpi_{2}(z) \int_{0}^{z} \varpi_{1}(\tau) f_{2}(\tau, x, t) \mathrm{d} \tau-\varpi_{1}(z) \int_{0}^{z} \varpi_{2}(\tau) f_{2}(\tau, x, t) \mathrm{d} \tau\right)
$$

here, $\omega_{0}=\varpi_{1} \varpi_{2}^{\prime}-\varpi_{2} \varpi_{1}^{\prime}$. In addition, the solution is unique by $a+\frac{2 b}{3} s(z)+\frac{2 c}{3} s^{2}(z) \geq a>0$.

According to the expression of $s_{2}(z, x, t)$, we find that

$$
\left|s_{2}(z, x, t)\right| \leq C,
$$

where the constant $C$ is independent of $z, x, t$. Then, from the maximum principle and the induction argument, we can get (2.76) and

$$
\left|\partial_{z}^{j} \partial_{x}^{l} \partial_{t}^{m} s_{2}(z, x, t)\right|=O\left(\mathrm{e}^{-C z}\right), j, l, m=0,1, \cdots, \quad \text { for } z \ll 1 .
$$

To verify (2.77), we rewrite (2.61) as

$$
-s_{2}^{\prime \prime}(z, x, t)+\left(a-\frac{b}{3} s(z)+\frac{2 c}{3} s^{2}(z)\right) s_{2}(z, x, t)=f_{2}(z, x, t)-b s(z) s_{2}(z, x, t)
$$

Noting that

$$
\left|\partial_{z}^{j} \partial_{x}^{l} \partial_{t}^{m}\left(f_{2}(z, x, t)-b s(z) s_{2}(z, x, t)\right)\right| \leq C|z|^{k} s(z), \quad \text { for } z \ll 1 \text { and some } k \in \mathbb{N},
$$

and

$$
\int_{\mathbb{R}}\left(f_{2}(z, x, t)-b s(z) s_{2}(z, x, t)\right) s(z) \mathrm{d} z=0
$$

Using the same arguments in proving Lemma 2.7, we can get (2.77).

## Cancellation Lemma

The following lemma is key to deal with the "bad terms" during the procedure of proving the spectral condition.

Lemma 6.3 (Cancellation)

$$
\begin{equation*}
\int_{\mathbb{R}} \theta^{\prime}(s) s_{10}\left(s^{\prime}\right)^{2} \mathrm{~d} z=\int_{\mathbb{R}} \kappa^{\prime}(s) s_{10} s^{2} \mathrm{~d} z=\int_{\mathbb{R}} \kappa^{\prime}(s) s^{\prime} s s_{11} \mathrm{~d} z=\int_{\mathbb{R}} \kappa^{\prime}(s) s^{\prime} s s_{12} \mathrm{~d} z=0 . \tag{6.14}
\end{equation*}
$$

Proof Due to (2.55), one has

$$
-s_{10}^{\prime \prime \prime}+\theta^{\prime}(s) s^{\prime} s_{10}+\theta(s) s_{10}^{\prime}=\left(\Delta \varphi-\varphi_{t}\right) s^{\prime \prime}+g_{00} \varphi \zeta^{\prime \prime}
$$

Multiplying the above equation by $s^{\prime}$, integrating by parts and using (2.39), we get

$$
\int_{\mathbb{R}} \theta^{\prime}(s) s_{10}\left(s^{\prime}\right)^{2} \mathrm{~d} z=g_{00} \varphi \int_{\mathbb{R}} \zeta^{\prime \prime} s^{\prime} \mathrm{d} z=0 .
$$

Notice that $\kappa(s)=\frac{f(s)}{s}$, and then, $\kappa^{\prime}(s)=\frac{\theta(s) s-f(s)}{s^{2}}$ and $\kappa^{\prime}(s) s^{2}=\theta(s) s-f(s)$. Multiplying (2.55) by $s$, integrating by parts, and using (2.39) and (2.78), we get

$$
\begin{aligned}
\int_{\mathbb{R}} \kappa^{\prime}(s) s_{10} s^{2} \mathrm{~d} z & =\frac{1}{2}\left(\Delta \varphi-\varphi_{t}\right)\left(s_{+}\right)^{2}+g_{00} \varphi \int_{\mathbb{R}} \zeta^{\prime} s \mathrm{~d} z \\
& =\frac{1}{2}\left(\Delta \varphi-\varphi_{t}\right)\left(s_{+}\right)^{2}-\left(\Delta \varphi-\varphi_{t}\right) \int_{\mathbb{R}}\left(s^{\prime}\right)^{2} \mathrm{~d} z \frac{\int_{\mathbb{R}} \zeta^{\prime} s \mathrm{~d} z}{\int_{\mathbb{R}} \zeta^{\prime} s^{\prime} \mathrm{d} z} \\
& =\left(\Delta \varphi-\varphi_{t}\right)\left(\frac{\left(s_{+}\right)^{2}}{2 \int_{\mathbb{R}}\left(s^{\prime}\right)^{2} \mathrm{~d} z}-\frac{\int_{\mathbb{R}} \zeta^{\prime} s \mathrm{~d} z}{\int_{\mathbb{R}} \zeta^{\prime} s^{\prime} \mathrm{d} z}\right) \int_{\mathbb{R}}\left(s^{\prime}\right)^{2} \mathrm{~d} z \\
& =0
\end{aligned}
$$

Due to (2.56), one has

$$
-s_{11}^{\prime \prime \prime}+\kappa^{\prime}(s) s^{\prime} s_{11}+\kappa(s) s_{11}^{\prime}=2 s^{\prime \prime} \phi_{1}+g_{01} \varphi \zeta^{\prime \prime}
$$

Multiplying the above equation by $s$, integrating by parts and using (2.39) and (2.82), we get

$$
\begin{aligned}
\int_{\mathbb{R}} \kappa^{\prime}(s) s^{\prime} s s_{11} \mathrm{~d} z & =-2 \phi_{1} \int_{\mathbb{R}}\left(s^{\prime}\right)^{2} \mathrm{~d} z+g_{01} \varphi \int_{\mathbb{R}} \zeta^{\prime \prime} s \mathrm{~d} z \\
& =-2 \phi_{1} \int_{\mathbb{R}}\left(s^{\prime}\right)^{2} \mathrm{~d} z+\phi_{1}\left(s_{+}\right)^{2} \frac{\int_{\mathbb{R}} \zeta^{\prime} s^{\prime} \mathrm{d} z}{\int_{\mathbb{R}} \zeta^{\prime} s \mathrm{~d} z} \\
& =-\phi_{1}\left(s_{+}\right)^{2}\left(\frac{2 \int_{\mathbb{R}}\left(s^{\prime}\right)^{2} \mathrm{~d} z}{\left(s_{+}\right)^{2}}-\frac{\int_{\mathbb{R}} \zeta^{\prime} s^{\prime} \mathrm{d} z}{\int_{\mathbb{R}} \zeta^{\prime} s \mathrm{~d} z}\right) \\
& =0 .
\end{aligned}
$$

Similarly, we have

$$
\begin{aligned}
\int_{\mathbb{R}} \kappa^{\prime}(s) s^{\prime} s s_{12} \mathrm{~d} z & =-2 \phi_{2} \int_{\mathbb{R}}\left(s^{\prime}\right)^{2} \mathrm{~d} z+g_{02} \varphi \int_{\mathbb{R}} \zeta^{\prime \prime} s \mathrm{~d} z \\
& =-\phi_{2}\left(s_{+}\right)^{2}\left(\frac{2 \int_{\mathbb{R}}\left(s^{\prime}\right)^{2} \mathrm{~d} z}{\left(s_{+}\right)^{2}}-\frac{\int_{\mathbb{R}} \zeta^{\prime} s^{\prime} \mathrm{d} z}{\int_{\mathbb{R}} \zeta^{\prime} s \mathrm{~d} z}\right)=0 .
\end{aligned}
$$

This concludes the proof of the lemma.

## Appendix 2: More Details on Inner Expansion

## Solving $\varphi^{(1)}, p_{11}$, and $p_{12}$

In this section, we give a sketch of solving (2.99). The proof is split into three steps.
Step 1. Assume that $\varphi^{(1)}$ is known, by simplifications, we find $p_{11}$ and $p_{12}$ satisfy the
following system:

$$
\begin{cases}\partial_{t} p_{11}-\Delta p_{11}=\mu_{01} p_{11}+\mu_{02} p_{12}+2\left(\nabla p_{12} \cdot \nabla\right) \mathbf{m} \cdot \mathbf{l}-4 c p_{11}\left(p_{11}^{2}+p_{12}^{2}\right), & \text { in } \Omega^{+},  \tag{7.1}\\ \partial_{t} p_{12}-\Delta p_{12}=\mu_{03} p_{12}+\mu_{04} p_{11}+2\left(\nabla p_{11} \cdot \nabla\right) \mathbf{l} \cdot \mathbf{m}-4 c p_{12}\left(p_{11}^{2}+p_{12}^{2}\right), & \text { in } \Omega^{+}, \\ \left.\left(p_{11}(x, t), p_{12}(x, t)\right)\right|_{t=0}=\left(p_{12}(x, 0), p_{13}(x, 0)\right), & \text { in } \Omega_{0}^{+},\end{cases}
$$

with the following mixed boundary values:

$$
\left\{\begin{array}{rrr}
2 s_{+} \nabla p_{11} \cdot \nabla \varphi+\mu_{05} s_{+}^{-1} p_{11}+2 s_{+} p_{12}((\nabla \mathbf{m} \cdot \nabla \varphi) \cdot \mathbf{l})  \tag{7.2}\\
& =\mu_{06}-2 s_{+}^{2}\left(\left(\nabla \mathbf{n} \cdot \nabla \varphi^{(1)}\right) \cdot \mathbf{l}\right)-\mu_{07} \varphi^{(1)}, & \text { on } \Gamma, \\
2 s_{+} \nabla p_{12} \cdot \nabla \varphi+\mu_{06} s_{+}^{-1} p_{12}+ & 2 s_{+} p_{11}((\nabla \mathbf{l} \cdot \nabla \varphi) \cdot \mathbf{m}) & \\
=\mu_{08}-2 s_{+}^{2}\left(\left(\nabla \mathbf{n} \cdot \nabla \varphi^{(1)}\right) \cdot \mathbf{m}\right)-\mu_{09} \varphi^{(1)}, & \text { on } \Gamma .
\end{array}\right.
$$

Here, $\mu_{01}, \ldots, \mu_{09}$ are known terms and are defined by the following:

$$
\begin{aligned}
& \mu_{01}=\frac{1}{2}\left(\Delta \mathbf{E}_{1}: \mathbf{E}_{1}\right)+b(\mathbf{n n}+\mathbf{l}): \mathcal{H}_{+}^{-1}\left(\partial_{t} \mathbf{Q}_{+}^{(0)}-\Delta \mathbf{Q}_{+}^{(0)}\right), \\
& \mu_{02}=\frac{1}{2}\left(\Delta \mathbf{E}_{2}: \mathbf{E}_{1}\right)+b\left(\mathbf{m l}: \mathcal{H}_{+}^{-1}\left(\partial_{t} \mathbf{Q}_{+}^{(0)}-\Delta \mathbf{Q}_{+}^{(0)}\right)\right)-\partial_{t} \mathbf{m} \cdot \mathbf{l}, \\
& \mu_{03}=\frac{1}{2}\left(\Delta \mathbf{E}_{2}: \mathbf{E}_{2}\right)+b(\mathbf{n n}+\mathbf{m m}): \mathcal{H}_{+}^{-1}\left(\partial_{t} \mathbf{Q}_{+}^{(0)}-\Delta \mathbf{Q}_{+}^{(0)}\right), \\
& \mu_{04}=\frac{1}{2}\left(\Delta \mathbf{E}_{1}: \mathbf{E}_{2}\right)+b\left(\mathbf{l m}: \mathcal{H}_{+}^{-1}\left(\partial_{t} \mathbf{Q}_{+}^{(0)}-\Delta \mathbf{Q}_{+}^{(0)}\right)\right)-\partial_{t} \mathbf{l} \cdot \mathbf{m},
\end{aligned}
$$

and

$$
\begin{aligned}
& \mu_{05}=\int_{\mathbb{R}}\left(\frac{2 b}{3}-\frac{8 c}{3} s\right) s_{10} s^{2} \mathrm{~d} z, \\
& \mu_{06}=\Phi_{1}^{(1)}-\int_{\mathbb{R}}\left(4 \nabla \partial_{z} \widehat{s_{01}} \cdot \nabla \varphi+4 \partial_{z} \widehat{s_{02}}((\nabla \mathbf{m} \cdot \nabla \varphi) \cdot \mathbf{l})+\left(\frac{2 b}{3}-\frac{8 c}{3} s\right) s_{10} \widehat{s_{01}}\right) s \mathrm{~d} z, \\
& \mu_{07}=2 g_{01} \int_{\mathbb{R}} s \zeta^{\prime} \mathrm{d} z, \\
& \mu_{08}=\Phi_{2}^{(1)}-\int_{\mathbb{R}}\left(4 \nabla \partial_{z} \widehat{s_{02}} \cdot \nabla \varphi+4 \partial_{z} \widehat{s_{01}}((\nabla \mathbf{l} \cdot \nabla \varphi) \cdot \mathbf{m})+\left(\frac{2 b}{3}-\frac{8 c}{3} s\right) s_{10} \widehat{s_{02}}\right) s \mathrm{~d} z, \\
& \mu_{09}=2 g_{02} \int_{\mathbb{R}} s \zeta^{\prime} \mathrm{d} z .
\end{aligned}
$$

Denote by $\mathcal{P}$ the operator defined by the following:

$$
\begin{equation*}
\mathcal{P}: \varphi^{(1)} \rightarrow\left(p_{11}, p_{12}\right) . \tag{7.3}
\end{equation*}
$$

Step 2. We aim to get $\varphi^{(1)}$ in $\Gamma(\delta)$ from the equation $\nabla \varphi \cdot \nabla \varphi^{(1)}=0$ which comes from (2.35). Since $\Gamma$ is non-characteristic for the equation, we only need to obtain $\varphi^{(1)}$ on $\Gamma$ by solving the following system:

$$
\begin{cases}\varphi_{t}^{(1)}=\Delta \varphi^{(1)}+\mu_{010} \varphi^{(1)}+\mu_{011}\left(p_{11}^{2}+p_{12}^{2}\right)+\mu_{012} p_{11}+\mu_{013} p_{12}+\mu_{014}, & \text { on } \Gamma,  \tag{7.4}\\ \varphi^{(1)}(x, 0)=0, & \text { on } \Gamma_{0},\end{cases}
$$

where $\mu_{010}, \ldots, \mu_{014}$ are known terms and are defined by the following:

$$
\begin{aligned}
& \mu_{010}=\frac{\int_{\mathbb{R}} \zeta^{\prime}(z) s^{\prime}(z) \mathrm{d} z}{\int_{\mathbb{R}}\left(s^{\prime}(z)\right)^{2} \mathrm{~d} z} g_{01}, \quad \mu_{011}=\frac{\int_{\mathbb{R}}(b-4 c s) s^{2} s^{\prime} \mathrm{d} z}{2 s_{+}^{2} \int_{\mathbb{R}}\left(s^{\prime}(z)\right)^{2} \mathrm{~d} z} \\
& \mu_{012}=\frac{\int_{\mathbb{R}}(b-4 c s) \widehat{s_{01}} s^{\prime} \mathrm{d} z}{s_{+} \int_{\mathbb{R}}\left(s^{\prime}(z)\right)^{2} \mathrm{~d} z}, \quad \mu_{013}=\frac{\int_{\mathbb{R}}(b-4 c s) s \widehat{s_{02}} s^{\prime} \mathrm{d} z}{s_{+} \int_{\mathbb{R}}\left(s^{\prime}(z)\right)^{2} \mathrm{~d} z}, \\
& \mu_{014}=\frac{1}{2 \int_{\mathbb{R}}\left(s^{\prime}(z)\right)^{2} \mathrm{~d} z} \int_{\mathbb{R}}(b-4 c s)\left({\widehat{s_{01}}}^{2}+{\widehat{s_{02}}}^{2}\right) s^{\prime} \mathrm{d} z
\end{aligned}
$$

In [1] (p.200-201), let $x=X(\sigma, t), \sigma \in \mathbb{S}^{2}, t \in[0, T]$ be a parameterization of $\Gamma$. More concretely, we assume that

$$
X_{t}(\sigma, t)=-\varphi_{t} \nabla \varphi(X(\sigma, t), t)
$$

Let $\psi^{(1)}(\sigma, t)=\varphi^{(1)}(X(\sigma, t), t)$. Then, one has

$$
\begin{equation*}
\psi_{t}^{(1)}=\nabla \varphi^{(1)} \cdot X_{t}+\varphi_{t}^{(1)}=-\varphi_{t} \nabla \varphi^{(1)} \cdot \nabla \varphi+\varphi_{t}^{(1)}=\left.\varphi_{t}^{(1)}\right|_{x=X(\sigma, t)}, \tag{7.5}
\end{equation*}
$$

and using (6.7) in "Appendix 1 ", we get

$$
\begin{equation*}
\left.\Delta \varphi^{(1)}\right|_{x=X(\sigma, t)}=\nabla\left(\nabla \varphi^{(1)} \cdot \nabla \varphi\right) \cdot \nabla \varphi+\gamma(\hat{x}, \hat{y}) \nabla \varphi^{(1)} \cdot \nabla \varphi+\Delta_{\sigma} \psi^{(1)}=\Delta_{\sigma} \psi^{(1)} \tag{7.6}
\end{equation*}
$$

Therefore, (7.4) is reduced to the following parabolic equation:

$$
\begin{cases}\psi_{t}^{(1)}=\Delta_{\sigma} \psi^{(1)}+\mu_{010} \psi^{(1)}+\mu_{011}\left(p_{12}^{2}+p_{13}^{2}\right)+\mu_{012} p_{12}+\mu_{013} p_{13}+\mu_{014}, & \text { in } \mathbb{S}^{2} \times(0, T),  \tag{7.7}\\ \psi^{(1)}(\sigma, 0)=0, & \text { in } \mathbb{S}^{2} \times\{0\},\end{cases}
$$

where we used $\mu_{010}(\sigma, t)=\mu_{010}(X(\sigma, t), t), \cdots, \mu_{014}(\sigma, t)=\mu_{014}(X(\sigma, t), t)$ and

$$
\left(p_{11}, p_{12}\right)(\sigma, t)=\left.\left(p_{11}, p_{12}\right)(x, t)\right|_{x=X(\sigma, t)}=\left.\mathcal{P}\left(\varphi^{(1)}\right)\right|_{x=X(\sigma, t)} .
$$

Noting that $\mathcal{P}$ defined in (7.3) is bounded from $L^{2}\left(0, T ; H^{1}\left(\mathbb{S}^{2}\right)\right)$ to $L^{2}\left(0, T ; H^{\frac{1}{2}}\left(\mathbb{S}^{2}\right)\right)$, and then, there exists a solution $\psi^{(1)} \in L^{2}\left(0, T ; H^{1}\left(\mathbb{S}^{2}\right)\right)$ to $(7.7)$, and then, a solution $\left(p_{11}, p_{12}\right) \in L^{2}\left(0, T ; H^{1}\left(\Omega^{+}\right)\right)$to (7.1). It follows from further arguments that $\psi^{(1)}, p_{11}$ and $p_{12}$ have higher regularity if ( $\left.p_{11}(x, 0), p_{12}(x, 0)\right)$ is smooth.
$\underline{\text { Step 3. As in }[1] ~(p .178), ~ w e ~ e x t e n d ~} p_{11}$ and $p_{12}$ in $\Omega^{+}$smoothly to $\Gamma(\delta)$.
Solving $\mathbf{Q}_{+}^{(\mathbf{1})}, \mathbf{P}_{\perp}^{(\mathbf{2})}, \mathbf{Q}_{I}^{(\mathbf{1})}, \mathbf{G}^{(\mathbf{1})}$, and $\mathbf{Q}_{I, \perp}^{(\mathbf{2})}$
Once we determined $p_{11}$ and $p_{12}$ (and thus, $\mathbf{Q}_{+}^{(1)}$ by (2.23)), we can solve $\mathbf{P}_{\perp}^{(2)}$, or equivalently $p_{20}, p_{23}$ and $p_{24}$ from (2.26).
$\mathbf{Q}_{I, \perp}^{(1)}$ is determined by (2.80). $\mathbf{Q}_{I, \mathrm{~T}}^{(1)}$, or $\left\{s_{1 j}\right\}_{j=1}^{2}$, can be obtained using Lemma 2.7 in the case of $k=0$ to solve (2.56) with boundary conditions (2.58). Thus, $\mathbf{Q}_{I}^{(1)}$ is solved and satisfies

## Proposition 7.1 There holds

$$
\begin{gather*}
\left|\partial_{z}^{j} \partial_{x}^{l} \partial_{t}^{m}\left(\mathbf{Q}_{I}^{(1)}(z, x, t)-\mathbf{Q}_{+}^{(1)}(x, t)\right)\right| \leq C|z|\left(s_{+}-s(z)\right), \quad \text { for } z \rightarrow+\infty  \tag{7.8}\\
\left|\partial_{z}^{j} \partial_{x}^{l} \partial_{t}^{m} \mathbf{Q}_{I}^{(1)}(z, x, t)\right| \leq C|z| s(z), \quad \text { for } z \rightarrow-\infty \tag{7.9}
\end{gather*}
$$

where $j, l, m=0,1, \ldots$ and the positive constant $C$ is independent of $z, x$, and $t$.
As a corollary, one immediately has
Corollary 7.2

$$
\begin{gather*}
\left|\partial_{z}^{j} \partial_{x}^{l} \partial_{t}^{m}\left(\mathbf{F}^{(1)}(z, x, t)-\mathbf{A}_{1}(x, t)\right)\right| \leq C|z|\left(s_{+}-s(z)\right), \quad \text { for } z \rightarrow \infty,  \tag{7.10}\\
\left|\partial_{z}^{j} \partial_{x}^{l} \partial_{t}^{m} \mathbf{F}^{(1)}(z, x, t)\right| \leq C|z| s(z), \quad \text { for } z \rightarrow-\infty \tag{7.11}
\end{gather*}
$$

where $j, l, m=0,1, \ldots, \mathbf{A}_{1}$ is defined in (2.26) and the positive constant $C$ is independent of $z, x$, and $t$.

In order that (2.88), (2.89), and (2.90) hold for $(x, t) \in \Gamma(\delta) \backslash \Gamma$, we define the following:

$$
g_{10}(x, t)=\left\{\begin{array}{ll}
\frac{-\frac{3}{2} \int_{\mathbb{R}} \mathbf{F}^{(1)}: \mathbf{E}_{0} s^{\prime} \mathrm{d} z}{\varphi}, & (x, t) \in \Gamma(\delta) \backslash \Gamma ; \\
\left.\frac{-\frac{3}{2} \nabla\left(\int_{\mathbb{R}} \mathbf{F}^{\prime} \mathbf{s}^{(1)} \mathrm{d} z\right.}{} \mathbf{E}_{0} s^{\prime} \mathrm{d} z\right) \cdot \nabla \varphi \\
\int_{\mathbb{R}} \zeta^{\prime} s^{\prime} \mathrm{d} z
\end{array}, \quad(x, t) \in \Gamma, ;\right.
$$

and

$$
\text { for } i=1,2, \quad g_{1 i}(x, t)= \begin{cases}\frac{-\frac{1}{2} \int_{\mathbb{R}} \mathbf{F}^{(1)}: \mathbf{E}_{i} s \mathrm{~d} z}{\varphi \int_{\mathbb{R}} \zeta^{\prime} s \mathrm{~s} z}, \quad(x, t) \in \Gamma(\delta) \backslash \Gamma ; \\ \frac{-\frac{1}{2} \nabla\left(\int_{\mathbb{R}} \mathbf{F}^{(1)}: \mathbf{E}_{i} \mathrm{sdz}\right) \cdot \nabla \varphi}{\int_{\mathbb{R}} \zeta^{\prime} \mathrm{sdz}}, \quad(x, t) \in \Gamma .\end{cases}
$$

Furthermore, for simplicity, we take $g_{13}=g_{14}=0$, and thus, we get $\mathbf{G}^{(1)}$.
Finally, with the help of (2.88), (7.10) and (7.11), we can obtain $s_{20}, s_{23}$ and $s_{24}$, and then, $\mathbf{Q}_{I, \perp}^{(2)}$, by solving (2.84) and (2.86) with the corresponding boundary condition (2.87). Here, we have used the fact that

$$
\frac{3}{2} \mathbf{A}_{1}: \mathbf{E}_{0}=\frac{3}{2} \mathcal{H}_{+} \mathbf{P}_{\perp}^{(2)}: \mathbf{E}_{0}=\frac{3}{2} a p_{20} \mathbf{E}_{0}: \mathbf{E}_{0}=a p_{20}
$$

which is known as we have already solved $\mathbf{P}_{\perp}^{(2)}$.

## Compatibility Conditions for Solving $\mathbf{Q}_{1}^{(k+1)}$

By (2.46), we get

$$
\begin{equation*}
\mathcal{L}_{I} \mathbf{Q}_{I}^{(k+1)}=\mathbf{F}^{(k)}+\varphi \mathbf{G}^{(k)} \zeta^{\prime} \tag{7.12}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathbf{F}^{(k)}= & \sum_{0 \leq i \leq k}\left(\partial_{z} \mathbf{Q}_{I}^{(i)}\left(\Delta \varphi^{(k-i)}-\partial_{t} \varphi^{(k-i)}\right)+2 \nabla \partial_{z} \mathbf{Q}_{I}^{(i)} \cdot \nabla \varphi^{(k-i)}\right) \\
& +\sum_{1 \leq i \leq k} \varphi^{(i)} \mathbf{G}^{(k-i)} \zeta^{\prime}+\Delta \mathbf{Q}_{I}^{(k-1)}-\partial_{t} \mathbf{Q}_{I}^{(k-1)}-\mathbf{B}_{I}^{(k)}-\mathbf{C}_{I}^{(k)}-\mathbf{G}^{(k-1)} \zeta^{\prime} z .
\end{aligned}
$$

Let

$$
\mathbf{Q}_{I}^{(k+1)}(z, x, t)=\sum_{j=0}^{4} s_{(k+1) j}(z, x, t) \mathbf{E}_{j}(x, t), \quad \mathbf{G}^{(k)}(x, t)=\sum_{j=0}^{4} g_{k j}(z, x, t) \mathbf{E}_{j}(x, t) .
$$

Then, the system (7.12) combined with (2.4) $(i=k+1)$ is reduced into the following five ODEs:

$$
\begin{gather*}
-s_{(k+1) 0}^{\prime \prime}+\theta(s(z)) s_{(k+1) 0}=\frac{3}{2}\left(\mathbf{F}^{(k)}: \mathbf{E}_{0}\right)+g_{k 0} \varphi \zeta^{\prime},  \tag{7.13}\\
-s_{(k+1) j}^{\prime \prime}+\kappa(s(z)) s_{(k+1) j}=\frac{1}{2}\left(\mathbf{F}^{(k)}: \mathbf{E}_{j}\right)+g_{k j} \varphi \zeta^{\prime}, \quad \text { for } j=1,2,  \tag{7.14}\\
-s_{(k+1) j}^{\prime \prime}+l(s(z)) s_{(k+1) j}=\frac{1}{2}\left(\mathbf{F}^{(k)}: \mathbf{E}_{j}\right)+g_{k j} \varphi \zeta^{\prime}, \quad \text { for } j=3,4, \tag{7.15}
\end{gather*}
$$

with

$$
\begin{equation*}
s_{(k+1) j}(-\infty, x, t)=0, \quad s_{(k+1) j}(+\infty, x, t)=p_{(k+1) j}(x, t), \quad j=0,1,2,3,4 . \tag{7.16}
\end{equation*}
$$

To solve (7.13)-(7.14), we need to verify all the terms on the right-hand side of them satisfy the corresponding compatibility conditions by Lemmas 2.6-2.7, that is, to guarantee the following compatibility conditions for (7.13)-(7.14):

$$
\begin{gather*}
\int_{\mathbb{R}}\left(\frac{3}{2}\left(\mathbf{F}^{(k)}: \mathbf{E}_{0}\right)+g_{k 0} \varphi \zeta^{\prime}\right) s^{\prime} \mathrm{d} z=0  \tag{7.17}\\
\int_{\mathbb{R}}\left(\frac{1}{2}\left(\mathbf{F}^{(k)}: \mathbf{E}_{j}\right)+g_{k j} \varphi \zeta^{\prime}\right) s \mathrm{~d} z=0, \quad \text { for } j=1,2 \tag{7.18}
\end{gather*}
$$

In what follows, we first ensure that (7.17) and (7.18) hold on $\Gamma$, which will lead to the evolution law of $\varphi^{(k)}$ on $\Gamma$ and the boundary values of $p_{k 1}$ and $p_{k 2}$ on $\Gamma$. Then, we ensure that (7.17) and (7.18) hold for $(x, t) \in \Gamma(\delta) \backslash \Gamma$, which lead to the definitions of $g_{k 0}, g_{k 1}$, and $g_{k 2}$.

## The Equations for $\varphi^{(k)}, p_{k 1}$ and $p_{k 2}$ on $\Gamma$

It is noted that on $\Gamma$ :

$$
\begin{aligned}
\mathbf{F}^{(k)}= & \partial_{z} \mathbf{Q}_{I}^{(0)}\left(\Delta \varphi^{(k)}-\partial_{t} \varphi^{(k)}\right)+2 \nabla \partial_{z} \mathbf{Q}_{I}^{(0)} \cdot \nabla \varphi^{(k)}+\varphi^{(k)} \mathbf{G}^{(0)} \zeta^{\prime}+2 \nabla \partial_{z} \mathbf{Q}_{I}^{(k)} \cdot \nabla \varphi \\
& -\mathbf{B}\left(\mathbf{Q}_{I}^{(1)}, \mathbf{Q}_{I}^{(k)}\right)-2 \mathbf{C}\left(\mathbf{Q}_{I}^{(1)}, \mathbf{Q}_{I}^{(0)}, \mathbf{Q}_{I}^{(k)}\right)+\mathbf{H}_{k-1},
\end{aligned}
$$

where

$$
\begin{aligned}
\mathbf{H}_{k-1}= & \sum_{1 \leq i \leq k-1}\left(\partial_{z} \mathbf{Q}_{I}^{(i)}\left(\Delta \varphi^{(k-i)}-\partial_{t} \varphi^{(k-i)}\right)+2 \nabla \partial_{z} \mathbf{Q}_{I}^{(i)} \cdot \nabla \varphi^{(k-i)}+\varphi^{(i)} \mathbf{G}^{(k-i)} \zeta^{\prime}\right) \\
& +\Delta \mathbf{Q}_{I}^{(k-1)}-\partial_{I} \mathbf{Q}_{I}^{(k-1)}-\mathbf{G}^{(k-1)} \zeta^{\prime} z \\
& -b\left(\frac{1}{3} \mathbf{I} \sum_{2 \leq i \leq k-1}\left(\mathbf{Q}_{I}^{(i)}: \mathbf{Q}_{I}^{(k+1-i)}\right)-\sum_{2 \leq i \leq k-1} \mathbf{Q}_{I}^{(i)} \mathbf{Q}_{I}^{(k+1-i)}\right) \\
& -c\left(2 \sum_{2 \leq i \leq k-1} \mathbf{Q}_{I}^{(i)}\left(\mathbf{Q}_{I}^{(0)}: \mathbf{Q}_{I}^{(k+1-i)}\right)+\sum_{1 \leq i, j \leq k-1, i+j \leq k+1} \mathbf{Q}_{I}^{(k+1-i-j)}\left(\mathbf{Q}_{I}^{(i)}: \mathbf{Q}_{I}^{(j)}\right)\right),
\end{aligned}
$$

which depends on the terms up to $k-1$ order.
Direct computations yield that on $\Gamma$

$$
\begin{aligned}
\mathbf{F}^{(k)}: \mathbf{E}_{0}= & \frac{2}{3} s^{\prime}\left(\Delta \varphi^{(k)}-\partial_{t} \varphi^{(k)}\right)+\frac{2}{3} g_{00} \varphi^{(k)} \zeta^{\prime}+\frac{4}{3} \nabla \partial_{z} s_{k 0} \cdot \nabla \varphi \\
& +\frac{2 b}{3}\left(\frac{2}{3} s_{10} s_{k 0}+s_{11} s_{k 1}+s_{12} s_{k 2}\right)-\frac{8 c}{3} s\left(s_{10} s_{k 0}+s_{11} s_{k 1}+s_{12} s_{k 2}\right)+\mathbf{H}_{k-1}: \mathbf{E}_{0}, \\
\mathbf{F}^{(k)}: \mathbf{E}_{1}= & 4 s^{\prime}\left(\left(\nabla \mathbf{n} \cdot \nabla \varphi^{(k)}\right) \cdot \mathbf{l}\right)+2 g_{01} \varphi^{(k)} \zeta^{\prime}+4 \nabla \partial_{z} s_{k 1} \cdot \nabla \varphi+4 \partial_{z} s_{k 2}((\nabla \mathbf{m} \cdot \nabla \varphi) \cdot \mathbf{l}) \\
& +2 b\left(\frac{1}{3} s_{10} s_{k 1}+\frac{1}{3} s_{11} s_{k 0}+s_{11} s_{k 4}+s_{12} s_{k 3}\right)-\frac{8 c}{3} s\left(s_{10} s_{k 1}+s_{11} s_{k 0}\right)+\mathbf{H}_{k-1}: \mathbf{E}_{1}, \\
\mathbf{F}^{(k)}: \mathbf{E}_{2}= & 4 s^{\prime}\left(\left(\nabla \mathbf{n} \cdot \nabla \varphi^{(k)}\right) \cdot \mathbf{m}\right)+2 g_{02} \varphi^{(k)} \zeta^{\prime}+4 \nabla \partial_{z} s_{k 2} \cdot \nabla \varphi+4 \partial_{z} s_{k 1}((\nabla \mathbf{l} \cdot \nabla \varphi) \cdot \mathbf{m}) \\
& +2 b\left(\frac{1}{3} s_{10} s_{k 2}+\frac{1}{3} s_{12} s_{k 0}+s_{11} s_{k 3}-s_{12} s_{k 4}\right)-\frac{8 c}{3} s\left(s_{10} s_{k 2}+s_{12} s_{k 0}\right)+\mathbf{H}_{k-1}: \mathbf{E}_{2} .
\end{aligned}
$$

As $\varphi=0$ on $\Gamma$, (7.17) implies that $\int_{\mathbb{R}}\left(\mathbf{F}^{(k)}: \mathbf{E}_{0}\right) s^{\prime} \mathrm{d} z=0$ on $\Gamma$, which is equivalent to

$$
\begin{align*}
\partial_{t} \varphi^{(k)}= & \Delta \varphi^{(k)}+g_{00} \varphi^{(k)} \frac{\int_{\mathbb{R}} \zeta^{\prime} s^{\prime} \mathrm{d} z}{\int_{\mathbb{R}}\left(s^{\prime}\right)^{2} \mathrm{~d} z} \\
& +\frac{1}{\int_{\mathbb{R}}\left(s^{\prime}\right)^{2} \mathrm{~d} z} \int_{\mathbb{R}}\left(s_{11} s_{k 1}+s_{12} s_{k 2}\right)(b-4 c s) s^{\prime} \mathrm{d} z+\frac{3 \Phi_{0}^{(k)}}{2 \int_{\mathbb{R}}\left(s^{\prime}\right)^{2} \mathrm{~d} z}, \quad \text { on } \Gamma, \tag{7.19}
\end{align*}
$$

where

$$
\Phi_{0}^{(k)}=\frac{4}{3} \int_{\mathbb{R}} \nabla \partial_{z} s_{k 0} \cdot \nabla \varphi s^{\prime} \mathrm{d} z+\int_{\mathbb{R}} s_{10} s_{k 0}\left(\frac{4 b}{9}-\frac{8 c}{3} s\right) s^{\prime} \mathrm{d} z+\int_{\mathbb{R}}\left(\mathbf{H}_{k-1}: \mathbf{E}_{0}\right) s^{\prime} \mathrm{d} z
$$

In addition, (7.18) implies that $\int_{\mathbb{R}}\left(\mathbf{F}^{(k)}: \mathbf{E}_{i}\right) s \mathrm{~d} z=0$ on $\Gamma$ for $j=1,2$, which are equivalent to

$$
\begin{align*}
& 2\left(s_{+}\right)^{2}\left(\left(\nabla \mathbf{n} \cdot \nabla \varphi^{(k)}\right) \cdot \mathbf{l}\right)+2 g_{01} \varphi^{(k)} \int_{\mathbb{R}} \zeta^{\prime} s \mathrm{~d} z \\
& \quad+4 \int_{\mathbb{R}}\left(\nabla \partial_{z} s_{k 1} \cdot \nabla \varphi+\partial_{z} s_{k 2}((\nabla \mathbf{m} \cdot \nabla \varphi) \cdot \mathbf{l})+\left(\frac{2 b}{3}-\frac{8 c}{3} s\right) s_{10} s_{k 1}\right) s \mathrm{~d} z \\
& \quad+\Phi_{1}^{(k)}=0, \quad \text { on } \Gamma,  \tag{7.20}\\
& 2\left(s_{+}\right)^{2}\left(\left(\nabla \mathbf{n} \cdot \nabla \varphi^{(k)}\right) \cdot \mathbf{m}\right)+2 g_{02} \varphi^{(k)} \int_{\mathbb{R}} \zeta^{\prime} s \mathrm{~d} z \\
& \quad+4 \int_{\mathbb{R}}\left(\nabla \partial_{z} s_{k 2} \cdot \nabla \varphi+\partial_{z} s_{k 1}((\nabla \mathbf{l} \cdot \nabla \varphi) \cdot \mathbf{m})+\left(\frac{2 b}{3}-\frac{8 c}{3} s\right) s_{10} s_{k 2}\right) s \mathrm{~d} z \\
& \quad+\Phi_{2}^{(k)}=0, \quad \text { on } \Gamma, \tag{7.21}
\end{align*}
$$

where

$$
\begin{aligned}
& \Phi_{1}^{(k)}=\int_{\mathbb{R}} s_{11} s_{k 0}\left(\frac{2 b}{3}-\frac{8 c}{3} s\right) s \mathrm{~d} z+2 b \int_{\mathbb{R}}\left(s_{11} s_{k 4}+s_{12} s_{k 3}\right) s \mathrm{~d} z+\int_{\mathbb{R}}\left(\mathbf{H}_{k-1}: \mathbf{E}_{1}\right) s \mathrm{~d} z, \\
& \Phi_{2}^{(k)}=\int_{\mathbb{R}} s_{12} s_{k 0}\left(\frac{2 b}{3}-\frac{8 c}{3} s\right) s \mathrm{~d} z+2 b \int_{\mathbb{R}}\left(s_{11} s_{k 3}-s_{12} s_{k 4}\right) s \mathrm{~d} z+\int_{\mathbb{R}}\left(\mathbf{H}_{k-1}: \mathbf{E}_{2}\right) s \mathrm{~d} z .
\end{aligned}
$$

Furthermore, by the induction, $s_{k 1}$ and $s_{k 2}$ can be solved and there hold (one can see (2.95) for $s_{11}$ and $s_{12}$ ):

$$
\begin{align*}
s_{k i}(z, x, t)= & -s(z) \int_{z}^{+\infty} s(\varsigma)^{-2} \int_{\varsigma}^{+\infty}\left(\frac{1}{2} \mathbf{F}^{(k-1)}: \mathbf{E}_{i}+g_{(k-1) i} \varphi \zeta^{\prime}\right)(\tau, x, t) s(\tau) \mathrm{d} \tau \mathrm{~d} \varsigma \\
& +s(z) \frac{p_{k i}(x, t)}{s_{+}}, \quad i=1,2 \tag{7.22}
\end{align*}
$$

Thus, (7.19), (7.20), and (7.21) actually are three equations on $\Gamma$ for $\varphi^{(k)}, p_{k 1}$, and $p_{k 2}$.

Solving $\varphi^{(k)}, \mathbf{P}_{T}^{(k)}, \mathbf{P}_{\perp}^{(k+1)}, \mathbf{Q}_{l, T}^{(k)} \mathbf{G}^{(k)}, \mathbf{Q}_{l, \perp}^{(k+1)}$
In summary, up to now, we have a nonlinear differential system for $\varphi^{(k)}, p_{k 1}$, and $p_{k 2}$ as follows:

$$
\begin{cases}(2.34)(i=k): \text { the evolution equation for } \mathbf{P}_{\mathrm{T}}^{(k)} & \text { in } \Omega^{+},  \tag{7.23}\\ (7.19): \text { the evolution equation for } \varphi^{(k)} & \text { on } \Gamma, \\ (7.20),(7.21): \text { the boundary condition for } p_{k 1} \text { and } p_{k 2} & \text { on } \Gamma, \\ \nabla \varphi \cdot \nabla \varphi^{(k)}=-\frac{1}{2} \sum_{j=1}^{k-1} \nabla \varphi^{(j)} \cdot \nabla \varphi^{(k-j)}, & \text { in } \Gamma(\delta), \\ \left.\mathbf{P}_{\top}^{(k)}(x, t)\right|_{t=0}=\mathbf{P}_{\mathrm{T}}^{(k)}(x, 0), & \text { in } \Omega_{0}^{+}, \\ \varphi^{(k)}(x, 0)=0, & \text { on } \Gamma_{0},\end{cases}
$$

where the fourth equation comes from (2.35) $(i=k)$. Solving (7.23) is similar to the argument of solving (2.99), and hence, the corresponding details are omitted here. In addition, we also extend $p_{11}$ and $p_{12}$ in $\Omega^{+}$smoothly to $\Gamma(\delta)$ as in [1] (p.178). Thus, $\mathbf{P}_{\mathrm{T}}^{(k)}$ is solved.

By that induction that $\mathbf{P}_{\perp}^{(k)}$ is known, we know that $\mathbf{Q}_{+}^{(k)}$ is known. Using (2.32) ( $i=k$ ), we can get

$$
\mathbf{P}_{\perp}^{(k+1)}=\mathcal{H}_{+}^{-1} \mathbf{A}_{k},
$$

which implies that $p_{(k+1) j}(j=0,3,4)$ can be solved.

From (7.22), we immediately get $\left\{s_{k j}\right\}_{j=1,2}$, or equivalently, $\mathbf{Q}_{I, \mathrm{~T}}^{(k)}$. In addition, it holds that

## Proposition 7.3 There holds

$$
\begin{gather*}
\left|\partial_{z}^{j} \partial_{x}^{l} \partial_{t}^{m}\left(\mathbf{Q}_{I}^{(k)}(z, x, t)-\mathbf{Q}_{+}^{(k)}(x, t)\right)\right| \leq C|z|^{k}\left(s_{+}-s(z)\right), \quad \text { for } z \gg 1,  \tag{7.24}\\
\left|\partial_{z}^{j} \partial_{x}^{l} \partial_{t}^{m} \mathbf{Q}_{I}^{(k)}(z, x, t)\right| \leq C|z|^{k} s(z), \quad \text { for } z<0 \text { and }|z| \gg 1, \tag{7.25}
\end{gather*}
$$

where $j, l, m=0,1, \ldots$ and the positive constant $C$ is independent of $z, x$, and $t$.
As a corollary, one has
Corollary 7.4

$$
\begin{gather*}
\left|\partial_{z}^{j} \partial_{x}^{l} \partial_{t}^{m}\left(\mathbf{F}^{(k)}(z, x, t)-\mathbf{A}_{k}(x, t)\right)\right| \leq C|z|^{k}\left(s_{+}-s(z)\right), \quad \text { for } z \gg 1,  \tag{7.26}\\
\left|\partial_{z}^{j} \partial_{x}^{l} \partial_{t}^{m} \mathbf{F}^{(k)}(z, x, t)\right| \leq C|z|^{k} s(z), \quad \text { for } z<0 \text { and }|z| \gg 1,
\end{gather*}
$$

where $j, l, m=0,1, \cdots, \mathbf{A}_{k}$ is defined in $(2.32)(i=k)$ and the positive constant $C$ is independent of $z, x, t$.

In order that (7.17) and (7.18) hold for $(x, t) \in \Gamma(\delta) \backslash \Gamma$, we define the following:

$$
g_{k 0}(x, t)= \begin{cases}-\frac{\frac{3}{2} \int_{\mathbb{R}} \mathbf{F}^{(k)}: \mathbf{E}_{s^{\prime}} s^{\prime} \mathrm{d} z}{\varphi \int_{\mathbb{R}} s^{\prime} s^{\prime} \mathrm{d} z}, & (x, t) \in \Gamma(\delta) \backslash \Gamma ; \\ -\frac{\frac{3}{2} \nabla\left(\int_{\mathbb{R}} \mathbf{F}^{(k)}: \mathbf{E}_{0} s^{\prime} \mathrm{d} z\right) \cdot \nabla \varphi}{\int_{\mathbb{R}} \zeta^{\prime} s^{\prime} \mathrm{d} z}, & (x, t) \in \Gamma,\end{cases}
$$

and

$$
g_{k i}(x, t)=\left\{\begin{array}{ll}
-\frac{\frac{1}{2} \int_{\mathbb{R}} \mathbf{F}^{(k)}: \mathbf{E}_{i} \mathrm{~d} z}{\varphi \int_{\mathbb{R}} \zeta^{\prime} \mathrm{sd} z}, & (x, t) \in \Gamma(\delta) \backslash \Gamma ; \\
-\frac{-\frac{1}{2} \nabla\left(\int_{\mathbb{R}} \mathbf{F}^{(k)}: \mathbf{E}_{i} \mathrm{dd} z\right) \cdot \nabla \varphi}{\int_{\mathbb{R}} \zeta^{\prime} \cdot \mathrm{sd} z}, & (x, t) \in \Gamma,
\end{array} \quad i=1,2 .\right.
$$

Furthermore, for simplicity, we take $g_{k 3}=g_{k 4}=0$. Therefore, we arrive at $\mathbf{G}^{(k)}$.
Now, we focus on solving (7.13) and (7.15) with the corresponding boundary conditions in (7.16) to get $s_{(k+1) j}(j=0,3,4)$, and then, $\mathbf{Q}_{I, \perp}^{(k+1)}$. For this, we need to check all the terms on the right-hand side of them satisfy the corresponding decay conditions in Lemmas 2.6 and 2.8. (7.27) implies that the second kind of decay condition holds. For the first kind of decay condition, we only check

$$
\left|\partial_{z}^{j} \partial_{x}^{l} \partial_{t}^{m}\left(\frac{3}{2} \mathbf{F}^{(k)}: \mathbf{E}_{0}+g_{k 0} \varphi \zeta^{\prime}-a p_{(k+1) 0}\right)\right|=O\left(\mathrm{e}^{-C z}\right) \quad \text { for } z \rightarrow+\infty,
$$

since the other cases are similar. In fact, according to (7.26), one has

$$
\left|\partial_{z}^{j} \partial_{x}^{l} \partial_{t}^{m}\left(\frac{3}{2} \mathbf{F}^{(k)}: \mathbf{E}_{0}+g_{k 0} \varphi \zeta^{\prime}-\frac{3}{2} \mathbf{A}_{k}: \mathbf{E}_{0}\right)\right|=O\left(\mathrm{e}^{-C z}\right) \quad \text { for } z \rightarrow+\infty
$$

Moreover, from (2.32) $(i=k)$, we obtain

$$
\frac{3}{2} \mathbf{A}_{k}: \mathbf{E}_{0}=\frac{3}{2} \mathcal{H}_{+} \mathbf{P}_{\perp}^{(k+1)}: \mathbf{E}_{0}=\frac{3}{2} a p_{(k+1) 0} \mathbf{E}_{0}: \mathbf{E}_{0}=a p_{(k+1) 0}
$$

Therefore, we have obtained $\varphi^{(k)}, \mathbf{P}_{\top}^{(k)}, \mathbf{P}_{\perp}^{(k+1)}, \mathbf{Q}_{I, T}^{(k)}, \mathbf{G}^{(k)}$ and $\mathbf{Q}_{I, \perp}^{(k+1)}$.
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