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ABSTRACT: In this work, we develop the accurate error estimates for three state-of-art algorithms of long-range electrostatic
interaction in inhomogeneous and correlated molecular systems. They are the Ewald summation, the smooth particle mesh
Ewald (SPME) and the staggered mesh Ewald methods. Two branches of force computation, namely the ik- and analytical
differentiation, are considered. All the estimates are developed by proposing a more general framework: if the error force is of
pairwise form, then the root-mean-square force error is composed of three additive parts, the homogeneity error, the
inhomogeneity error and the correlation error. Computationally scalable estimates (estimating the errors at the cost O(N log N))
are developed for all the considered algorithms. The effectiveness of the proposed estimates and the important role of the
correlation error are carefully checked and demonstrated by example systems.

■ INTRODUCTION

The calculation of the long-range electrostatic interaction is a
very important topic in the molecular simulations. Owing to the
very slow decay of the interaction strength with respect to the
distance between charges, the typical short-range fast
algorithms (e.g., the cutoff + neighbor list algorithm) do not
work, and the energy of the system is only conditionally
convergent. One of the first algorithms handling this problem is
the Ewald summation, dating back to the 1920s.1 It has been
shown that with a careful tuning of working parameters, the
optimal computational cost of the Ewald summation is
O(N3/2),2 which is not feasible for modern large scale molecular
simulations. Therefore, several Ewald-based fast algorithms
were proposed to reduce the computational cost to a scalable
level: O(N log N). Some of them are the particle mesh Ewald
(PME) method,3 the smooth particle mesh Ewald (SPME)
method,4 and the particle−particle particle mesh (P3M)
method.5,6 It has been demonstrated that the SPME is actually
a special case of the P3M method.6,7 More recently, the
staggered mesh or “interlacing” technique8,9 was applied to
SPME (called the staggered mesh Ewald)10 and P3M (called
the interlaced P3M),11 and was shown to improve the accuracy
of these algorithms greatly. In this paper, we focus on the Ewald
summation, the SPME, and the staggered mesh Ewald
methods. The Ewald summation is the starting point of all
the mentioned fast algorithms. The SPME is the one of the
most popular long-range algorithms among the mainstream
molecular simulation packages, for example, AMBER,12

GROMACS,13,14 and NAMD.15

The aforementioned fast algorithms have achieved great
success over the past three decades. However, the fact that the
user should provide six working parameters for these methods
may be problematic: it is difficult to find the most efficient
parameter set in such a 6-dimensional parameter space. This
problem can be solved by comparing the forces calculated by
using different parameter sets on a representative snapshot of

the system (see for example, ref 16). An other approach is the
in-depth theoretical study of the error introduced by the
algorithms, namely the error estimate,17,11,17−22 by which the
error is described by a function of the working parameters.
Using the error estimates, a work flow has been designed to
automatically determine the nearly optimal combination of
parameters, in the sense that it is the fastest one satisfying a
demanding accuracy.22 However, so far, all error estimates
assume the homogeneity of the charge distribution, and the
independency of any pair of charges (i.e., the charges are
uncorrelated), but neither of the assumptions is satisfactorily
fulfilled in most molecular systems of practical interest. For
example, the lipid bilayer membrane solving in water: the
hydrophobic tail(s) of the lipids carry no charge, and the
charges in the system are correlated by the covalent bonds, the
van der Waals interaction, and the hydrogen bonding network,
etc. Therefore, the current error estimates may be problematic,
or even not applicable. Several papers have shown that due to
the correlation of charges, the error estimates obviously deviate
from the real error.7,20,22

The purpose of this manuscript is to develop a reliable error
estimate in inhomogeneous and correlated molecular systems.
We estimate the force error because the application is the
molecular dynamics (MD) simulation. First, a general error
estimate framework for the pairwise interaction is set up. We
show that the error may be approximately decomposed into
three additive parts: the homogeneity error, the inhomogeneity
error and the correlation error.23 The computational cost of the
homogeneity and inhomogeneity error is O(N log N) when the
error force kernel is of convolution form. The correlation error
can also be estimated at a cost of O(N log N) by the nearest
neighbor approximation technique, which assumes the error is
dominated by short-range correlation. This is the case for most
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the liquid and gas systems far from critical point. Generally
speaking, when the error force can be written as a pairwise
form, all estimates are derived easily under this framework.
Following this framework, we develop the error estimates for
the Ewald summation, the SPME, and the staggered method
Ewald methods. The estimates of the homogeneity and
inhomogeneity errors are tested by two randomly distributed
inhomogeneous charges systems, and is proved to be very
sharp. The error estimates are also tested in a real
inhomogeneous water system, in which the charge correlation
plays a very important role on the force error. By including the
nearest neighbor approximation of the correlation error, the
quality of the estimates is impressively enhanced. This paper is
ended by conclusions and remarks in the last section.

■ THEORY
Error Estimate for the Pairwise Interactions in a

Charged System. In this paper, we consider a system with
periodic boundary condition. Suppose it is composed of N
charged particles located at r1, r2,···,rN with charges q1, q2,···,qN,
respectively. We study the force on a testing particle located at
r, which feels interactions from all charges q1, q2,···,qN in the
system, and does not exert force on them. The error force is
defined by the difference between the exact force and the
calculated force on the testing particle,23 and is denoted by
ΔF(r). The magnitude of the force computation error is
defined by the root-mean-square (rms) error, which is the
square root of the second moment of the error force: r( ) =
⟨|ΔF(r)|2⟩1/2. The notation ⟨·⟩ means the ensemble average.
We also estimate the ensemble average of the error force (also
called mean error force), namely ⟨ΔF(r)⟩, which plays an
important role in the error analysis of the inhomogeneous
systems.23

One of the main results of this research is the following
estimate for the error force that can be written as a summation
of pairwise interactions:
Theorem 1 Let a periodic molecular system be composed of

N charged particles located at r1, r2,···,rN with charges q1,
q2,···,qN, respectively. If the error force of the testing particle
with charge q has the form:
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=
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Notice the definitions of ρq(r), ρq2(r) and ρ(2)(r,r′) are
periodically extended to 3, 3 and × 3 3, respectively.
Proof By definition, the mean error force is
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The rms force error is calculated by

∫ ∫
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Corollary 2 If the function K has the property

′ = − ′K r r K r r( , ) ( ) (9)

then the error estimates are convolutions, namely,

ρ⟨Δ ⟩ = ∗qF r K r( ) [ ]( )q (10)

and
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where the asterisk (∗) denotes the convolution.
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Here are some remarks concerning Theorem 1 and Corollary
2:
•The densities ρq(r) and ρq2(r) defined in eqs 4 and 5 are

called the f irst order charge distribution and the second order
charge distribution, respectively. ρ(2)(r,r′) in eq 6 is the pairwise
charge distribution. When the positions of any two different
charges are independent, ρ(2)(r,r′) = ((N − 1)/N)ρq(r)ρq(r′).
Since N is always a large number in real simulations, we take
ρ(2)(r, r′) = ρq(r)ρq(r′) for convenience. C(r, r′) defined in eq
7 is the pairwise charge correlation function, which describes the
strength of the correlation between two different charges.
When they are independent, C(r, r′) vanishes, otherwise C(r,
r′) ≠ 0. Most previous error estimates assumed the
independency of the particles in the system,7,11,17−20,22,23

however, this could be problematic in the strongly correlated
systems.7,20,22 Also see the Example 3 presented later in this
paper.
•The pairwise form of the interaction (see eq 1) is the key to

derive the error estimates 2 and 3. The function K(r, r′) is
called the error force kernel. By setting qi = qj = 1, the Corollary 2
proves the error estimates for the short-range interaction in
inhomogeneous systems, which was derived in ref 23.
•Analogous to the short-range error estimate,23 the three

terms on the right hand side (rhs) of eq 3 are called the
homogeneity error, the inhomogeneity error, and the
correlation error, respectively. This is denoted by

= + +r r r r( ) ( ) ( ) ( )2
homo

2
inhomo

2
correlation (12)

The first term on the rhs of eq 12 is called the “homogeneity
error”, but it does NOT mean this term is homogeneous or
originated from a homogeneous density profile. It is named so
because the error estimate only contains this term in the
homogeneous and uncorrelated system. It is the term studied
by most previous error estimates. Equation 1 calculates the
homogeneity and inhomogeneity error at a cost of O(N2), and
correlation error at a cost of O(N3). By writing the error
estimates in the convolution form in the Corollary 2, the
homogeneity error and the inhomogeneity error can be
calculated at the cost of O(N log N) by the fast Fourier
transform (FFT) (see ref 23 for details). However, the full
calculation of the correlation error costs O(N2 log N), because
it involves a 2-fold convolution.
•A nonvanishing mean error force 2 was proved to be

harmful to the calculation of the short-range interaction in
inhomogeneous systems.23 In the case of the charged system,
this term is nonzero only when the system is NOT locally
neutral, that is, a nonzero first order charge distribution. For
most of the simulation cases, the local neutrality condition is
satisfied, so the mean error force and the inhomogeneity error
vanish.
Nearest Neighbor Approximation of the Correlation

Error. The full computation of the correlation error costs at
least O(N2 log N), which is still not tractable. So we consider
the nearest neighbor approximation to reduce the computa-
tional cost. Here the definition of the “nearest neighbors” is
very flexible. Basically it means the nearby neighbors that are
strongly correlated. It could be defined either by the charges
falling in some certain neighboring range, or by charges
connected by chemical bonds. Rewriting eq 3 yields

∫
∫

ρ

ρ

⟨|Δ | ⟩ = | ′ | ′ ′

+ ′ · ″ ′ ″ ′ ″
×



 

q

q

F r K r r r r

K r r K r r r r r r

( ) ( , ) ( ) d

( , ) ( , ) ( , ) d d

q
2 2 2

2 (2)

3
2

3 3

(13)

where the definition of ρ(2)(r′, r″) is given by eq 6. We
separately consider the contribution from the nearest neighbors
and other contributions to the pairwise density ρ(2)(r′, r″).
Denoting Ωj = {k | atom k is one of the nearest neighbors of
atom j }, we have
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We assume two charges are independent if they are not nearest
neighbors. Then second term on the rhs of eq 14 is
approximately ((N − #(Ωj))/N)ρq(r′)ρq(r″) ≈ ρq(r′)ρq(r″),
where #(Ωj) is the number of nearest neighbors considered.
The approximation is valid only when the number of neighbors
in Ωj is small compared with the number of charges in the
system. Therefore, the first term on the rhs of 14 is actually the
pairwise charge correlation function:

∑ ∑ δ δ′ ″ ≈ ⟨ ′ − ″ − ⟩
∈Ω

C q qr r r r r r( , ) ( ) ( )
j k

j k j k
j (15)

By inserting eq 15 into the correlation error (the third line of
eq 3), we have

∑ ∑≈ ⟨ · ⟩
∈Ω

q q qr K r r K r r( ) ( , ) ( , )
j k

j k j k r rcorrelation
2

,

j
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The quality of this approximation depends on how to define
the “nearest neighbors”. In the systems of liquid and gas far
from critical point, the correlation is only short-ranged, so
charges are nearest neighbors when their correlations are
considered important. It is also possible to systematically
improve the approximation by considering more and more
neighbors as long as the number of neighbors is small
compared with the size of the system.
As an example, we consider a typical three-point charge water

model TIP3P:24 each hydrogen atom carries a charge of qH =
+0.417e and each oxygen atom carries a charge of qO =
−0.834e. There are two types of correlation in this system: (1)
the bonded correlation that originates from the rigid H−O
bond and H−O−H angle within one molecule, and (2) the
nonbonded correlation or the intermolecular correlation that
originates from a complex coupling of various intermolecular
interactions, such as the van der Waals interaction, the
hydrogen bonding, etc.
We first consider the bonded correlation, and define the

nearest neighbors by the atoms within the same water
molecule. Denoting the index set of the oxygen atoms by
ΩO, and the index set of the hydrogen atoms by ΩH, we have
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If positions of the three atom within one molecule are rH1
, rH2

,

and rO, then sO = rH1
− rO and sH = rH2

− rH1
. The two

ensemble averages in eq 17 are taken over all possible water
directions at position r′. As an approximation, we assume these
averages are spatially uniform, namely independent with r′. It
may be problematic in the regions where the preference of
water direction is different with others. If the error force kernel
has the form K(r, r′) = K(r − r′), the integrals can be written in
the convolution form and accelerated by the FFT. One possible
way to calculate the ensemble averages in eq 17 is by the
Fourier transform of the error force kernel, for example
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where “∧“ denotes the forward Fourier transform. By denoting
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eq 17 becomes

∫
∫

ρ

ρ

= − ′ · ̂ ̂ − ′ ′ ′

+ − ′ · ̂ ̂ − ′ ′ ′

∨

∨





q T

q T

r K r r K r r r r

K r r K r r r r

( ) ( ) ( ) ( ) ( ) d

( ) ( ) ( ) ( ) d

correlation
2

O O

2
H H

3

3

(20)

where “∨“ denotes the backward Fourier transform. In the
Fourier space, the error force kernel K(r) is influenced by the
prefactors TO and TH, which are accounting for the bonded
correlation within one water molecule. It should be noted that
we define the force error by inserting a testing charge into the
water system, and comparing the calculated and exact force on
it. This definition implicitly assumes the independency between
the testing particle and the system, as illustrated by Figure 1. It
is consistent with the usual setting of the bonded pair atoms:
the electrostatic interaction between them is considered to be

not calculated. Throughout this paper, we remove this
interaction from the standard long-range calculations.
For the nonbonded correlation, we define the nearest

neighbors by nonbonded atoms closer than a certain radius
Rg (neighboring range). If the system is homogeneous and
isotropic, the pair correlation function ρ(2)(r′, r″) in eq 13 can
be represented by the radial distribution functions (RDFs).
Similar to the bonded correlation calculation, the nearest
neighbor approximation of the nonbonded correlation error is
estimated: the functions TO and TH are given by

∫ ρ ρ π
π

π̂ = ̃ + ̃T q g q gm r r
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(22)

where gÕO(r) = gOO(r) − 1, gÕH(r) = gOH(r) − 1, and gH̃H(r) =
gHH(r) − 1. gOO(r), gOH(r), and gHH(r) are the RDFs of
oxygen−oxygen, oxygen−hydrogen, and hydrogen−hydrogen,
respectively. ρH and ρO are the homogeneous number densities
of the hydrogen and oxygen atoms, respectively. For a short-
range correlated system, the RDFs converge to 1 as r goes to
infinity, so the integrals in eq 21 and 22 are convergent with
respect to increasing Rg.
Both the bonded and nonbonded nearest neighbor

approximations require some uniformity of the correlation in
the system: the bonded estimate requires the uniformity of the
water direction preference, while the nonbonded estimate
requires the uniformity of the density distribution and the
isotropicity of the system. These requirements should be
carefully checked before using these error estimates. If the they
are seriously violated, one can either use these estimates for
some regions (or subsystems of the whole system) that still
preserve the uniformity, or estimate the correlation error at the
cost of O(N2 log N), if the correlation in the system is highly
inhomogeneous.

Ewald Summation and Its Error Estimate. The Ewald
method divides the electrostatic interaction in to three parts:
the direct part, the reciprocal part, and the correction part:
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The distance between the two particles is denoted by rij = ri −
rj. The lattice in the real space is denoted by n = n1a1 + n2a2 +

Figure 1. The schematic plot of two interacting water molecules.
When we calculate the force error of the left oxygen atom (it is now a
testing charge), the correlation with its bonded hydrogens are not
considered. The correlations within any neighboring molecule are
considered, as indicated by the solid lines with two arrows.
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n3a3, where aα, α = 1, 2, 3 are box vectors. The structure factor
S(m) is defined by

∑ π= ·
=

S q im m r( ) exp(2 )
j

N

j j
1 (27)

where m = m1a1* + m2a2* + m3a3* is the reciprocal space lattice
vector. aα*, α = 1, 2, 3 are conjugate reciprocal vectors of aα,
defined by aα · aβ* = δαβ. and V = a1 × a2 × a3 is the volume of
the box.
The complementary error function erfc(r) in eq 24 decays

exponentially as r goes to infinity. Therefore, it is a short-range
interaction in the real space, which can be calculated by the
standard cutoff and neighbor list method25 at a cost of O(N).
The reciprocal part also decays exponentially as the magnitude
of the Fourier mode |m| increases. Therefore, in practice, the
infinite summation in eq 25 is truncated, and only a finite
summation is calculated:
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and Kα is the number of Fourier modes used on direction α.
The truncated reciprocal force acting on particle i is
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where

π= − ifg m m m( ) 4 ( ) (31)

Both the error force kernel of the direct and reciprocal part of
the Ewald summation can be written in the form of eq 9. The
direct part is
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where r = |r|, and rc is the cutoff radius in the real space. The
reciprocal error force kernel is given by

∑= π
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By the Corollary 2, the error estimate of the truncated Ewald
summation is straightforward.
The SPME and Staggered Mesh Ewald Methods. As

mentioned before, the optimal computational cost of the Ewald
summation is O(N3/2), which becomes not tractable when the
system size is larger than several hundreds of charged particles.
Both the PME and SPME methods are designed to reduce the
computational cost in nearly the same way. Starting from the
reciprocal part of the Ewald summation, they first calculate the
term e2πim·r on a uniform mesh in the real space. Therefore, all
calculation of structure factors can be accelerated by the fast
Fourier transform (FFT); that is why the computational cost of
PME/SPME is reduced to O(N log N). Then, for any particle
position ri, the value of e2πim·ri is interpolated by the known
values on the neighboring mesh points. The PME method uses

Lagrangian interpolation, while the SPME uses B-spline
interpolation, which is more precise, and has higher order of
smoothness. The working parameters of these methods are the
splitting parameter β, the cutoff radius in real space rc, the order
of interpolation n, and the number of mesh points on each
direction: Kα, α = 1, 2, 3. Notice Kα/2 is the truncation of the
reciprocal summation.
The SPME method provides two possibilities of calculating

the reciprocal force. The first one is to differentiate (with
respect to the particle position) the reciprocal term of the
truncated Ewald energy and then approximate the derived force
eq 30 by the B-spline interpolation. This way is called the ik-
differentiation. The alternative way notices the high-order
smoothness of the B-spline interpolation, and derive the force
by differentiating the B-spline approximated reciprocal Ewald
energy (also truncated). The second way was proposed by the
original SPME paper,4 and is called the analytical dif ferentiation.
It has been shown that with the use of the same parameters, the
ik-differentiation is more precise than the analytical differ-
entiation, but it uses twice more FFTs, which is a bottleneck for
the communication in parallel implementations.22 For the ik-
differentiation, the calculated force is not the negative gradient
of the calculated energy. The analytical differentiation does not
have this problem, but it (to the approximation precision)
violates Newton’s third law. Since the SPME method is not the
point of the present paper, we refer the readers to, for example,
refs 4,6 and 22 for details of this method.
The staggered mesh approach or originally call “interlacing”

was recently applied to SPME (staggered mesh Ewald10). It
calculates the reciprocal force on two meshes, one of which
locates at the mesh element center of the other, and then the
two reciprocal forces are averaged. It is shown that staggering
the meshes cancels the error in the force computation, and
greatly improves the accuracy. Implementing the staggered
mesh method for SPME is relatively simple, and involves only a
small modification to the existing codes. Obviously, the
staggered mesh ik-/analytical differentiation costs twice as
much on the reciprocal part as the original version.

Error Estimate of the SPME ik-Differentiation. From
the precise calculation of the reciprocal summation to the
SPME fast algorithm, the electrostatic interaction is approxi-
mated by two steps. The first step is the truncation of the
reciprocal summation, that is, eq 28. The second step is the
approximation of e2πim·r by B-spline interpolation. It has been
shown that the error due to the first step is negligible compared
with the second step, at least for the parameters of practical
interest.22 Numerical examples supporting this argument in
inhomogeneous systems are also given later in this paper.
Therefore, to estimate the force error, it is enough to compare
the SPME force with the truncated Ewald force 30.
As mentioned above, the SPME error mainly originates from

approximating the term e2πim·r by the B-spline interpolation.
Denoting the error introduced by this approximation by A(m,r)
e2πim·r, we are fortunate to have the analytical expression of
A(m,r):26
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with
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Due to the symmetry of g(m) and A(m,r), the “self-interacting”
term of the ik-differentiation vanishes.22 The error force is
therefore
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Unfortunately, the error force kernel cannot be written in the
form of eq 9, so the error estimate derived by Corollary 2
cannot be used here. However, it is still possible to develop the
error estimate with convolution form under some approx-
imations. Here we only want to present the key idea and the
final error estimate, and leave all details of the derivation to the

appendix. We notice the term e2πilKαaα*·r with l ≠ 0 in eq 34
introduces some high-wavenumber terms in the expression of
the error estimate. If Kα is large enough, then due to the
thermal fluctuation of the system, the peaks and valleys of the
high-wavenumber terms may cancel in the ensemble-averaged
error estimate. Therefore, by neglecting these terms, it is
proved that the mean error force of the ik-differentiation is
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and the rms force error is
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where
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Gα,l(r) does not depend on the coordinates of particles, so it
can be calculated once and stored in a table for future use. The
nearest neighbor approximation to the correlation error in a
water system is
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Error Estimate of the SPME Analytical Differentiation.
The error force of the analytical differentiation is
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with B(m, r) defined by
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The last term in eq 41 is due to the self-interaction,10,11,27

which does not depend on the coordinates of particles.
Therefore, it can be calculated explicitly and subtracted from
the analytical force during the simulation. The computational
cost of the self-interaction term is low compared with the
SPME force calculation. It has been shown that the self-
interaction error dominates when the charge density is low.10

Therefore, we always remove the self-interaction term from the
analytical differentiation.
Neglecting all high frequency terms, we have the mean error

force of analytical differentiation:
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The rms force error is
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Similar to Gα,l(r), Fα,l(r) does not depends on the coordinates
of particles, so it can be tabulated for the simulation. The
nearest neighbor approximation to the correlation error is
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Error Estimate of the Staggered Mesh Ewald Method.
The shift of the mesh can be effectively treated as shifting all
particles on the opposite direction. Since the system is periodic,
the direction of shift is not important. For convenience, we shift
all particles to the positive direction by half the mesh element
size, namely by a vector s = ∑α(1/(2Kα))aα. From eq 34, we
have
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Therefore, when l is odd, 1 + eπil vanishes. So the 1/2[A(m, r)
+ A(m, r + s) ] can be approximated by the leading order
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The validity of this approximation and a similar approximation
eq 54 will be numerically checked later. Then from eq 36, we
have the error force of the staggered ik-differentiation:
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Therefore, the error force kernel is
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then the Corollary 2 is applicable. We have the error estimates:
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and the rms force error:
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The superscript “st” denotes the staggered mesh method. The
mean error force of the staggered ik-differentiation is the same
as the original ik-differentiation. The rms error is improved,
because ⟨|ΔFrecik (r)|2⟩ − ⟨|ΔFrecik,st(r)|2⟩ = 2q2[(∑α∑l≠0|Gα,l|

2)
∗ρq2](r) ≥ 0. The nearest neighbor approximation to the
correlation error is
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For the analytical differentiation, similarly we have
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Therefore, from eq 41, the error force of the staggered
analytical differentiation is approximately the same as the
staggered ik-differentiation and so are all the error estimates:
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The correction of the self-interacting error is not necessary,
because it is automatically canceled by the staggered mesh. The
rms force error is improved because it is not difficult to see
⟨|ΔFrecana(r)|2⟩ − ⟨|ΔFrecana,st(r)|2⟩ ≥ 0. Equation 55 implies, to the
leading order of approximation, the staggered mesh ik- and
analytical differentiation are equivalent. Considering the latter
uses only one-half of FFTs as the former, it might be preferable
in large-scale parallel simulations. From eqs 49 and 55, it is
obvious that the Newton’s third law is better preserved by the
staggered mesh methods.

■ NUMERICAL TESTS
We consider three inhomogeneous charge systems to verify our
error estimates. The first two are artificially designed to verify
the homogeneity and inhomogeneity error estimates. The third
is a liquid−vapor equilibrium water system, in order to test the
quality of the nearest neighbor approximation for the correlated
system.

Example 1: A Locally Neutral Inhomogeneous
System. In this example, 41472 charges are put into a 14.90
nm × 7.45 nm × 7.45 nm periodic simulation box. One third of
them are carrying a negative charge of −0.834e, and the other
two-thirds are carrying a positive charge of +0.417e. The
position of these charges are randomly generated subjecting to
the number density shown in Figure 2. The number density of

the positive charge is twice as large as that of the negative
charge, so the positive and negative charges cancel, and the
system is locally neutral. Notice the amount of charges and the
density distributions are intentionally chosen the same as in
Example 3, for an easy comparison. The only difference is that
the positions of charges are independent in this example, while
they are correlated in Example 3.
Figure 3 presents the real rms error (by points) and the

corresponding error estimates (by lines) of the truncated Ewald
direct part, the truncated Ewald reciprocal part, the original ik-/
analytical differentiation and the staggered mesh ik-/analytical
differentiation. All the error estimates are consistently accurate
compared with the real errors. The parameters are chosen to be
the same for an easy comparison among the reciprocal space
methods. The errors of FFT based fast Ewald methods are 8
orders of magnitudes larger than that of the truncated Ewald

Figure 2. The charge number density of Example 1 and 2. The red
solid line is the positive charge of Example 1. The red dashed line is
the positive charge of Example 2. The blue line is the negative charge.
Since the charges are uniformly distributed in the y and z directions,
the densities are averaged on y and z, and plotted as a function of x.
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summation. This supports the argument addressed earlier: the
error introduced by truncating the reciprocal Ewald summation
is much smaller than that introduced by approximating e2πim·r.
The original ik-differentiation is more accurate than the original
analytical differentiation. With the staggered mesh, the error of
the analytical differentiation is reduced by more than 50%,
while the accuracy of the ik-differentiation is only marginally
improved. The errors of the staggered mesh ik- and analytical
differentiation are identical, which supports the theoretical
prediction. The original ik-differentiation uses 4 FFT trans-
forms, and the original analytical differentiation uses only 2.
Therefore, the staggered mesh analytical differentiation uses the
same amount of FFTs as the original ik-differentiation, and
saves one-half of the FFTs compared to the staggered mesh ik-
differentiation. As mentioned before, the FFT is a bottleneck of
communication on massive parallel supercomputers, so the
methods using less FFTs may have advantages on these
machines.
Example 2: Separated Positive and Negative Charge.

In this example, the setting is nearly the same as Example 1.
The only difference is that all positive charges are moved to the
region where the density of negative charge is low, see Figure 2.
In this system, the negative charges are separated from their
counterions, but the whole system is kept neutral. This case
rarely happens in real simulation, but it serves as a good test of
the error estimates in extreme situations.
Figure 4 shows the real mean error forces (by points) and

the corresponding error estimates (by lines) of the truncated
Ewald direct part, truncated Ewald reciprocal part, the ik-/
analytical differentiation and the staggered mesh ik-/analytical
differentiation. All notations in the figure are the same as
Example 1. Although the charge distribution is not usual in this
case, the error estimates are still sharp. The two peaks of the
direct mean error force present at the positive−negative

interface, due to the separation of the positive and negative
charges, that is, a nonvanishing and fast changing first order
charge distribution ρq. Similar phenomena were reported by the
authors in ref 23. Surprisingly, the reciprocal mean error forces
do not present any singularity, and vanish all over the
simulation region.
Figure 5 presents the real and estimated rms error of

Example 2. The the original ik-differentiation is not shown,

because it is nearly indistinguishable from the staggered mesh
ik-/analytical differentiation in this plot. All the error estimates
are consistent with the real errors. Stemming from the
inhomogeneity error, two peaks of the direct error form at
the interfacial regions, and are much larger than the error in
bulk regions. The reciprocal rms errors only contain
homogeneity contributions, due to the vanished mean error
force. Similar with the method of Example 1, the truncated
Ewald method is much more precise than the fast algorithms,
and the staggered mesh improves the accuracy of analytical
differentiation by more than 50%.

Example 3: A Water System in Gas−Liquid Phase
Equilibrium. This example studies the gas−liquid phase
equilibrium of a water system. The size of the simulation box

Figure 3. Example 1: the real rms errors and the corresponding
estimates. Different colors denote different parts of the Ewald
summation: (Red) direct part of Ewald summation; (green) reciprocal
part of Ewald summation, calculated by truncation, (×) real error,
() estimated error; (blue) reciprocal part of Ewald summation,
calculated by fast algorithms, (■) real error of the original analytical
differentiation, (⊡) real error of the original ik-differentiation, (×) real
error of the staggered mesh analytical differentiation, (+) real error of
the staggered mesh ik-differentiation. (---) estimated original analytical
differentiation; (···) estimated original ik-differentiation. ()
estimated staggered mesh ik-/analytical differentiation. The rms errors
are averaged over y and z directions, and are plotted against x axis. The
cutoff in the real space is 1.31 nm, the number of freedom in the
reciprocal space is 120 × 60 × 60, the parameter β is 2.5 nm−1, and the
order of B-spline interpolation is 6.

Figure 4. Example 2: the real mean error forces and the corresponding
estimates. All symbols and working parameters are the same as in
Figure 3. The reciprocal mean error forces vanish, so the points and
lines overlap each other. The errors are averaged over y and z
directions and are plotted against the x axis.

Figure 5. Example 2: the real rms error and the corresponding
estimates. The symbols and working parameters used in this figure are
the same as Figure 3. The real and estimated error of the original ik-
differentiation are very closed to the staggered mesh Ewald results, so
they are not shown in this figure for clarity, The errors are averaged
over y and z directions, and are plotted against x axis.
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and number of charges are the same as in Example 1: 13824
TIP3P water molecules24 are put into a 14.90 nm × 7.45 nm ×
7.45 nm periodic simulation box. The molecules dynamics
simulations of this system was performed by GROMACS 4.5.14

The system is coupled to a velocity rescale thermostat28 at
temperature 300 K, and simulated long enough to reach the
equilibrium. After the equilibrium, the water molecules separate
into the liquid and vapor phases. The number densities of
oxygen and hydrogen atoms are the same as in Example 1, see
Figure 2. There were 50 consequential snapshots of the system
taken along the MD trajectory with a time interval of 20 ps.
These snapshots are used to calculate the real error and the
charge densities for the error estimates.
The real and estimated errors of the original SPME (both ik-

and analytical differentiation) and the staggered mesh Ewald
(both ik- and analytical differentiation) are in Figures 6 and 7,

respectively. Unlike previous examples, the real error of ik- and
analytical differentiation are nearly the same. The staggered
mesh ik- and analytical differentiation are also equivalent in this
case, and are ∼70% more accurate than the original ik-/
analytical differentiation. In this case, all estimates without
considering the correlation error deviate from the real errors.
The quality of the direct part error estimate is still good
(though not perfect): the error is overestimated by 50%. The
rms errors of the ik-differentiation, analytical differentiation,
and the staggered mesh ik-/analytical differentiation are
overestimated by 2.6, 4.7, and 6.8 times, respectively. Notice
the only difference between this example and Example 1 (in
which the estimates were very sharp) is the correlation of the
charges in the system, which plays a very important role in the
rms error. More surprisingly, the correlation actually reduces
the error in the force computation. Thanks to the reviewer of
this paper, one likely explanation is that the electrostatic forces
exerted by bonded pairs are anticorrelated due to opposing
charge signs. The extreme case is the overlapping of one oxygen
atom with two hydrogen atoms: the charges cancels, so the
error vanishes. In the case of the TIP3P water model, the H−O
bond is 0.1 nm, which is much shorter than the typical center-

of-mass (COM) distance between two neighboring water
molecules (0.31 nm), therefore, the bonded correlation tends
to neutralize the molecule and reduce the force error.
By including the bonded nearest neighbor approximation of

the correlation error, the quality of all error estimates is
improved greatly, as indicated by the solid arrows in Figures 6
and 7. Now the rms errors of ik-differentiation, analytical
differentiation and staggered mesh ik-/analytical differentiation
are overestimated by a factor of 1.16, 1.44, and 1.86,
respectively. Reference 22 showed that the error estimate (ik-
differentiation in a homogeneous water system) that is even
three times larger than the real error still works well in the
parameter tuning process, so the error estimate for all methods
are now good enough for the parameter tuning application.
Since we worry about the validity of the leading order
approximation in eqs 48 and 54, we consider the staggered
mesh Ewald method in the following testing case (we call it the
randomized COM test): randomly redistribute the water
molecules according to the same COM distribution, while
keeping the bonds and direction of the molecules unchanged. A
perfect error estimate including the bonded nearest neighbor
approximation should be very close to the real error of the
randomized COM test, because there is NO nonbonded
correlation in the test system. Since the only approximation
made in the error estimate is the leading order approximation,
the difference between the estimate and the real error of the
randomized COM test comes from the higher order
contributions discarded by eqs 48 and 54. In Figure 7, the
overlapping of the estimate with the real error justifies the
effectiveness of the leading order approximation. We will
investigate this issue in a wider parameter range later. The
prerequisite of the bonded nearest neighbor approximation is
basically fulfilled: the water direction preference in the bulk
liquid and vapor regions is uniform (actually it is isotropic).

Figure 6. Example 3: the real rms errors and the corresponding
estimates of original ik- and analytical differentiation. Red: the direct
part. Green: the original ik-differentiation. Blue: the original analytical
differentiation. “ × ” or “+”: the real error. Dashed line: the error
estimate, without the correlation error estimate. Solid line: the error
estimate, with the bonded nearest neighbor approximation of the
correlation error. The working parameters are the same as Example 1.
The black arrows indicate the improvement of error estimate by
including bonded nearest neighbor approximation of correlation error.

Figure 7. Example 3: the real rms errors and the corresponding
estimates. (Blue ×) the real error of the staggered mesh analytical
differentiation; (blue ⊡) the real error of the randomized COM test,
calculated by the staggered mesh analytical differentiation; (green +)
the real error of the staggered mesh ik-differentiation; it is overlapping
with the analytical differentiation; (blue ---) the error estimate, without
the correlation error; (blue ) the error estimate, with the bonded
nearest neighbor approximation of the correlation error; (blue ···) the
error estimate for the liquid phase including both the bonded and
nonbonded nearest neighbor approximations. The rms errors are
averaged over y and z directions, and are plotted against x axis. The
working parameters are the same as Example 1. The black arrow
indicates the improvement of error estimate by including bonded
nearest neighbor approximation. The black dotted arrow indicates the
improvement of further including nonbonded nearest neighbor
approximation.
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Although we observe (not shown) a preference of the dipole
moment along the x direction at the liquid−vapor interface, it is
relatively weak and has no obvious side-effect on the error
estimate.
The nonbonded nearest neighbor approximation (eqs 21 and

22) cannot be directly used in this example, because the system
is inhomogeneous, and the RDFs are not well-defined.
However, the system contains a comparatively homogeneous
liquid region, where we can compute the RDFs and the
nonbonded nearest neighbor approximation. The resulting
error estimate is presented by the dotted blue line in Figure 7.
(We do not consider the estimate in the vapor region because
the error is much smaller than the liquid region.) The
neighboring range Rg is chosen to be 1.2 nm. The error
estimate converges when Rg is larger than 0.6 nm (see Figure
8). As indicated by Figure 7, the rms error estimate is further

improved by the nonbonded nearest neighbor approximation.
However, there is still a discrepancy between the real and
estimated error, which we cannot explain. It may originate from
assuming that the testing particle is independent with the
system, but we cannot check this point, because investigating
the correlation between the testing particle and the system is
beyond the theoretical framework of the present paper. In
Figure 7, the improvement marked by the solid arrow is much
larger than that marked by the dotted arrow, so the bonded
correlation dominates the correlation error, compared to the
nonbonded correlation. If not stated otherwise, we only
consider the bonded nearest neighbor approximation.
In Figures 9−12, we present the actual and estimated rms

error of the liquid phase as a function of the Ewald splitting
parameter β, using various cutoff radii, interpolation orders, and
reciprocal grid spacings. Figure 9 and Figure 10 show the
results of the original ik-/analytical differentiation, while Figure
11 and Figure 12 present the staggered mesh ik-/analytical
differentiation. In Figures 9 and 11, the interpolation order is
fixed to n = 6, and we plot the errors using the direct space
cutoff radii rc = 0.9, 1.1, 1.3, and 1.7 nm, and the reciprocal
space grid spacings h = 0.248, 0.124, and 0.062 nm. In Figures
10 and 12, the grid spacing is fixed to h = 0.248 nm, and we
plot interpolation orders of n = 4, 6, and 8. Like the
homogeneous water system studied in the literature (see for
example ref 7,22), when β is small the direct error dominates,
when β is large the reciprocal error dominates. Therefore, given
a set of parameters (rc, n, and h), the β at the crossover of the
direct and reciprocal errors achieves the nearly optimal accuracy

and should be used in simulations. For all cutoff radii, the
quality of the direct error estimate is satisfactory when the
direct error is smaller than 10−1 kJ/(mol nm). It is also
observed that the quality of the error estimate is better for
larger β than for smaller β. As expected, Figures 9−12 show
that the smaller grid spacings and larger interpolation orders
enable more accurate force computation. Unlike the uncorre-
lated testing examples 1 and 2, the actual precisions of the
original ik- and analytical differentiation are nearly the same
(see Figures 9 and 10). This implies that the latter may be more
preferable than the former for the massive parallel water
simulations, because it needs only one-half FFTs of the former.
With the bonded nearest neighbor approximation, the

Figure 8. The convergence of the nonbonded nearest neighbor
approximation with respect to the neighboring range Rg.

Figure 9. Example 3: the actual and estimated rms error of the liquid
phase as a function of the Ewald splitting parameter β, with various
cutoff radii and grid spacings. (Red) the direct part; (green) the
original ik-differentiation; (blue) the original analytical differentiation.
“ × ” and “ + ” denote the actual error. The solid and dashed lines
denote the error estimates with and without bonded nearest neighbor
approximation, respectively. The plotted direct space cutoff radii are rc
= 0.9, 1.1, 1.3, and 1.7 nm. The reciprocal space grid spacings h are
approximately 0.248, 0.124, and 0.062 nm, corresponding to grids 60
× 30 × 30, 120 × 60 × 60, and 240 × 120 × 120, respectively. The
order of the B-spline interpolation is 6.

Figure 10. Example 3: the actual and estimated rms error of the liquid
phase as a function of the Ewald splitting parameter β, with various
cutoff radii and interpolation orders. The symbols are the same as in
Figure 9. The plotted orders of the B-spline interpolation are n = 4, 6,
and 8. The reciprocal space grid spacing h is approximately 0.124 nm,
corresponding to a 120 × 60 × 60 grid.
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reciprocal error estimates are impressively improved compared
to those without considering the charge correlation, and are
able to correctly catch the trends of real errors with various
working parameters (Figures 9−12). The improvement of the
original analytical differentiation and the staggered mesh Ewald
method is larger than that of the original ik-differentiation. As
discussed before, we compare the error estimate (including
bonded nearest neighbor approximation) with the real error of

the randomized COM test. In most cases in Figure 11 and
Figure 12, a perfect overlapping is observed, which justifies the
leading order approximation proposed in eqs 48 and 54.
However, we do observe exceptions at large β when the grid
spacing is h = 0.248 nm (see Figure 11), and at small β when
the interpolation order is n = 4 (see Figure 12). The deviations
indicate that the higher order terms discarded by eqs 48 and 54
may play a role in these situations. This may also explain the
unexpected deviation of the staggered mesh ik-differentiation
from the analytical differentiation at small β, n = 4.

■ CONCLUSIONS AND REMARKS
We proposed the error estimates for three state-of-art
algorithms calculating the long-range electrostatic interaction
in a molecular system. They were the Ewald summation, the
smooth particle mesh Ewald (SPME, both ik- and analytical
differentiation), and the staggered mesh Ewald (both ik- and
analytical differentiation) methods. Unlike the previous error
estimates, the new error estimates did NOT assume the
homogeneity and uncorrelation of the system, which was a too
strong assumption for most molecular simulations of practical
interest. A general error estimate framework was proposed to
study all the aforementioned estimates. When the error force
has a pairwise form, the rms error was proved to be composed
of three additive parts: the homogeneity error, the
inhomogeneity error, and the correlation error. Moreover, the
framework quantitatively provided the estimate of all these
error components, and suggested a computationally scalable
way (at the cost of O(N log N)) to calculate them.
Some minor contributions of the present work are as follows:

(1) In a locally neutral charge system, the inhomogeneity error
was proved to vanish, therefore, no adaptive method nor force
correction23 is necessary. Fortunately, most molecular systems
of practical interests are locally neutral. (2) We explicitly gave
the expression of the self-interaction term in the analytical
differentiation, which was proved to dominate the force error in
low density systems.10 The expression helped to remove the
self-interaction term at a comparatively low computational cost.
(3) The error estimate showed that the staggered mesh Ewald
(both ik- and analytical differentiation) are always more precise
than the original SPME. (4) Unlike the original analytical
differentiation that violates the Newton’s third law, the
staggered mesh analytical differentiation preserves it to the
leading order. (5) We also proved the equivalence of the
staggered mesh ik- and analytical differentiation, to the leading
order of the force error. The staggered mesh analytical
differentiation requires only one-half the FFTs as the ik-
differentiation, so the former may be preferable for massive
parallel simulation, due to the bottleneck of all-to-all
communication required by the parallel FFT.
The effectiveness of the proposed error estimates was verified

by three numerical tests: two ideal inhomogeneous cases, in
which the charges were uncorrelated, and one real water
system, in which the charges were correlated. In the ideal cases,
the all error estimates were sharp, even in an extreme case:
positive and negative charges were globally separated. In the
water system, all estimates overestimated the real error, because
of the correlation of charges. The quality of the real space error
estimates was acceptable. The error estimates for the reciprocal
space fast algorithms were impressively improved by including
the bonded first neighbor approximation to the correlation
error. This indicated among all possible correlations, the rigid
bond and angle correlation within one molecule is dominant.

Figure 11. Example 3: the actual and estimated rms error of the liquid
phase as a function of the Ewald splitting parameter β, with various
cutoff radii and grid spacings. (Red) the direct part; (green) the
staggered mesh ik-differentiation; (blue) the staggered mesh analytical
differentiation. “ × ” and “ + ” denote the actual error. The solid and
dashed lines denote the error estimates with and without bonded
nearest neighbor approximation, respectively. The error estimates for
the staggered mesh ik- and analytical differentiations are identical, so
only the blue lines are presented. The blue “⊡” indicates the real error
of the randomized COM test, calculated by the staggered mesh
analytical differentiation. The same results of the ik-differentiation are
not shown. The plotted direct space cutoff radii are rc = 0.9, 1.1, 1.3,
and 1.7 nm. The reciprocal space grid spacings h are approximately
0.248, 0.124, and 0.062 nm, corresponding to grids 60 × 30 × 30, 120
× 60 × 60, and 240 × 120 × 120, respectively. The order of the B-
spline interpolation is 6.

Figure 12. Example 3: the actual and estimated rms error of the liquid
phase as a function of the Ewald splitting parameter β, with various
cutoff radii and interpolation orders. The symbols are the same as in
Figure 11. The plotted orders of the B-spline interpolation are n = 4, 6,
and 8. The reciprocal space grid spacing h is approximately 0.124 nm,
corresponding to a 120 × 60 × 60 grid.
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This paper only focuses on the accuracy of the mentioned
long-range algorithms. We do not touch the topic of comparing
the efficiency of these algorithms. To be fair, we propose
optimizing the working parameters for each algorithm with a
predetermined accuracy before comparing the real execution
speed. Such a comparison includes the topic of the hardware
architecture, the communication bandwidth, the software
implementation, the scalability of the problem, the inhomoge-
neity of the system, etc. They are far beyond the scope of the
current work, and will be discussed in the following research.

■ ERROR ESTIMATE OF THE SMOOTH PARTICLE
MESH EWALD METHOD

The ik-Differentiation
Starting from eq 36, we have the error force kernel of the ik-
differentiation:
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By inserting eq 34, the error force kernel is
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To calculate the mean error force estimate, we should calculate
the integral of ∫ Krec

ik (r, r′)ρq(r′) dr. By eq 60, we should

calculate ∫ e−2πilKαaα*·r′ρq(r′)e2πim·r′′ dr, which is the inverse

Fourier transform of e−2πilKαaα*·r′ρq(r′). Notice, for example,
when α = 1 we have

ρ ρ′ = ̆ −π− *· ′ ∨ m m m m lK m mr[ ( )e ] ( , , ) ( , , )q
ilK a r2

1 2 3 1 1 2 3
1 1

(61)

Since |m1| < K1/2 and l ≠ 0, ρ̆(m1 − lK1, m2, m3) is the high
wavenumber (higher than Kα/2) part of the density profile. If
the density is smooth enough, this term can be reasonably
neglected. Therefore,
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Further neglecting the high-wavenumber term e2πilKαaα*·r, we
reach
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To calculate the rms error, we square the error force kernel:
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By carefully calculating (e2πil1Kαaα*·r + e−2πil1Kαaα*·r′ − 2)

(e−2πil2Kβaβ*·r + e2πi22Kβaβ*·r′ − 2):
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The first two terms on the rhs of eq 65 are not high-
wavenumber terms only when l1 = l2 and α = β. The third and
fourth terms are always high-wavenumber terms, because l1 ≠ 0
and l2 ≠ 0. Therefore, we have the error estimate for the rms
homogeneity error:
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It is also possible to calculate the first neighbor approximation
for the ik-differentiation. First, we have:
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Inserting this into eq 17 while neglecting the high frequency
terms yields
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The Analytical Differentiation
Starting from eq 41, we have the error force kernel of the
analytical differentiation (notice the self-interacting term is
removed):
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By inserting eqs 34 and 42, we have
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Following the same idea as the error estimate of ik-
differentiation,
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To calculate the rms error, we start from
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Similar to the calculation of eq 65, one can eventually prove the

error estimate for the homogeneity rms error:
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To calculate the first neighbor approximation to the correlation

error,
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Inserting ⟨Krec
ana(r,r′ + s)⟩ into eq 17, we have the first neighbor

approximation to the correlation error:
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