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GLOBAL EXISTENCE OF WEAK SOLUTIONS TO THE

REGULARIZED HOOKEAN DUMBBELL MODEL ∗

LINGYUN ZHANG† , HUI ZHANG‡ , AND PINGWEN ZHANG§

Abstract. We consider a regularized Hookean dumbbell model in dilute polymeric solutions.
Compared with the classical model, this model here is more natural, in which appear a macro diffusive
term ε△xψ and Friedrichs mollifiers with a parameter α. Based on a compactness argument, the
global existence of weak solutions to this model is established in the framework of the Rothe method.
By a rigorous limiting process ε→0+, we also obtain the global existence of weak solutions to the
reduced model with ε=0.
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1. Introduction

In this paper, we investigate the global existence of weak solutions to a regular-
ized Hookean dumbbell model for dilute polymeric fluids. In dilute polymer solutions,
the polymer coils rarely overlap, so the interactions among polymer chains can be ne-
glected. The polymer chains can be modelled by dumbbells, each with two beads
connected by a single spring. The configuration of the spring then specifies the con-
formation of the polymer.

Denoting by u the velocity and by p the pressure, the governing equations for the
incompressible polymeric fluids are

∂u

∂t
+(u ·∇x)u−ν∆xu+∇xp=∇x ·τ in Ω×(0,T ], (1.1)

∇x ·u=0 in Ω×(0,T ]. (1.2)

Here Ω is a bounded open set in R
d,d=2 or 3, ν >0 is the viscosity of the solvent,

and τ is an extra stress tensor, which takes the form

τ =kω(C(ψ)−ρ(ψ)I) in Ω×(0,T ], (1.3)

C(ψ)=

∫

D

(∇qU ⊗q)ψ(x,q,t)dq in Ω×(0,T ], (1.4)

ρ(ψ)=

∫

D

ψ(x,q,t)dq in Ω×(0,T ]. (1.5)

Here κ,ω >0 denote the Boltzmann constant and the absolute temperature, respec-
tively. I is the unit d×d tensor, U is the spring potential. This stress tensor τ
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represents the polymer’s contribution to stress and is a functional of ψ, the probabil-
ity density function (pdf) describing the configuration of the polymers, which satisfies
a Fokker-Planck equation [6, 7, 8]:

∂ψ

∂t
+(u ·∇x)ψ+∇q ·((∇xu)qψ)=

1

2λ
∇q ·(∇qψ+∇qUψ) in Ω×D×(0,T ]. (1.6)

Here λ>0 is a relaxation time and D is the domain of q. Thus, (1.1)–(1.6) com-
poses a Navier-Stokes-Fokker-Planck system. Certainly the dynamics of q can also
be described by a stochastic differential equation [6, 9], which is equivalent to the
Fokker-Planck equation.

For the potential form U between two beads, there are two types popularly used.
One is called the FENE (finitely extensible nonlinear elastic) potential,

D=B(0,Qmax), U(q)=−Q2
max

2
ln(1−|q|2/Q2

max), (1.7)

where Qmax is the maximum dumbbell extension and B(0,Qmax) denotes a ball with
the center 0 and the radius Qmax. The other is called the linear Hookean potential,

D=R
d, U(q)=

1

2
|q|2. (1.8)

Although the FENE dumbbell model is more practical from a physical point of view,
the Hookean dumbbell model is a very valid approximation when the molecule is
stretched to no more than about a third of its maximum extension. It can also pre-
dict qualitatively some of the nonlinear rheological behavior of dilute solutions. The
other distinguished feature is that the system (1.1)–(1.6) for the Hookean dumbbell
model can be rigorously closed by the second moments, which leads to the well-known
Oldroyd-B model. Further detailed background information for these models can be
found in [6, 7, 8, 17, 25].

The mathematical theory of these models has drawn considerable attention from
the mathematical community in recent years [1, 2, 4, 9, 10, 14, 15, 18, 19, 20, 21, 22,
27, 31]. A review has been given in [19]. The local existences have been established in
[9, 15, 18, 27, 31]. The global existences have been obtained for some special models
or under some special conditions [4, 10, 14, 20, 21, 22]. Jourdain et al. [14] restricted
to the simple case of Hookean dumbbells in a shear flow. Lions and Masmoudi [21]
considered the Oldroyd type model for general initial conditions. However, they
investigated a special case through taking one parameter of the model to be zero. In
addition, their method does not seem to extend to more general cases. Recently, Lions
and Masmoudi [22] investigated the corotational FENE model. Lin, Liu and Zhang
[20] studied a micro-macro model for polymeric fluid provided that the initial data
is not far from the equilibrium. Bonito et al. [4] were concerned with a simplified
Hookean dumbbell stochastic model and gave the global existence of the solution with
small data in Banach spaces. Fernández-Cara et al. [10] concentrated on the Oldroyd
type models. They derived both local existence for arbitrary regular data and global
existence for small data.

Up to now, it is still an open problem to find global in time solutions to the clas-
sical dumbbell model for arbitrary data. However, Barrett and Süli [2] made great
progress in this related field. They found some simplifications in the derivation of
the classical dumbbell model and presented a regularized dumbbell model which is
more natural with respect to the classical dumbbell model. Moreover, they proved the
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global existence of weak solutions to the regularized FENE dumbbell model. Com-
pared with the classical model, this regularized model has two noteworthy features, in
which appear a macro diffusive term ε△xψ and Friedrichs mollifiers with a parameter
α. In fact, this diffusive term and Friedrichs mollifiers really appear in the derivation
procedure of the model. But in the classical derivation this diffusive term is omitted
in virtue of ε≪1. Moreover, in the classical derivation, the Friedrichs mollifiers are
approximated by identity operators in order to simplify the model and then higher
regularity of u and ψ are required, while Barrett and Süli [2] refrained from perform-
ing such approximations. They replaced the Friedrichs mollifiers by their isotropic
counterparts since the anisotropic Friedrichs mollifiers need to act in all possible di-
rections q contained in the balanced set D. Furthermore, some advantages of this
regularized model have been described in Lozinski [23], Lozinski, Owens and Fang
[24] and Schieber [29].

As a continuation of the work of Barrett and Süli [2], this paper is devoted to the
global existence of the regularized Hookean dumbbell model, which couples Navier-
Stokes equations to nonlinear Fokker-Planck equations. From the technical viewpoint
this regularized model exemplifies many analytical difficulties which are encountered
in the study of complex models. Furthermore, it is possible to give some hints to the
theoretical analysis of the classical model through investigation to this regularized
model. We have partly completed this analysis for the regularized Hookean dumbbell
model. We firstly obtain the global existence of weak solutions to the regularized
Hookean dumbbell model. Then we investigate the reduced Hookean dumbbell model
with ε=0 by the limiting process ε→0+. However, we could not pass to the limit
α→0+, and then we fail to obtain the global existence for the classical Hookean
dumbbell model as (α,ε)→ (0,0). Certainly, we also expect that the mathematical
approach here can be extended to the mathematical analysis of other models.

For this regularized dumbbell model considered, and for the particular technique
of the mathematical analysis in this paper, the Hookean model presents an additional
difficulty with respect to the FENE model. Although it seems that the Hookean
model is simpler than the FENE model, there are different singularities in them. In
the FENE model, the potential explodes as q approaches a finite value, while in the
Hookean model, q extends in length unboundedly and the potential is unbounded
because of the unboundedness of D. Note that it is difficult in the well-posedness
analysis to deal with the term (∇xu)qψ in (1.6), which couples u and ψ and contains
q. Barrett and Süli [2] have used the boundedness of D to deal with this term and get
a priori estimates for ψ. Because of the unboundedness of D in the Hookean model,
here we have to choose a different approach to deal with this term.

Our main results of this paper are the global existence of weak solutions to the
regularized Hookean dumbbell model (see Theorem 2.1 in Section 2)and to the re-
duced Hookean dumbbell model with ε=0 (see Theorem 2.2 in Section 2). Our main
approach is to introduce two new parameters β,b and to put forward a modified model
depending on four parameters α,β,ε,b. After obtaining the global weak solutions to
this modified model, we pass to the limit β→0+ to derive the global weak solutions
to the regularized model. Next, on passage to the limit ε→0+, we obtain the global
weak solutions to the reduced model with ε=0. Here, the modified model comes from
a series of equations depending on β equivalent to Equation (1.6) with a term of order
O(β). The global existence of this modified model is in the framework of the Rothe
method [28], in which the crucial step is to establish a priori estimates for u and ψ.
With a family of weighted Sobolev spaces depending on β,b established, we can get
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over the difficulty introduced by the term (∇xu)qψ and obtain a priori estimates for
u,ψ for the modified model. Another especially mentioned point is to get a priori
bounds for C(ψ). If we adopt the idea of [2], then the norm of C(ψ) depends on β
and then converges to ∞ as β goes to zero. Here we introduce another parameter b
and apply the Carlson inequality to solve it. Now we expect to establish the global
weak solutions to the classical Hookean dumbbell model with (α,ε)=(0,0) in future
work.

The paper is organized as follows. In Section 2, we formulate the regularized
Hookean dumbbell model and give two definitions. Our main results are also stated
in this section. As a preliminary, we firstly introduce the Maxwellian M(q) in Section
3.1. Then we establish a family of weighted Sobolev spaces, as well as trace and
density results and so on for these spaces, in Section 3.2. In Section 3.3, we show
some properties of the isotropic Friedrichs mollifier, and recall the Helmholtz-Stokes
mollifier from [1, 2, 11] in order to achieve the compactness of time derivatives of the
velocity u. In Section 3.4, some auxiliary assertions are given which will be useful
below. Section 4 is devoted to studying a modified model by the Rothe method. The
proofs of the main results are shown in Section 5. The conclusion is drawn in Section
6. Finally, we give some proofs of some lemmas in Appendix A for self-containedness.

2. The model and main results

In this section we formulate the regularized Hookean dumbbell model from [2]
and state our main results. Throughout this paper, we suppose Ω⊂R

d is a bounded
open set with a Lipschitz-continuous boundary ∂Ω, and D=R

d,d=2 or 3. uα,ε(x,t)
denotes the velocity field depending on the parameters α,ε, pα,ε(x,t) and ψα,ε(x,q,t)
are similarly defined. For the parameters α,ε∈ (0,1], we consider the regularized
Hookean dumbbell model. Mathematically, this system reads:

∂uα,ε

∂t
+(uα,ε ·∇x)uα,ε−ν∆xuα,ε +∇xpα,ε =∇x ·τ(ψα,ε) in Ω×(0,T ], (2.1)

∇x ·uα,ε =0 in Ω×(0,T ], (2.2)

τ(ψα,ε)=kω(C(Jx
αψα,ε)−ρ(ψα,ε)I) in Ω×(0,T ], (2.3)

∂ψα,ε

∂t
+(uα,ε ·∇x)ψα,ε +∇q ·(∇x(Jx

αuα,ε)qψ)

=
1

2λ
∇q ·(∇qψα,ε +∇qUψα,ε)+ε∆xψα,ε in Ω×D×(0,T ], (2.4)

where

C(ψα,ε)=

∫

D

(∇qU ⊗q)ψα,ε(x,q,t)dq, (2.5)

ρ(ψα,ε)=

∫

D

ψα,ε(x,q,t)dq. (2.6)

U in (2.5) is the Hookean potential form as (1.8). Jx
α in (2.3) is the isotropic Friedrichs

mollifier defined as follows: Let j be a non-negative function in W 1,∞(Rd) vanishing
outside the unit ball B(0,1) and satisfying

∫

B(0,1)
j(x)dx=1 and j(−x)= j(x) for all

x∈B(0,1). For ϕ∈L1(Ω) and α∈ (0,1], the regularization of ϕ, denoted by (Jx
αϕ)(x)

is then defined by the convolution

(Jx
αϕ)(x) :=α−d

∫

Ω

j

(

x−y

α

)

ϕ(y)dy, ∀x∈Ω. (2.7)
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In the same way, we can define Jx
α, the vector or tensor form of Jx

α. For brevity,
sometimes we will employ the notation of ϕα instead of Jx

αϕ.
For the system (2.1)–(2.4), the boundary and initial conditions are the following:

uα,ε =0 on ∂Ω×(0,T ], (2.8)

ε∇xψα,ε ·n=0 on ∂Ω×D×(0,T ], (2.9)

uα,ε(x,0)=u0(x) ∀x∈Ω, (2.10)

ψα,ε(x,q,0)=ψ0(x,q)≥0 ∀(x,q)∈Ω×D. (2.11)

Here n denotes the unit outward normal to the boundary ∂Ω.
Now we firstly state some assumptions:

Assumptions: (A1): If d=2, b≥8 and if d=3, b≥10.

(A2): u0∈H,ψ0∈L2,+(Ω×D;1+ |q|b)∩L1(Ω×D;1+U) and
∫

Ω×D
ψ0dqdx=1.

Throughout this paper, we use the superscript + to imply that any function in the
space is nonnegative in an almost everywhere sense.

In this paper, we employ certain fundamental spaces in the study of Navier-Stokes
equations [13, 30]:

V :={v∈C∞
0 (Ω) :∇x ·v=0}, (2.12)

H :={v∈L2(Ω) :∇x ·v=0,v ·n=0}, (2.13)

V :={v∈H1
0(Ω) :∇x ·v=0}. (2.14)

It is well-known that V is dense both in H and V. Moreover we construct the following
Hilbert spaces depending on the parameter b≥0:

Xb :={ϕ∈L1
loc(Ω×D) :‖ϕ‖Xb

<∞}, (2.15)

Yb :={ϕ∈L1
loc(Ω×D) :‖ϕ‖Yb

<∞}, (2.16)

Xb,0 :={ϕ∈L1
loc(Ω×D) :‖ϕ‖Xb,0

<∞}, (2.17)

where

‖ϕ‖Xb
:=

{∫

Ω×D

(1+ |q|b)
[

|ϕ|2 + |∇xϕ|2 + |∇qϕ|2
]

dqdx

}
1
2

, (2.18)

‖ϕ‖Yb
:=

{∫

Ω×D

[

(1+ |q|b+4)|ϕ|2 +(1+ |q|b)|∇xϕ|2 +(1+ |q|b+2)|∇qϕ|2
]

dqdx

}
1
2

,

‖ϕ‖Xb,0
:=

{∫

Ω×D

(1+ |q|b)
[

|ϕ|2 + |∇qϕ|2
]

dqdx

}
1
2

. (2.19)

Analogously, we introduce Yb,0.
Furthermore, we require the following spaces for the test functions. Denote by Yb

the completion of C2
0 (−T,T ;Yb) in the norm ‖·‖Yb

defined by

‖ϕ‖Yb
:=‖ϕ‖L1(0,T ;Yb) +‖(1+ |q|b) 1

2∇xϕ‖
L

4
4−d (0,T ;L2(Ω×D))

+‖(1+ |q|b) 1
2∇qϕ‖L2(0,T ;L2(Ω×D)) +‖|q| b

2
−1ϕ‖L2(0,T ;L2(Ω×D))

+‖(1+ |q|b) 1
2
∂ϕ

∂t
‖L1(0,T ;L2(Ω×D)).
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Denote by Zb the completion of C2
0 (−T,T ;K0) in the norm ‖·‖Zb

defined by

‖ϕ‖Zb
:=‖ϕ‖L1(0,T ;Yb,0) +‖(1+ |q|b) 1

2∇xϕ‖
L

4
4−d (0,T ;L2(Ω×D))

+‖|q| b
2
−1ϕ‖L2(0,T ;L2(Ω×D))

+‖(1+ |q|b) 1
2∇qϕ‖L2(0,T ;L2(Ω×D)) +‖(1+ |q|b) 1

2
∂ϕ

∂t
‖L1(0,T ;L2(Ω×D)),

where K0 :=C∞
0 (Ω×D).

Next we will show the precise definition of a global weak solution to the regularized
Hookean dumbbell model (2.1)–(2.4) together with (2.8)–(2.11).

Definition 2.1. Given α,ε∈ (0,1] and b satisfying Assumption (A1), a
pair of functions (uα,ε,b,ψα,ε,b) is called a weak solution to the problem
(2.1)–(2.4) together with (2.8)–(2.11) provided that uα,ε,b ∈L∞(0,T ;L2(Ω))∩
L2(0,T ;V)∩W 1, 4

d (0,T ;V′), ψα,ε,b ∈L2(0,T ;X+
b )∩L∞(0,T ;L2(Ω×D;1+ |q|b)),

Jx
αuα,ε,b ∈L∞(0,T ;W1,∞(Ω)),C(ψα,ε,b)∈L∞(0,T ;L2(Ω)), and

∫ T

0

<
∂uα,ε,b

∂t
,w>dt+

∫ T

0

∫

Ω

[

[(uα,ε,b ·∇x)uα,ε,b] ·w+ν∇xuα,ε,b :∇xw
]

dxdt

=−κω

∫ T

0

∫

Ω

C(ψα,ε,b) :∇xwαdxdt, ∀w∈L
4

4−d (0,T ;V), (2.20)

−
∫ T

0

∫

Ω×D

(1+ |q|b)ψα,ε,b
∂ϕ

∂t
dqdxdt−

∫

Ω×D

(1+ |q|b)ψ0(·,·)ϕ(·,·,0)dqdx

+

∫ T

0

∫

Ω×D

[

1

2λ
∇qψα,ε,b− [∇x(Jx

αuα,ε,b)q]ψα,ε,b +
1

2λ
qψα,ε,b

]

·∇q((1+ |q|b)ϕ)dqdxdt

+

∫ T

0

∫

Ω×D

(1+ |q|b)[ε∇xψα,ε,b−uα,ε,bψα,ε,b] ·∇xϕdqdxdt=0, ∀ϕ∈Yb,

(2.21)

uα,ε,b(·,0)=u0(·). (2.22)

Similarly, we also give the definition of a global weak solution to the reduced
Hookean dumbbell model (2.1)–(2.4) together with (2.8)–(2.11) with ε=0.

Definition 2.2. Given α∈ (0,1] and b satisfying Assumption (A1), a pair of
functions (uα,b,ψα,b) is called a weak solution to the reduced Hookean dumb-
bell model (2.1)–(2.4) together with (2.8)–(2.11) with ε=0 provided that uα,b ∈
L∞(0,T ;L2(Ω))∩L2(0,T ;V)∩W 1, 4

d (0,T ;V′), ψα,b ∈L2(0,T ;X+
b,0) ∩L∞(0,T ;L2(Ω×

D;1+ |q|b)), Jx
αuα,b ∈L∞(0,T ;W1,∞(Ω)), C(ψα,b)∈L∞(0,T ;L2(Ω)), and

∫ T

0

<
∂uα,b

∂t
,w>dt+

∫ T

0

∫

Ω

[

[(uα,b ·∇x)uα,b] ·w+ν∇xuα,b :∇xw
]

dxdt

=−κω

∫ T

0

∫

Ω

C(ψα,b) :∇xwαdxdt, ∀w∈L
4

4−d (0,T ;V), (2.23)

−
∫ T

0

∫

Ω×D

(1+ |q|b)ψα,b
∂ϕ

∂t
dqdxdt−

∫

Ω×D

(1+ |q|b)ψ0(·,·)ϕ(·,·,0)dqdx
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+

∫ T

0

∫

Ω×D

[

1

2λ
∇qψα,b− [∇x(Jx

αuα,b)q]ψα,b +
1

2λ
qψα,b

]

·∇q((1+ |q|b)ϕ)dqdxdt

−
∫ T

0

∫

Ω×D

(1+ |q|b)(uα,bψα,b) ·∇xϕdqdxdt=0, ∀ϕ∈Zb, (2.24)

uα,b(·,0)=u0(·). (2.25)

Finally we state our main results.

Proposition 2.3. ψα,ε,b and ψα,b in Definition 2.1 and 2.2 belong to L∞(0,T ;L1(Ω×
D;1+U)). Moreover, ∀t∈ (0,T ), we have

∫

Ω×D

ψα,ε,b(x,q,t)dqdx=

∫

Ω×D

ψα,b(x,q,t)dqdx=

∫

Ω×D

ψ0(x,q)dqdx=1. (2.26)

Theorem 2.1. Suppose Assumptions (A1)–(A2). Then, for given α,ε∈ (0,1], the
regularized Hookean dumbbell model (2.1)–(2.4) together with (2.8)–(2.11) possesses
a weak solution (uα,ε,b,ψα,ε,b) in the sense of Definition 2.1.

Theorem 2.2. Let assumptions (A1)–(A2) be fulfilled and α∈ (0,1]. Then, the re-
duced Hookean dumbbell model (2.1)–(2.4) together with (2.8)–(2.11) with ε=0 pos-
sesses a weak solution (uα,b,ψα,b) in the sense of Definition 2.2.

Moreover, the subsequence {uα,ε,b,ψα,ε,b}ε converges to the solution (uα,b,ψα,b)
in the following sense:

(1+ |q|b) 1
2 ψα,ε,b

∗
⇀ (1+ |q|b) 1

2 ψα,b in L∞(0,T ;L2(Ω×D)), (2.27)

ε(1+ |q|b) 1
2∇xψα,ε,b ⇀0 in L2(0,T ;L2(Ω×D)), (2.28)

(1+ |q|b) 1
2∇qψα,ε,b ⇀ (1+ |q|b) 1

2∇qψα,b in L2(0,T ;L2(Ω×D)), (2.29)

C(ψα,ε,b)
∗
⇀C(ψα,b) in L∞(0,T ;L2(Ω)), (2.30)

uα,ε,b
∗
⇀uα,b in L∞(0,T ;L2(Ω)), (2.31)

uα,ε,b ⇀uα,b in L2(0,T ;V), (2.32)

Sγ
∂uα,ε,b

∂t
⇀Sγ

∂uα,b

∂t
in L

4
d (0,T ;V), (2.33)

uα,ε,b →uα,b in L2(0,T ;Lr(Ω)), (2.34)

Jx
αuα,ε,b →Jx

αuα,b in L2(0,T ;W1,∞(Ω)), (2.35)

Jx
αuα,ε,b

∗
⇀Jx

αuα,b in L∞(0,T ;W1,∞(Ω)), (2.36)

as ε→0+, where r∈ [1,∞) if d=2 and r∈ [1,6) if d=3.

Remark 2.4. The regularized Hookean dumbbell model depending on α,ε also cor-
responds to a deterministic constitutive equation. The brief derivation is given as
follows.

Set Cα,ε(x,t) :=C(ψα,ε)(x,t), ρα,ε(x,t) :=ρ(ψα,ε)(x,t) and assume that ψα,ε and
|∇qψα,ε| decay to zero sufficiently fast as q→∞. Then multiplying (2.4) by qqT and
integrating over D yields that

∂Cα,ε

∂t
+(uα,ε ·∇x)Cα,ε−∇x(Jx

αuα,ε)Cα,ε−Cα,ε[∇x(Jx
αuα,ε)]

T

−ε∆xCα,ε +
1

λ
Cα,ε =

ρα,ε

λ
I in Ω×(0,T ]. (2.37)
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Similarly, integrating (2.4) over D yields that

∂ρα,ε

∂t
−ε∆xρα,ε +(uα,ε ·∇x)ρα,ε =0 in Ω×(0,T ]. (2.38)

On the other hand, it follows from (2.1) and (2.3) that

∂uα,ε

∂t
+(uα,ε ·∇x)uα,ε−ν∆xuα,ε +∇x(pα,ε +kωρα,ε)

=kω∇x · [Jx
α(Cα,ε)] in Ω×(0,T ]. (2.39)

Then, (2.37)-(2.39) and (2.2) are finally closed by uα,ε,Cα,ε,ρα,ε. In the special case
α=ε=0, it is just the well-known Oldroyd-B model.

3. Preliminaries

In this section and the next section, we first state an important assumption:
Assumption (A3): β >0.

3.1. The Maxwellian. Now we adopt a normalized Maxwellian distribution
induced by U as follows:

M(q)=
e−U(q)

∫

D
e−U(q)dq

=
e−

1
2
|q|2

∫

D
e−

1
2
|q|2dq

. (3.1)

From the definition of M , we can obtain the following properties.

P1: For any given β >0,

Mβ∇qM
−β =−M−β∇qM

β =β∇qU =βq. (3.2)

P2: Define Z :=
∫

D
e−

1
2
|q|2dq the gamma function Γ(a) :=

∫ ∞

0
xa−1e−xdx, and

σ(d) := dπd/2

Γ( d
2
+1)

, which is the surface area of the unit sphere B(0,1) in R
d. Then

Z =

∫ ∞

0

∫

∂B(0,1)

e−
1
2
r2

rd−1dθdr

=2
d
2
−1σ(d)Γ

(

d

2

)

=

{

2π, if d=2,

(2π)
3
2 , if d=3.

It is obvious that ∀β >0,

Zβ >1, (3.3)

which implies that

1

Mβ2
>

1

Mβ1
>1, ∀β2 >β1 >0. (3.4)

P3: For any given β >0 and s∈R,
∫

D

Mβ |q|sdq=Z−β

∫

D

e−
β
2
|q|2 |q|sdq

=
1

2
σ(d)Z−β

(

2

β

)
d+s
2

Γ

(

d+s

2

)

.

Hence, when d+s>0,
∫

D

Mβ |q|sdq<∞. (3.5)
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3.2. Weighted Sobolev spaces. In this subsection we introduce the follow-
ing spaces for any given b and β satisfying Assumptions (A1) and (A3), respectively:

Xβ
b :={ϕ∈L1

loc(Ω×D) :‖ϕ‖Xβ
b

<∞}, (3.6)

Y β
b :={ϕ∈L1

loc(Ω×D) :‖ϕ‖Y β
b

<∞}, (3.7)

Zβ
b :={ϕ∈L1

loc(Ω×D) :‖ϕ‖Zβ
b

<∞}, (3.8)

where

‖ϕ‖Xβ
b

:=

{∫

Ω×D

(1+ |q|b)
[ |ϕ|2

Mβ
+

|∇xϕ|2
Mβ

+Mβ |∇q
ϕ

Mβ
|2

]

dqdx

}
1
2

, (3.9)

‖ϕ‖Y β
b

:=

{∫

Ω×D

[

(1+ |q|b+4)
|ϕ|2
Mβ

+(1+ |q|b) |∇xϕ|2
Mβ

+(1+ |q|b+2)Mβ |∇q
ϕ

Mβ
|2

]

dqdx

}
1
2

,

(3.10)

‖ϕ‖Zβ
b

:=

{∫

Ω×D

(1+ |q|b)
[

(1+ |q|2) |ϕ|
2

Mβ
+

|∇xϕ|2
Mβ

+Mβ |∇q
ϕ

Mβ
|2

]

dqdx

}
1
2

.

(3.11)

Similarly to the space Xb,0 defined in (2.17) and (2.19), we introduce Xβ
b,0,Y

β
b,0,Z

β
b,0.

Note that ϕ∈Xβ
b if and only if ϕ

Mβ ∈H1(Ω×D;(1+ |q|b)Mβ). Then Xβ
b is a Hilbert

space, since the space H1(Ω×D;(1+ |q|b)Mβ) is a Hilbert space. Analogously, the
other weighted spaces defined here are all Hilbert spaces. Moreover, from (3.5), we

have Mβ/(1+ |q|b),MβU/(1+ |q|b)∈Y β
b under the assumptions (A1) and (A3).

Remark 3.1. From the above definitions of a family of weighted Sobolev spaces
depending on parameters β and b, it is not difficult to get the relations among them:
Y β

b ⊂Zβ
b ⊂Xβ

b and Y β
b,0⊂Zβ

b,0⊂Xβ
b,0. Moreover, Xβ2

b ⊂Xβ1

b ⊂Xb, Y β2

b ⊂Y β1

b ⊂Yb,and

Zβ2

b ⊂Zβ1

b if β2 >β1 >0.
We now simply write BR :=B(0,R) for any R>0. From Lemma 3.2 in [1], we

have that ϕ in X1
0,0 possesses the decay property

lim
R→∞

Rδ

∫

Ω×∂BR

|ϕ|dS(q)dx=0 ∀δ≥0, (3.12)

where dS(q) indicates the (d−1)-dimensional area element in ∂BR. We can show

that ϕ in Y β
b also satisfies (3.12) similarly. However, this trace theorem is not enough

for the wellposedness analysis of our problems. So we will give another trace result
which needs the following lemma in the proof.

Lemma 3.1. Let R≥1 and assume ϕ∈L2(Ω;H1(BR)). Then for some constant
C :=C(d),

‖ϕ‖L2(Ω;L2(∂BR))≤C‖ϕ‖L2(Ω;H1(BR)). (3.13)

Proof. Recalling the divergence theorem, we have
∫

Ω×BR

∇q ·
|ϕ|2q
|q| dqdx=

∫

Ω×∂BR

|ϕ|2q
|q| ·ndS(q)dx=

∫

Ω×∂BR

|ϕ|2dS(q)dx.
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By using the Cauchy inequality, we obtain
∫

Ω×BR

∇q ·
|ϕ|2q
|q| dqdx=

∫

Ω×BR

(

2ϕ∇qϕ · q

|q| +(d−1)
|ϕ|2
|q|

)

dqdx

≤‖ϕ‖2
L2(Ω;H1(BR)) +(d−1)

∫

Ω×BR

|ϕ|2
|q| dqdx.

Note that
∫

Ω×BR

|ϕ|2
|q| dqdx≤

∫

Ω×B1

|ϕ|2
|q| dqdx+

∫

Ω×BR

|ϕ|2dqdx.

Application of the Hölder inequality and the imbedding H1(B1) →֒L6(B1) yields

∫

Ω×B1

|ϕ|2
|q| dqdx≤

∫

Ω

(∫

B1

|ϕ|6dq
)

1
3
(∫

B1

|q|− 3
2 dq

)
2
3

dx

≤C(d)

∫

Ω

‖ϕ‖2
L6(B1)

dx

≤C(d)‖ϕ‖2
L2(Ω;H1(B1))

.

Combining the above results, we can obtain (3.1).

From Lemma 3.1, we can see that the constant C is independent of R when R≥1.
Then an application of Lemma 3.1 yields the following trace theorem.

Lemma 3.2. Under the Assumptions (A1) and (A3), we have ∀ϕ∈Y β
b ,

lim
R→∞

Rδ

∫

Ω×∂BR

|ϕ|2
Mβ

dS(q)dx=0 ∀δ <b+2. (3.14)

Proof. Define ϕ̃ := |q| b
2
+1M− β

2 ϕ. Then
∫

Ω×D

|ϕ̃|2dqdx=

∫

Ω×D

|q|b+2 |ϕ|2
Mβ

dqdx≤
∫

Ω×D

(1+ |q|b+4)
|ϕ|2
Mβ

dqdx.

From (3.2), we have
∫

Ω×D

|∇qϕ̃|2dqdx=

∫

Ω×D

|∇q(|q|
b
2
+1 ϕ

M
β
2

)|2dqdx

=

∫

Ω×D

∣

∣

∣
∇q(|q|

b
2
+1M

β
2 )

ϕ

Mβ
+ |q| b

2
+1M

β
2 ∇q

ϕ

Mβ

∣

∣

∣

2

dqdx

≤C

∫

Ω×D

(

|q|b |ϕ|
2

Mβ
+ |q|b+4 |ϕ|2

Mβ
+ |q|b+2Mβ |∇q

ϕ

Mβ
|2

)

dqdx.

From the above two relations we conclude that ϕ̃∈L2(Ω;H1(D)) if ϕ∈Y β
b . Let R≥1.

Then Lemma 3.1 implies that

‖ϕ̃‖L2(Ω;L2(∂BR))≤C‖ϕ̃‖L2(Ω;H1(BR))≤C‖ϕ̃‖L2(Ω;H1(D))≤C‖ϕ‖Y β
b

,

where the constant C is independent of R. Moreover, we observe that

‖ϕ̃‖2
L2(Ω;L2(∂BR)) =

∫

Ω×∂BR

|q|b+2 |ϕ|2
Mβ

dS(q)dx.
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Hence, for any δ <b+2,

lim
R→∞

Rδ

∫

Ω×∂BR

|ϕ|2
Mβ

dS(q)dx=C lim
R→∞

1

Rb+2−δ
‖ϕ‖2

Y β
b

=0.

As a corollary to Lemma 3.2, we can easily show that (3.12) is also true for the

space Y β
b . The proof is given below.

Lemma 3.3. Under the Assumptions (A1) and (A3), we have ∀ϕ∈Y β
b ,

lim
R→∞

Rδ

∫

Ω×∂BR

|ϕ|dS(q)dx=0, ∀δ≥0. (3.15)

Proof. Let |Ω| be the volume of Ω. By the Hölder inequality, we have

Rδ

∫

Ω×∂BR

|ϕ|dS(q)dx≤Rδ

(∫

Ω×∂BR

|ϕ|2dS(q)dx

)
1
2
(∫

Ω×∂BR

dS(q)dx

)
1
2

≤(σ(d)|Ω|) 1
2

(∫

Ω×∂BR

Rd−1+2δ|ϕ|2dS(q)dx

)
1
2

.

From (3.1), (3.3), we observe that

Rd−1+2δ ≤Rd−1+2δZβ ≤CRZβe
β
2
|R|2 ≤CRM−β ,

where the constant C depends on β,d,δ. Thus, we obtain

Rδ

∫

Ω×∂BR

|ϕ|dS(q)dx≤C

(

R

∫

Ω×∂BR

|ϕ|2
Mβ

dS(q)dx

)
1
2

,

where C is dependent on β,d,δ,|Ω|. Therefore, the desired result follows immediately
from Lemma 3.2.

Recalling [2] and Lemma 3.1 in [1], we know that

K :=C∞(Ω̄;C∞
0 (D)) is dense in Z1

0 ,

K0 :=C∞
0 (Ω×D) is dense in Z1

0,0.

We can also show in a similar way that K is dense in Yb and K0 is dense in Yb,0. Next
we introduce the positive and negative parts of a function ϕ defined by

[ϕ]+ :=max{ϕ,0}, [ϕ]− :=min{ϕ,0}.

Lemma 3.4. Suppose Assumptions (A1) and (A3). If ϕ∈Y β
b , then

∇q

(

[ϕ]+
Mβ

)

=

{

∇q(
ϕ

Mβ ), if ϕ>0,
0, if ϕ≤0;

∇q

(

[ϕ]−
Mβ

)

=

{

∇q(
ϕ

Mβ ), if ϕ<0,
0, if ϕ≥0;

∇x

(

[ϕ]+
Mβ

)

=

{

∇x( ϕ
Mβ ), if ϕ>0,

0, if ϕ≤0;

∇x

(

[ϕ]−
Mβ

)

=

{

∇x( ϕ
Mβ ), if ϕ<0,

0, if ϕ≥0.
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Hence [ϕ]+,[ϕ]−∈Y β
b .

Proof. Suppose ϕ∈Y β
b . For ε>0, introduce

pε(s) :=

{

(s2 +ε2)
1
2 −ε if s≥0,

0 if s≤0.

Then by Lemma 7.5 in [12], we have, for any η∈C∞
0 (Ω×D),

∫

Ω×D

[ϕ]+
Mβ

∇qηdqdx=lim
ε→0

∫

Ω×D

pε

( ϕ

Mβ

)

∇qηdqdx

=− lim
ε→0

∫

ϕ>0

η
ϕ∇q

ϕ
Mβ

(ϕ2 +ε2M2β)
1
2

dqdx

=−
∫

ϕ>0

η∇q

( ϕ

Mβ

)

dqdx.

Therefore, the result is established for ∇q

(

[ϕ]+
Mβ

)

. The other results follow immedi-

ately.

Similar to the proof of Lemma 3.4, it follows that, if ϕ∈Zβ
b , then [ϕ]+,[ϕ]−∈Zβ

b .

3.3. Mollifiers. In the equations (2.3)–(2.4) we have used isotropic Friedrichs
mollifiers. It is not difficult to derive that Jx

α satisfies the following properties [2]:

‖Jx
αϕ‖L2(Ω) ≤ ‖ϕ‖L2(Ω), ∀ϕ∈L2(Ω), (3.16)

‖(I−Jx
α)ϕ‖L2(Ω)→0 as α→0, ∀ϕ∈L2(Ω), (3.17)

∫

Ω

(Jx
αϕ1)ϕ2dx =

∫

Ω

ϕ1(J
x
αϕ2)dx, ∀ϕ1,ϕ2∈L2(Ω), (3.18)

∂

∂xi
(Jx

αϕ) = Jx
α

(

∂ϕ

∂xi

)

, i=1→d, ∀ϕ∈H1
0 (Ω). (3.19)

Thus, Jx
α satisfies

‖Jx
αv‖H1(Ω)≤‖v‖H1(Ω), ∀v∈H1

0(Ω), (3.20)

‖Jx
αv‖W 1,∞(Ω)≤C(α)‖v‖L1(Ω), ∀v∈L1(Ω). (3.21)

Moreover, we introduce a mollifier, the Helmholtz-Stokes mollifier Sγ . This is
motivated by Barrett et al. [1], Barrett and Süli [2] and Foias et al. [11].

Let V′ be the dual of V, < ·,·> the duality between V′ and V, and ‖Sγ ·‖H1(Ω)

the norm on V ′. For given γ∈ (0,1] and v∈V′, let Sγv be a smoothing of v defined
as the unique solution of the Helmholtz-Stokes problem

∫

Ω

Sγv ·wdx+γ

∫

Ω

∇x(Sγv) :∇xwdx=<v,w>, ∀w∈V. (3.22)

From [1, 2, 13], we know that the Helmholtz-Stokes mollifier defined by (3.22) pos-
sesses the properties:

<v,Sγv>=

∫

Ω

[γ|∇x(Sγv)|2 + |Sγv|2]dx, ∀v∈V′, (3.23)

‖Sγv‖2
L2(Ω) +γ‖∇x[Sγv]‖2

L2(Ω)≤‖v‖2
L2(Ω), ∀v∈L2(Ω), (3.24)

‖Sγv‖2
H1(Ω)≤C‖v‖2

L2(Ω)≤C‖∇xv‖2
L2(Ω), ∀v∈V, (3.25)

‖(I−Sγ)v‖2
L2(Ω) +γ‖∇x(I−Sγ)v‖2

L2(Ω)≤γ‖∇xv‖2
L2(Ω), ∀v∈V. (3.26)
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The Friedrichs mollifiers and the Helmholtz-Stokes mollifier have different roles in
this paper. The former is to smooth some terms in the regularized Hookean dumbbell
model, while the latter is just a technique in our estimates.

3.4. Some auxiliary assertions. Now we firstly show the property of C(ϕ)

in Equation (2.3). Under the assumptions (A1) and (A3), we have ∀ϕ∈Xβ
b ,

∫

Ω

|C(ϕ)|2dx=

∫

Ω

d
∑

i,j=1

(∫

D

ϕqiqjdq

)2

dx

≤
∫

Ω





d
∑

i,j=1

∫

D

q2
i q2

j Mβdq





(∫

D

|ϕ|2
Mβ

dq

)

dx

≤
(∫

D

Mβ |q|4dq
)∫

Ω×D

|ϕ|2
Mβ

dqdx.

This together with (3.5) implies that

∫

Ω

|C(ϕ)|2dx≤C(β)

∫

Ω×D

|ϕ|2
Mβ

dqdx. (3.27)

We mention in particular that the constant C(β) in (3.27) depends on the parameter
β, and C(β) converges to infinity as β goes to zero. Next, we recall the Carlson
inequality from Theorem 3.6 in [3], which is a useful tool in our investigation of C(ϕ).

Lemma 3.5. Let η be a real-valued measurable function on R
d
+, and Ad ={{bi}d

1 : bi =
{0,1} for i=1,2,... ,d}. Then

∫

R
d
+

|η(x)|dx≤ (2π)
d
2

(

∏

Ad

∫

R
d
+

d
∏

1

x2bi
i η2(x)dx

)1/2d+1

. (3.28)

Note that (3.28) is also true in R
d, just by a translation of variables. For conve-

nience, we also recall the following lemmas from [30] and [5]:

Lemma 3.6. Let X0,X,X1 be Banach spaces such that X0⊂X ⊂X1, where the in-
jections are continuous and the Xi are reflexive, i=0,1, and the injection X0 →֒X is
compact. Let αi >1,i=0,1, then

{v∈Lα0(0,T ;X0),
∂v

∂t
∈Lα1(0,T ;X1)} →֒Lα0(0,T ;X) (3.29)

is compact.

Lemma 3.7. (Gagliardo-Nirenberg inequality) There exists a constant C :=C(Ω,r,d)
such that for all η∈H1

0 (Ω),

‖η‖Lr(Ω)≤C‖η‖1−γ
L2(Ω)‖∇η‖γ

L2(Ω), (3.30)

where r∈ [2,∞) if d=2, and r∈ [2,6] if d=3 and γ =d( 1
2 − 1

r ).
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4. The modified model and the Rothe method

To obtain the global weak solutions in Definition 2.1, we now build a modified
model.

It follows from (3.2) that (2.4) can be rewritten as

∂ψα,ε

∂t
+(uα,ε ·∇x)ψα,ε +∇q ·(∇x(Jx

αuα,ε)qψ)

=
1

2λ
∇q ·

(

Mβ∇q
ψα,ε

Mβ
+(1−β)qψα,ε

)

+ε∆xψα,ε in Ω×D×(0,T ], (4.1)

and then (2.4) is equivalent to

∂((1+ |q|b)ψα,ε)

∂t
+(uα,ε ·∇x)((1+ |q|b)ψα,ε)+(1+ |q|b)∇q ·(∇x(Jx

αuα,ε)qψ)

=
1

2λ
(1+ |q|b)∇q ·

(

Mβ∇q
ψα,ε

Mβ
+(1−β)qψα,ε

)

+ε∆x((1+ |q|b)ψα,ε),

in Ω×D×(0,T ]. (4.2)

If we add the term β
2 A(uα,ε)|q|2(1+ |q|b)ψα,ε

Mβ into the left-hand side of (4.2), then
we have a modification of (4.2), where A(v) :=‖∇x(Jx

αv)‖L∞(Ω) ∀v∈L1(Ω). Thus a
modified model is derived composed of (2.1)–(2.3) and this modified equation for
ψα,ε together with (2.8)–(2.11). Note that if β =0, this modified model is just the
regularized Hookean dumbbell model. The solution of this modified model depends
on four parameters α,β,ε,b. For brevity, we introduce the notation in this section:

û=uα,β,ε,b, ψ̂ =ψα,β,ε,b. (4.3)

The following result just gives the weak formulation of this modified model.

Proposition 4.1. Let assumptions (A1)–(A3) be fulfilled. Then for any given α,ε∈
(0,1], there exists (û,ψ̂) satisfying

û∈L∞(0,T ;L2(Ω))∩L2(0,T ;V)∩W 1, 4
d (0,T ;V′), (4.4)

ψ̂∈L2(0,T ;Zβ,+
b )∩L∞(0,T ;L2(Ω×D;(1+ |q|b)M−β)), (4.5)

Jx
αû∈L∞(0,T ;W1,∞(Ω)),C(ψ̂)∈L∞(0,T ;L2(Ω)), (4.6)

∫ T

0

<
∂û

∂t
,w>dt+

∫ T

0

∫

Ω

[

[(û ·∇x)û] ·w+ν∇xû :∇xw
]

dxdt

=−κω

∫ T

0

∫

Ω

C(ψ̂) :∇xwαdxdt, ∀w∈L
4

4−d (0,T ;V), (4.7)

−
∫ T

0

∫

Ω×D

(1+ |q|b) ψ̂

Mβ

∂ϕ

∂t
dqdxdt−

∫

Ω×D

(1+ |q|b)ψ0(·,·)
M

β
2

ϕ(·,·,0)dqdx

+

∫ T

0

∫

Ω×D

[

1

2λ
Mβ∇q

ψ̂

Mβ
− [∇x(Jx

αû)q]ψ̂+
1−β

2λ
qψ̂

]

·∇q((1+ |q|b) ϕ

Mβ
)dqdxdt+

β

2

∫ T

0

∫

Ω×D

A(û)|q|2(1+ |q|b) ψ̂

Mβ
ϕdqdxdt

+

∫ T

0

∫

Ω×D

(1+ |q|b)
[

ε∇xψ̂− ûψ̂
]

·∇x
ϕ

Mβ
dqdxdt=0, ∀ϕ∈Yβ

b , (4.8)

û(·,0)=u0(·), (4.9)
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where Yβ
b be the completion of C2

0 (−T,T ;Y β
b ) in the norm ‖·‖Yβ

b
defined by

‖ϕ‖Yβ
b

:=‖ϕ‖L1(0,T ;Y β
b ) +‖(1+ |q|b) 1

2 M
β
2 ∇x

ϕ

Mβ
‖

L
4

4−d (0,T ;L2(Ω×D))

+‖(1+ |q|b) 1
2 M

β
2 ∇q

ϕ

Mβ
‖L2(0,T ;L2(Ω×D)) +‖|q| b

2
−1 ϕ

M
β
2

‖L2(0,T ;L2(Ω×D))

+‖(1+ |q|b) 1
2 M− β

2
∂ϕ

∂t
‖L1(0,T ;L2(Ω×D)).

We will adapt the Rothe method to prove Proposition 4.1. The Rothe method
is frequently used to prove the solvability of evolution problems (see, e.g., [16, 26]).
Its principle consists in semidiscretization with respect to the time variable, and the
original problem is approximated by a sequence of Rothe approximation functions.
Now we proceed as follows.

4.1. Solvability of time-discretized problems. In order to solve the mod-
ified problem by the Rothe method, we subdivide the interval [0,T ] into N units of
length ∆t(T =N∆t). Set tn =n∆t,n=0,... ,N. For given α,ε∈ (0,1], b and β satisfy-

ing Assumption (A1) and (A3) respectively, we define the sequence of {ûn,ψ̂n}N
n=0 by

an implicit scheme as follows:

û0 =S∆tu0, ψ̂0 =
M

β
2

Gc
ψ0, (4.10)

∫

Ω

ûn− ûn−1

∆t
·wdx+

∫

Ω

[(ûn−1 ·∇x)ûn] ·wdx+ν

∫

Ω

∇xû
n :∇xwdx

=−κω

∫

Ω

C(ψ̂n) :∇x(wα)dx, ∀w∈V, (4.11)

∫

Ω×D

(1+ |q|b)Gc
ψ̂n− ψ̂n−1

∆t

ϕ

Mβ
dqdx

+
b

2

∫

Ω×D

|q|b
[

A(ûn)ψ̂n−A(ûn−1)ψ̂n−1
] ϕ

Mβ
dqdx

+

∫

Ω×D

[

Wc

2λ
Mβ∇q

ψ̂n

Mβ
+

1−β

2λ
qψ̂n− [∇x(Jx

αûn)q]ψ̂n

]

·∇q((1+ |q|b) ϕ

Mβ
)dqdx+

β

2

∫

Ω×D

A(ûn)|q|2(1+ |q|b) ψ̂nϕ

Mβ
dqdx

+

∫

Ω×D

(1+ |q|b)(ε∇xψ̂n− ûnψ̂n) ·∇x
ϕ

Mβ
dqdx=0, ∀ϕ∈Y β

b , (4.12)

where

Gc :=1+△t|q|4, Wc :=1+△t|q|2. (4.13)

Then from (4.10) and Assumption (A2) we know that û0∈V, ψ̂0≥0 a.e. in Ω×D.
Further, by using (3.4), (3.24) and (4.13) we have

∫

Ω

[

|û0|2 +∆t|∇xû
0|2

]

dx+

∫

Ω×D

[Gc(1+U)ψ̂0 +(1+ |q|b)Gc
|ψ̂0|2
Mβ

]dqdx

≤C. (4.14)
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In addition, ψ̂0 ⇀ψ0 in L2(Ω×D) as (△t,β)→ (0+,0+). Noticing that V is dense in
H, it follows from (3.26) that û0 ⇀u0 in H as △t→0+.
Remark 4.2. 1) (4.10)–(4.12) is just the time-discretized formulation of the modified
problem (in weak formulation). In this discretized formulation, we insert Gc, Wc and
the term

b

2

∫

Ω×D

|q|b
[

A(ûn)ψ̂n−A(ûn−1)ψ̂n−1
] ϕ

Mβ
dqdx

into (4.12). Our goal is to use trace results (3.14) and (3.15) to verify the coer-
civeness of a bilinear functional (4.18) below and derive a priori estimates for the
time-discretized functions.

2) This discretized formulation leads to a set of nonlinearly coupled elliptic bound-

ary value problems to determine (ûn,ψ̂n). The existence of these solutions is a con-
sequence of the Lax-Milgram theorem [12] and the Schauder fixed point theorem [12].

It is obvious that (4.11)–(4.12) can be rewritten in the variational forms:

b(ûn−1)(ûn,w)=

∫

Ω

[ûn−1 ·w−∆tκωC(ψ̂n) :∇x(wα)]dx, ∀w∈V, (4.15)

a(ûn)(ψ̂n,ϕ)=

∫

Ω×D

[

(1+ |q|b)Gc +△t
b

2
|q|bA(ûn−1)

]

ψ̂n−1ϕ

Mβ
dqdx, ∀ϕ∈Y β

b . (4.16)

Here,

b(ûn−1)(w1,w2) :=

∫

Ω

[w1 +∆t(ûn−1 ·∇x)w1] ·w2dx+∆tν

∫

Ω

∇xw1 :∇xw2dx ,

∀w1,w2∈V, (4.17)

a(v)(ϕ1,ϕ2) :=

∫

Ω×D

([

(1+ |q|b)(Gc +△t
β

2
A(v)|q|2)+△t

b

2
|q|bA(v)

]

ϕ1ϕ2

Mβ

+∆t

[

Wc

2λ
Mβ∇q

ϕ1

Mβ
+

1−β

2λ
qϕ1−∇x(vα)qϕ1

]

·∇q((1+ |q|b) ϕ2

Mβ
)

+∆t(1+ |q|b)[ε∇xϕ1−vϕ1] ·∇x
ϕ2

Mβ

)

dqdx,

∀ϕ1,ϕ2∈Y β
b ,∀v∈Yr, (4.18)

and for r>d,

Yr :=

{

v∈Lr(Ω) :

∫

Ω

vϕ1 ·∇xϕ2dx=−
∫

Ω

vϕ2 ·∇xϕ1dx,

∫

Ω

ϕ3∇x ·(vα)=0, ∀ϕ1,ϕ2∈H1(Ω),∀ϕ3∈L1(Ω)

}

. (4.19)

We can see that b(ûn−1)(·,·) is a continuous and coercive bilinear functional on
V×V by using the fact

∫

Ω

[(v ·∇x)w1] ·w2dx=−
∫

Ω

[(v ·∇x)w2] ·w1dx, ∀v∈V,∀w1,w2∈H1
0(Ω). (4.20)

Moreover, on noting (3.21), (3.7) and (4.19), we deduce from (4.18) that a(v)(·,·)
is a continuous bilinear functional on Y β

b ×Y β
b . In the following we will show that it
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is also coercive. By (3.7) and (4.19), we know that
∫

Ω×D

vϕ ·∇x
ϕ

Mβ
dqdx=0, ∀v∈Yr,∀ϕ∈Y β

b .

Thus,

a(v)(ϕ,ϕ)

=

∫

Ω×D

[

(1+ |q|b)Gc +△t
b

2
|q|bA(v)

] |ϕ|2
Mβ

dqdx

+∆t

∫

Ω×D

[

Wc

2λ
Mβ∇q

ϕ

Mβ
+

1−β

2λ
qϕ−∇x(vα)qϕ

]

·∇q((1+ |q|b) ϕ

Mβ
)dqdx

+ε∆t

∫

Ω×D

(1+ |q|b)Mβ |∇x
ϕ

Mβ
|2dqdx+

β

2
△t

∫

Ω×D

A(v)|q|2(1+ |q|b) |ϕ|
2

Mβ
dqdx,

∀v∈Yr,∀ϕ∈Y β
b . (4.21)

By using (3.2), (4.13) and Lemma 3.2, we treat the second part of the right-hand side
of (4.21) term by term as follows.

∫

Ω×D

qϕ ·∇q((1+ |q|b) ϕ

Mβ
)dqdx

= b

∫

Ω×D

|q|b |ϕ|
2

Mβ
dqdx+

1

2

∫

Ω×D

(1+ |q|b)qMβ ·∇q(
ϕ

Mβ
)2dqdx

=
b

2

∫

Ω×D

|q|b |ϕ|
2

Mβ
dqdx− d

2

∫

Ω×D

(1+ |q|b) |ϕ|
2

Mβ
dqdx+

β

2

∫

Ω×D

(1+ |q|b)|q|2 |ϕ|
2

Mβ
dqdx,

∆t

∫

Ω×D

[∇x(vα)qϕ] ·∇q((1+ |q|b) ϕ

Mβ
)dqdx

= b∆t

∫

Ω×D

[qT∇x(vα)q]|q|b−2 |ϕ|2
Mβ

dqdx+
∆t

2

∫

Ω×D

(1+ |q|b)[∇x(vα)qMβ ]

·∇q(
ϕ

Mβ
)2dqdx

=
b

2
∆t

∫

Ω×D

[qT∇x(vα)q]|q|b−2 |ϕ|2
Mβ

dqdx (4.22)

+
β

2
∆t

∫

Ω×D

(1+ |q|b)[qT∇x(vα)q]
|ϕ|2
Mβ

dqdx

≤ b

2
∆t

∫

Ω×D

A(v)|q|b |ϕ|
2

Mβ
dqdx+

β

2
∆t

∫

Ω×D

(1+ |q|b)|q|2A(v)
|ϕ|2
Mβ

dqdx, (4.23)

and
∫

Ω×D

WcM
β∇q

ϕ

Mβ
·∇q((1+ |q|b) ϕ

Mβ
)dqdx

=
b

2

∫

Ω×D

WcM
β |q|b−2∇q(

ϕ

Mβ
)2 ·qdqdx+

∫

Ω×D

WcM
β |∇q

ϕ

Mβ
|2(1+ |q|b)dqdx

=−b(b−2+d)

2

∫

Ω×D

Wc|q|b−2 |ϕ|2
Mβ

dqdx+

∫

Ω×D

WcM
β |∇q

ϕ

Mβ
|2(1+ |q|b)dqdx

−b△t

∫

Ω×D

|q|b |ϕ|
2

Mβ
dqdx+

bβ

2

∫

Ω×D

Wc|q|b
|ϕ|2
Mβ

dqdx.
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Utilization of the above relations in (4.21) yields

a(v)(ϕ,ϕ)

≥
∫

Ω×D

(

(1+ |q|b)Gc
|ϕ|2
Mβ

+△t(1+ |q|b)
(

Wc

2λ
Mβ |∇q

ϕ

Mβ
|2 +εMβ |∇x

ϕ

Mβ
|2

))

dqdx

+
b(1−β)

4λ
△t

∫

Ω×D

|q|b |ϕ|
2

Mβ
dqdx+

bβ△t

4λ

∫

Ω×D

Wc|q|b
|ϕ|2
Mβ

dqdx

+
β(1−β)

4λ
△t

∫

Ω×D

(1+ |q|b)|q|2 |ϕ|
2

Mβ
dqdx− d(1−β)

4λ
△t

∫

Ω×D

(1+ |q|b) |ϕ|
2

Mβ
dqdx

− b

2λ
(△t)2

∫

Ω×D

|q|b |ϕ|
2

Mβ
dqdx− b(b−2+d)

4λ
△t

∫

Ω×D

Wc|q|b−2 |ϕ|2
Mβ

dqdx,

∀v∈Yr,∀ϕ∈Y β
b .

Here the last term on the right-hand side of (4.21) is eliminated by the second term on

the right-hand side of (4.23). This is why we add the term β
2 A(uα,ε)|q|2(1+ |q|b)ψα,ε

Mβ

in the modified model; see (4.8). Here we can also see the remarkable role of the
parameter β.

Now let △t be bounded by a constant, say, △t≤1. Then

−d(1−β)

4λ
△t

∫

Ω×D

(1+ |q|b) |ϕ|
2

Mβ
dqdx− b

2λ
(△t)2

∫

Ω×D

|q|b |ϕ|
2

Mβ
dqdx

−b(b−2+d)

4λ
△t

∫

Ω×D

Wc|q|b−2 |ϕ|2
Mβ

dqdx

≥−2b(b−1+d)+d

4λ
△t

∫

Ω×D

Gc(1+ |q|b) |ϕ|
2

Mβ
dqdx.

Thus,

a(v)(ϕ,ϕ)≥ (1− 2b(b−1+d)+d

4λ
△t)

∫

Ω×D

(1+ |q|b)Gc
|ϕ|2
Mβ

dqdx

+△t

∫

Ω×D

(1+ |q|b)
(

Wc

2λ
Mβ |∇q

ϕ

Mβ
|2 +εMβ |∇x

ϕ

Mβ
|2

)

dqdx

+
b(1−β)

4λ
△t

∫

Ω×D

|q|b |ϕ|
2

Mβ
dqdx+

bβ△t

4λ

∫

Ω×D

Wc|q|b
|ϕ|2
Mβ

dqdx

+
β(1−β)

4λ
△t

∫

Ω×D

(1+ |q|b)|q|2 |ϕ|
2

Mβ
dqdx, ∀v∈Yr,∀ϕ∈Y β

b . (4.24)

Let △t<min(1, 4λ
2b(b−1+d)+d ). Then we can see from (4.24) that a(v)(·,·) is coercive

on Y β
b ×Y β

b .
Therefore, for given v̂∈Yr(r>d), by the Lax-Milgram theorem, we can uniquely

determine {φ̃,ṽ}∈Y β
b ×V by

a(v̂)(φ̃,ϕ)=

∫

Ω×D

[

(1+ |q|b)Gc +△t
b

2
|q|bA(ûn−1)

]

· ψ̂n−1ϕ

Mβ
dqdx,∀ϕ∈Y β

b , (4.25)

b(ûn−1)(ṽ,w)=

∫

Ω

[ûn−1 ·w−∆tκωC(φ̃) :∇x(wα)]dx, ∀w∈V. (4.26)



L.Y. ZHANG, H. ZHANG AND P.W. ZHANG 103

This completely defines the map G :Yr(r>d)→V⊂Yr, which takes v̂ to ṽ=G(v̂)
via (4.25)–(4.26). The following lemma gives the property of G.

Lemma 4.1. Let (ûn−1,ψ̂n−1)∈V×L2,+(Ω×D;(1+ |q|b)M−βGc). If △t is small
enough, then G has a fixed point in Yr,r∈ (d,6).

This can be proved by energy estimates and the Schauder fixed point theorem.
The proof is given in the Appendix for self-containedness.

By Lemma 4.1, there exists a solution (ûn,ψ̂n)∈V×Y β
b to (4.11)–(4.12). More-

over, from Lemma 3.4 and ψ̂n ∈Y β
b , we know that [ψ̂n]−∈Y β

b . It follows from (4.16),

(4.18) and ψ̂n−1∈L2,+(Ω×D;(1+ |q|b)M−βGc) that

a(ûn)([ψ̂n]−,[ψ̂n]−)=a(ûn)(ψ̂n,[ψ̂n]−)

=

∫

Ω×D

[

(1+ |q|b)Gc +△t
b

2
|q|bA(ûn−1)

]

ψ̂n−1[ψ̂n]−
Mβ

dqdx≤0.

Then, the coerciveness of a(ûn)(·,·) in Y β
b ×Y β

b yields that [ψ̂n]− =0. Thus, ψ̂n ∈Y β,+
b .

Therefore, when (ûn−1,ψ̂n−1)∈V×L2,+(Ω×D;(1+ |q|b)M−βGc), Lemma 4.1

implies the existence of a solution (ûn,ψ̂n)∈V×Y β,+
b to (4.11)–(4.12). Then starting

with n=0, this iterative procedure yields a sequence {ûn,ψ̂n}N
n=1 of (4.11)–(4.12)

that is well defined in V×Y β,+
b .

4.2. A priori estimates for the time-discretized problems. In this
subsection, we will devote ourselves to a series of a priori estimates independent of n
for the approximate functions ûn and ψ̂n. Now we firstly state a discrete Gronwall
inequality.

Lemma 4.2. Let {An},{Bn} be nonnegative sequences satisfying

An +Bn ≤ (1+C∆t)An−1, ∀n≥1.

Then we have

max
n=0→N

An +
N

∑

n=0

Bn ≤C.

Note that Mβ

1+|q|b
∈Y β

b , under the assumptions (A1) and (A3). Then by choosing

ϕ= Mβ

1+|q|b
in (4.16), we have

∫

Ω×D

Gc(ψ̂
n− ψ̂n−1)dqdx+

β

2
△t

∫

Ω×D

A(ûn)|q|2ψ̂ndqdx

+
b

2
△t

∫

Ω×D

|q|b
1+ |q|b

(

A(ûn)ψ̂n−A(ûn−1)ψ̂n−1
)

dqdx=0.

Summing up the above identity for all n and noticing (3.21) and (4.14), we have

max
n=0→N

[∫

Ω×D

Gcψ̂
ndqdx

]

+
b

2
max

n=0→N

[

△t

∫

Ω×D

|q|b
1+ |q|b A(ûn)ψ̂ndqdx

]

≤2

∫

Ω×D

Gcψ̂
0dqdx+b△tA(û0)

∫

Ω×D

|q|b
1+ |q|b ψ̂0dqdx≤C(α). (4.27)
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Note also that MβU
1+|q|b

∈Y β
b , under the assumptions (A1) and (A3). Similarly we choose

ϕ= MβU
1+|q|b

in (4.16). Then, on recalling (3.2) and (4.13), we find

∫

Ω×D

Gc(ψ̂
n− ψ̂n−1)Udqdx+△t

β

2

∫

Ω×D

A(ûn)|q|2ψ̂nUdqdx

+△t
b

2

∫

Ω×D

|q|b
1+ |q|b

(

A(ûn)ψ̂n−A(ûn−1)ψ̂n−1
)

Udqdx

+
1−β

2λ
∆t

∫

Ω×D

|q|2ψ̂ndqdx−△t

∫

Ω

C(ψ̂n) :∇x(Jx
αûn)dx

=
(△t)2

λ

∫

Ω×D

|q|2ψ̂ndqdx− β

2λ
△t

∫

Ω×D

Wc|q|2ψ̂ndqdx

+
d

2λ
△t

∫

Ω×D

Wcψ̂
ndqdx. (4.28)

Here, we have used Lemma 3.3, which is a crucial point in the above derivation. In
(4.15), we choose w= ûn ∈V and obtain, using (4.17) and (4.20),

∫

Ω

|ûn|2dx+

∫

Ω

|ûn− ûn−1|2dx+2ν∆t

∫

Ω

|∇xû
n|2dx

=

∫

Ω

|ûn−1|2dx−2κω∆t

∫

Ω

C(ψ̂n) :∇x(Jx
αûn)dx, (4.29)

where we have used the simple identity

2a(a−b)=a2 +(a−b)2−b2 ∀a,b∈R. (4.30)

Multiplying (4.28) by 2κω, then combining the resulting equation with (4.29), and
using (4.13), (4.27), we derive

∫

Ω

|ûn|2dx+

∫

Ω

|ûn− ûn−1|2dx+2ν∆t

∫

Ω

|∇xû
n|2dx

+2κω

∫

Ω×D

Gcψ̂
nUdqdx+βκω△t

∫

Ω×D

A(ûn)|q|2ψ̂nUdqdx

+
1−β

λ
κω∆t

∫

Ω×D

|q|2ψ̂ndqdx+
β

λ
κω△t

∫

Ω×D

Wc|q|2ψ̂ndqdx

+bκω△t

∫

Ω×D

|q|b
1+ |q|b A(ûn)ψ̂nUdqdx

≤
∫

Ω

|ûn−1|2dx+2κω

∫

Ω×D

Gcψ̂
n−1Udqdx

+bκω△t

∫

Ω×D

|q|b
1+ |q|b A(ûn−1)ψ̂n−1Udqdx+C(α)△t.
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Summing the above estimate over all n, and using (3.21), (4.10) and (4.14) yields

max
n=0→N

∫

Ω

|ûn|2dx+

N
∑

n=1

∫

Ω

|ûn− ûn−1|2dx+2ν

N
∑

n=0

∆t

∫

Ω

|∇xû
n|2dx

+2κω max
n=0→N

∫

Ω×D

Gcψ̂
nUdqdx+βκω

N
∑

n=1

△t

∫

Ω×D

A(ûn)|q|2ψ̂nUdqdx

+
1−β

λ
κω

N
∑

n=1

∆t

∫

Ω×D

|q|2ψ̂ndqdx+
β

λ
κω

N
∑

n=1

△t

∫

Ω×D

Wc|q|2ψ̂ndqdx

+bκω max
n=0→N

△t

∫

Ω×D

|q|b
1+ |q|b A(ûn)ψ̂nUdqdx≤C(α). (4.31)

If we choose ϕ= ψ̂n ∈Y β
b in (4.16), then from (4.24) and (4.30) we get

(1− 2b(b−1+d)+d

2λ
△t)

∫

Ω×D

(1+ |q|b)Gc
|ψ̂n|2
Mβ

dqdx

+2△t

∫

Ω×D

(1+ |q|b)
(

Wc

2λ
Mβ |∇q

ψ̂n

Mβ
|2 +εMβ |∇x

ψ̂n

Mβ
|2

)

dqdx

+
β(1−β)

2λ
△t

∫

Ω×D

(1+ |q|b)|q|2 |ψ̂
n|2

Mβ
dqdx+

bβ△t

2λ

∫

Ω×D

Wc|q|b
|ψ̂n|2
Mβ

dqdx

+
b(1−β)

2λ
△t

∫

Ω×D

|q|b |ψ̂
n|2

Mβ
dqdx+

∫

Ω×D

(1+ |q|b)Gc
|ψ̂n− ψ̂n−1|2

Mβ
dqdx

≤
∫

Ω×D

(1+ |q|b)Gc
|ψ̂n−1|2

Mβ
dqdx+∆t

b

2

∫

Ω×D

|q|bA(ûn−1)
ψ̂n−1ψ̂n

Mβ
dqdx.

Moreover, by using the Hölder inequality, we have from (3.21), (4.31) and (4.13) that

∆t
b

2

∫

Ω×D

|q|bA(ûn−1)
ψ̂n−1ψ̂n

Mβ
dqdx

≤ bλ(A(ûn−1))2△t

∫

Ω×D

|q|b |ψ̂
n−1|2
Mβ

dqdx+
b

16λ
∆t

∫

Ω×D

|q|b |ψ̂
n|2

Mβ
dqdx

≤C(α)△t

∫

Ω×D

(1+ |q|b)Gc
|ψ̂n−1|2

Mβ
dqdx+

b

16λ
∆t

∫

Ω×D

|q|b |ψ̂
n|2

Mβ
dqdx. (4.32)

Let △t<min(1, λ
2b(b−1+d)+d ). Then

1<
1

1− 2b(b−1+d)+d
2λ △t

≤1+
2b(b−1+d)+d

λ
△t.
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Thus the above three relations yield
∫

Ω×D

(1+ |q|b)Gc
|ψ̂n|2
Mβ

dqdx+

∫

Ω×D

(1+ |q|b)Gc
|ψ̂n− ψ̂n−1|2

Mβ
dqdx

+2△t

∫

Ω×D

(1+ |q|b)
(

Wc

2λ
Mβ |∇q

ψ̂n

Mβ
|2 +εMβ |∇x

ψ̂n

Mβ
|2

)

dqdx

+
b(1−2β)

4λ
△t

∫

Ω×D

|q|b |ψ̂
n|2

Mβ
dqdx+

bβ△t

2λ

∫

Ω×D

Wc|q|b
|ψ̂n|2
Mβ

dqdx

+
β(1−β)

2λ
△t

∫

Ω×D

(1+ |q|b)|q|2 |ψ̂
n|2

Mβ
dqdx

≤ (1+C(α)△t)

∫

Ω×D

(1+ |q|b)Gc
|ψ̂n−1|2

Mβ
dqdx.

Adding up the above estimate for all n, using Lemma 4.2 and noticing also (4.10) and
(4.14), we find

max
n=0→N

[

∫

Ω×D

(1+ |q|b)Gc
|ψ̂n|2
Mβ

dqdx

]

+

N
∑

n=1

∫

Ω×D

(1+ |q|b)Gc
|ψ̂n− ψ̂n−1|2

Mβ
dqdx

+2
N

∑

n=1

△t

∫

Ω×D

(1+ |q|b)
(

Wc

2λ
Mβ |∇q

ψ̂n

Mβ
|2 +εMβ |∇x

ψ̂n

Mβ
|2

)

dqdx

+
b(1−2β)

4λ

N
∑

n=1

△t

∫

Ω×D

|q|b |ψ̂
n|2

Mβ
dqdx+

bβ

2λ

N
∑

n=1

△t

∫

Ω×D

Wc|q|b
|ψ̂n|2
Mβ

dqdx

+
β(1−β)

2λ

N
∑

n=0

△t

∫

Ω×D

(1+ |q|b)|q|2 |ψ̂
n|2

Mβ
dqdx≤C(α,T ). (4.33)

Next we turn to estimating C(ψ̂n) in view of the Carlson inequality (3.28). Ob-
serving (2.5) and (3.28) together with the Hölder inequality implies that

∫

Ω

|C(ψ̂n)|2dx≤
∫

Ω

∣

∣

∣

∣

∫

D

|q|2ψ̂ndq

∣

∣

∣

∣

2

dx

≤πd

∫

Ω

(

∏

Ad

∫

D

∏

i

q2bi
i |q|4|ψ̂n|2dq

)
1

2d

dx

≤πd

∫

Ω

∏

Ad

(∫

D

|q|4+2
Pd

i=1
bi |ψ̂n|2dq

)
1

2d

dx

≤πd
∏

Ad

(∫

Ω×D

|q|4+2
Pd

i=1
bi |ψ̂n|2dqdx

)
1

2d

.

This shows that when d=2,

∫

Ω

|C(ψ̂n)|2dx≤π2

(∫

Ω×D

|q|4|ψ̂n|2dqdx

)
1
4
(∫

Ω×D

|q|6|ψ̂n|2dqdx

)
1
2

·
(∫

Ω×D

|q|8|ψ̂n|2dqdx

)
1
4

, (4.34)
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and when d=3,

∫

Ω

|C(ψ̂n)|2dx≤π3

(∫

Ω×D

|q|4|ψ̂n|2dqdx

)
1
8
(∫

Ω×D

|q|6|ψ̂n|2dqdx

)
3
8

·
(∫

Ω×D

|q|8|ψ̂n|2dqdx

)
3
8
(∫

Ω×D

|q|10|ψ̂n|2dqdx

)
1
8

. (4.35)

Therefore, using (4.34)–(4.35) with Assumption (A1) and (4.33), we have

max
n=0→N

[∫

Ω

|C(ψ̂n)|2dx
]

≤C(α,T ). (4.36)

In the following we come to estimate the time difference of ûn. Our main method
is based on the Gagliardo-Nirenberg inequality and the Helmholtz-Stokes mollifiers.
For given ǫ>0, by using Young’s inequality with ǫ and (3.20) and (4.20), we have for
(4.15) ∀w∈V,

∫

Ω

ûn− ûn−1

∆t
·wdx=

∫

Ω

[(ûn−1 ·∇x)w] · ûndx−ν

∫

Ω

∇xû
n :∇xwdx

−κω

∫

Ω

C(ψ̂n) :∇x(wα)dx

≤C

∫

Ω

(|ûn−1|2|ûn|2 + |∇xû
n|2 + |C(ψ̂n)|2)dx+ǫ

∫

Ω

|∇xw|2dx.

(4.37)

Application of the Gagliardo-Nirenberg inequaliy (3.30) yields

∫

Ω

|ûn−1|2|ûn|2dx≤
(∫

Ω

|ûn−1|4dx
)

1
2
(∫

Ω

|ûn|4dx
)

1
2

≤
n

∑

m=n−1

∫

Ω

|ûm|4dx

≤C

n
∑

m=n−1

[

(∫

Ω

|ûm|2dx
)2− d

2
(∫

Ω

|∇xû
m|2dx

)
d
2

]

.

This and (4.37) imply

[∫

Ω

ûn− ûn−1

△t
·wdx−ǫ

∫

Ω

|∇xw|2dx
]

2
d

≤C

n
∑

m=n−1

(∫

Ω

|ûm|2dx
)

4
d−1∫

Ω

|∇xû
m|2dx

+C

[∫

Ω

|∇xû
n|2dx

]
2
d

+

[∫

Ω

|C(ψ̂n)|2dx
]

2
d

.

By using (4.36) and (4.31), we furthermore have

[∫

Ω

ûn− ûn−1

△t
·wdx−ǫ

∫

Ω

|∇xw|2dx
]

2
d

≤C(α)

n
∑

m=n−1

∫

Ω

|∇xû
m|2dx+C

[∫

Ω

|∇xû
n|2dx

]
2
d

+C(α,T ).
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Summing the above estimate over all n and noticing (4.31) yield

N
∑

n=1

△t

[∫

Ω

ûn− ûn−1

△t
·wdx−ǫ

∫

Ω

|∇xw|2dx
]

2
d

≤C(α)

N
∑

n=1

n
∑

m=n−1

△t

∫

Ω

|∇xû
m|2dx+C

[

N
∑

n=1

△t

∫

Ω

|∇xû
n|2dx

]

2
d

+C(α,T )

≤C(α,T ).

If we choose w=Sγ

(

ûn−ûn−1

△t

)

∈V in (4.15), then by the above relation, we have

N
∑

n=1

△t

[

∫

Ω

ûn− ûn−1

△t
·Sγ

(

ûn− ûn−1

△t

)

dx

−ǫ

∫

Ω

∣

∣

∣

∣

∇xSγ

(

ûn− ûn−1

△t

)∣

∣

∣

∣

2

dx

]
2
d

≤C(α,T ).

With the choice of ǫ< γ
2 , by the above relation and (3.23) we finally conclude that

N
∑

n=1

△t

∥

∥

∥

∥

Sγ

(

ûn− ûn−1

△t

)∥

∥

∥

∥

4
d

H1(Ω)

≤C(α,T ). (4.38)

Remark 4.3. As in the first item of Remark 4.2, there are some techniques in
constructing the time-discretized problem (4.10)–(4.12) which are different from that
in [2]. Thus the difficulties are different in deriving a priori estimates for un,ψn.
Especially, in our estimate derivations, we can easily tackle the term on the left-hand
side of (4.32) and obtain estimates of ψ̂n (see (4.33)), while in the corresponding
derivations in [2], the authors had to use the boundedness condition from D and then
failed to deal with the Hookean dumbbell model.

4.3. Rothe functions and a priori estimates. We can now define Rothe
functions obtained from ûn by piecewise constant and piecewise linear interpolation
with respect to time t, respectively. Let

û△t,+(·,t) := ûn(·), û△t,−(·,t) := ûn−1(·), t∈ (tn−1,tn], n≥1, (4.39)

and

û△t(·,t) :=
t− tn−1

△t
ûn(·)+

tn− t

△t
ûn−1(·), t∈ [tn−1,tn], n≥1. (4.40)

Then

û△t− û△t,± =(t− t±n )
∂û△t

∂t
, t∈ (tn−1,tn], n≥1, (4.41)

where t+n := tn and t−n := tn−1. For brevity, we will sometimes use the notation

û△t(,±)(·,t) to mean û△t, û△t,+ or û△t,−. We also define ψ̂△t(,±)(·,·,t) for {ψ̂n}N
n=0

in an analogous way. These Rothe functions are intended to be approximations of the
solution to the modified model in some suitable function spaces.
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Now piecewise constant interpolation of (4.11)–(4.12) over [0,T ] yields

∫ T

0

<
∂û∆t

∂t
,w>dt+

∫ T

0

∫

Ω

[

[(û∆t,− ·∇x)û∆t,+] ·w+ν∇xû
∆t,+ :∇xw

]

dxdt

=−κω

∫ T

0

∫

Ω

C(ψ̂∆t,+) :∇xwαdxdt, ∀w∈L
4

4−d (0,T ;V), (4.42)

∫ T

0

∫

Ω×D

(1+ |q|b)Gc
ψ̂∆t,+− ψ̂∆t,−

∆t

ϕ

Mβ
dqdxdt

+
b

2

∫ T

0

∫

Ω×D

|q|b
[

A(û∆t,+)ψ̂∆t,+−A(û∆t,−)ψ̂∆t,−
] ϕ

Mβ
dqdxdt

+

∫ T

0

∫

Ω×D

[

Wc

2λ
Mβ∇q

ψ̂∆t,+

Mβ
+

1−β

2λ
qψ̂∆t,+− [∇x(Jx

αû∆t,+)q]ψ̂∆t,+

]

·∇q((1+ |q|b) ϕ

Mβ
)dqdxdt+

β

2

∫ T

0

∫

Ω×D

‖∇x(Jx
αû∆t,+)‖∞|q|2(1+ |q|b)

· ψ̂
∆t,+ϕ

Mβ
dqdxdt+

∫ T

0

∫

Ω×D

(1+ |q|b)

·(ε∇xψ̂∆t,+− û∆t,+ψ̂∆t,+) ·∇x
ϕ

Mβ
dqdxdt=0, ∀ϕ∈L2(0,T ;Y β

b ).

(4.43)

Moreover, (4.31), (4.33), (4.36) and (4.38) imply the following obvious estimates for

the Rothe functions û∆t(,±) and ψ̂∆t(,±).

sup
t∈(0,T )

[∫

Ω

|û∆t(,±)|2dx
]

+

∫ T

0

∫

Ω

|û∆t,+− û∆t,−|2
∆t

dxdt

+2ν

∫ T

0

∫

Ω

|∇xû
∆t(,±)|2dxdt≤C(α), (4.44)

sup
t∈(0,T )

[

∫

Ω×D

(1+ |q|b)Gc
|ψ̂△t(,±)|2

Mβ
dqdx

]

+

∫ T

0

∫

Ω×D

(1+ |q|b) Gc

Mβ

|ψ̂△t,+− ψ̂△t,−|2
△t

dqdxdt

+

∫ T

0

∫

Ω×D

(1+ |q|b)
(

Wc

λ
Mβ |∇q

ψ̂△t,+

Mβ
|2 +2εMβ |∇x

ψ̂△t,+

Mβ
|2

)

dqdxdt

+
β(1−β)

2λ

∫ T

0

∫

Ω×D

(1+ |q|b)|q|2 |ψ̂
△t(,±)|2
Mβ

dqdxdt+ sup
t∈(0,T )

[∫

Ω

|C(ψ̂△t(,±))|2dx
]

+

∫ T

0

∥

∥

∥

∥

Sγ

(

∂û∆t

∂t

)∥

∥

∥

∥

4
d

H1(Ω)

dt≤C(α,T ). (4.45)

4.4. The proof of Proposition 4.1. After obtaining a priori estimates for
the sequences of the Rothe functions, we propose to establish the convergence of the
Rothe functions and then conclude this subsection with the proof of Proposition 4.1.
For convenience, here and below, we will identify {û△t,ψ̂△t}△t with its subsequence
and we shall not state it any further.
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Lemma 4.3. Suppose assumptions (A1)-(A3). Then, for given α,ε∈
(0,1] there exist û∈L∞(0,T ;L2(Ω))∩L2(0,T ;V)∩W 1, 4

d (0,T ;V′), ψ̂∈L2(0,T ;Zβ,+
b )

∩L∞(0,T ;L2(Ω×D;(1+ |q|b)M−β)), and a subsequence of the Rothe functions
{û△t,ψ̂△t}△t satisfying

(1+ |q|b) 1
2
ψ̂△t(,±)

M
β
2

∗
⇀ (1+ |q|b) 1

2
ψ̂

M
β
2

in L∞(0,T ;L2(Ω×D)), (4.46)

β(1+ |q|b) 1
2 q

ψ̂△t,+

M
β
2

⇀β(1+ |q|b) 1
2 q

ψ̂

M
β
2

in L2(0,T ;L2(Ω×D)), (4.47)

ε(1+ |q|b) 1
2 M

β
2 ∇x

(

ψ̂△t,+

Mβ

)

⇀ε(1+ |q|b) 1
2 M

β
2 ∇x

(

ψ̂

Mβ

)

in L2(0,T ;L2(Ω×D)), (4.48)

(1+ |q|b) 1
2 W

1
2

c M
β
2 ∇q

(

ψ̂△t,+

Mβ

)

⇀ (1+ |q|b) 1
2 W

1
2

c M
β
2 ∇q

(

ψ̂

Mβ

)

in L2(0,T ;L2(Ω×D)), (4.49)

C(ψ̂∆t(,±))
∗
⇀C(ψ̂) in L∞(0,T ;L2(Ω)), (4.50)

and

û△t(,±) ∗
⇀ û in L∞(0,T ;L2(Ω)), (4.51)

û△t(,±) ⇀ û in L2(0,T ;V), (4.52)

Sγ
∂û△t

∂t
⇀Sγ

∂û

∂t
in L

4
d (0,T ;V), (4.53)

û△t(,±)→ û in L2(0,T ;Lr(Ω)), (4.54)

Jx
αû△t(,±)→Jx

αû in L2(0,T ;W1,∞(Ω)), (4.55)

Jx
αû△t(,±) ∗

⇀Jx
αû in L∞(0,T ;W1,∞(Ω)), (4.56)

as △t→0+, where r∈ [1,∞) if d=2 and r∈ [1,6) if d=3.

The proof of this lemma is in Appendix A. Moreover, it follows immediately from
(4.44)–(4.45) and Lemma 4.3 that

Corollary 4.4. The limit function (û,ψ̂) satisfies

sup
t∈(0,T )

[

∫

Ω×D

(1+ |q|b) |ψ̂|
2

Mβ
dqdx

]

+ sup
t∈(0,T )

[∫

Ω

|C(ψ̂)|2dx
]

+

∫ T

0

∫

Ω×D

(1+ |q|b)
(

1

λ
Mβ |∇q

ψ̂

Mβ
|2 +2εMβ |∇x

ψ̂

Mβ
|2

)

dqdxdt

+
β(1−β)

2λ

∫ T

0

∫

Ω×D

(1+ |q|b)|q|2 |ψ̂|
2

Mβ
dqdxdt+

∫ T

0

∥

∥

∥

∥

Sγ

(

∂û

∂t

)∥

∥

∥

∥

4
d

H1(Ω)

dt

≤C(α,T ), (4.57)

sup
t∈(0,T )

[∫

Ω

|û|2dx
]

+2ν

∫ T

0

∫

Ω

|∇xû|2dxdt≤C(α). (4.58)
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Proof of Proposition 4.1. In fact, it only remains to prove that the limit
function (û,ψ̂) in Lemma 4.3 satisfies (4.7)–(4.9). Now we first verify (4.7).

From (4.53), we have

∫ T

0

∫

Ω

w ·Sγ
∂û∆t

∂t
dxdt+γ

∫ T

0

∫

Ω

∇xw ·∇xSγ
∂û∆t

∂t
dxdt

→
∫ T

0

∫

Ω

w ·Sγ
∂û

∂t
dxdt+γ

∫ T

0

∫

Ω

∇xw ·∇xSγ
∂û

∂t
dxdt, ∀w∈L

4
4−d (0,T ;V),

as ∆t→0+. Then, by (3.22), this implies

lim
△t→0+

∫ T

0

<
∂û∆t

∂t
,w>dt=

∫ T

0

<
∂û

∂t
,w>dt, ∀w∈L

4
4−d (0,T ;V). (4.59)

To get (4.7), another key point is to prove for any w∈L
4

4−d (0,T ;V),

lim
△t→0+

∫ T

0

∫

Ω

[(û∆t,− ·∇x)û∆t,+] ·wdxdt=

∫ T

0

∫

Ω

[(û ·∇x)û] ·wdxdt. (4.60)

For any fixed w̃∈L
4

4−d (0,T ;V) and any fixed w∈L
4

4−d (0,T ;V), we have

∫ T

0

∫

Ω

[(û∆t,− ·∇x)û∆t,+] ·wdxdt−
∫ T

0

∫

Ω

(û ·∇x)û ·wdxdt

=

∫ T

0

∫

Ω

[(û∆t,− ·∇x)û∆t,+] ·(w−w̃)dxdt+

∫ T

0

∫

Ω

[(û ·∇x)û] ·(w̃−w)dxdt

+

∫ T

0

∫

Ω

[((û∆t,−− û) ·∇x)û∆t,+] ·w̃dxdt

+

∫ T

0

∫

Ω

[(û ·∇x)(û∆t,+− û)] ·w̃dxdt. (4.61)

Noting that û∆t(,±)∈L∞(0,T ;L2(Ω))∩L2(0,T ;V), we then deduce that

‖û∆t(,±)‖
L

2
γ (0,T ;Lr(Ω))

≤C (4.62)

for γ =d(1
2 − 1

r ),r∈ [2,∞) if d=2 and r∈ [2,6] if d=3. Thus by (4.20) and (4.62), we
derive

∣

∣

∣

∣

∣

∫ T

0

∫

Ω

[(û∆t,− ·∇x)û∆t,+] ·(w−w̃)dxdt

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∫ T

0

∫

Ω

[(û∆t,− ·∇x)(w−w̃)] · û∆t,+dxdt

∣

∣

∣

∣

∣

≤C‖û∆t,−‖
L

8
d (0,T ;L4(Ω))

‖û∆t,+‖
L

8
d (0,T ;L4(Ω))

‖w−w̃‖
L

4
4−d (0,T ;V )

≤C‖w−w̃‖
L

4
4−d (0,T ;V )

.
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Analogously, we have

∣

∣

∣

∣

∣

∫ T

0

∫

Ω

[(û ·∇xû] ·(w̃−w)dxdt

∣

∣

∣

∣

∣

≤C‖w−w̃‖
L

4
4−d (0,T ;V )

,

∣

∣

∣

∣

∣

∫ T

0

∫

Ω

[((û∆t,−− û) ·∇x)û∆t,+] ·w̃dxdt

∣

∣

∣

∣

∣

≤C‖û∆t,−− û‖L2(0,T ;L2(Ω)),

∣

∣

∣

∣

∣

∫ T

0

∫

Ω

[(û ·∇x)(û∆t,+− û)] ·w̃dxdt

∣

∣

∣

∣

∣

≤C‖û∆t,−− û‖L2(0,T ;L2(Ω)).

By using these four relations, we can obtain (4.60) from (4.61) on noting (4.54) and
the denseness of V in V.

Therefore, by limit ∆t→0+ in (4.42), we have that (û,ψ̂) satisfies (4.7) in virtue of
(3.20), (4.50), (4.52), (4.59)–(4.60). Moreover, (4.9) follows immediately from (4.10)
and (4.13).

Next, we will verify (4.8) through (4.43). Since we do not have estimates for time

derivative of ψ△t
α,β,ε, we have to transfer this derivative to the test function so that we

can pass to the limit △t→0+ in (4.43). For simplicity, we will study (4.43) with the

smooth test function ϕ∈C2
0 (−T,T ;Y β

b ).

We now treat the first term of the left side of (4.43). It splits into two parts:

∫ T

0

∫

Ω×D

(1+ |q|b)Gc
ψ̂∆t,+− ψ̂∆t,−

∆t

ϕ

Mβ
dqdxdt

=

∫ T

0

∫

Ω×D

(1+ |q|b)Gc
ψ̂∆t,−(x,q,t)

Mβ

ϕ(x,q,t−△t)−ϕ(x,q,t)

∆t
dqdxdt

+

∫ T

0

∫

Ω×D

(1+ |q|b)Gc
ψ̂∆t,+(x,q,t)ϕ(x,q,t)− ψ̂∆t,−(x,q,t)ϕ(x,q,t−△t)

Mβ∆t
dqdxdt.

(4.63)

The second term of the right-hand side of (4.63) is equal to

∫ tN

tN−1

∫

Ω×D

(1+ |q|b)Gc
ψ̂N (x,q)ϕ(x,q,t)

Mβ∆t
dqdxdt

−
∫ t0

t−1

∫

Ω×D

(1+ |q|b)Gc
ψ̂0(x,q)ϕ(x,q,t)

Mβ∆t
dqdxdt.

Then for ϕ∈C2
0 (−T,T ;Y β

b ), we see that

∫ T

0

∫

Ω×D

(1+ |q|b)Gc
ψ̂∆t,+(x,q,t)ϕ(x,q,t)− ψ̂∆t,−(x,q,t)ϕ(x,q,t−△t)

Mβ∆t
dqdxdt

=−
∫ t0

t−1

∫

Ω×D

(1+ |q|b)Gc
ψ̂0(x,q)ϕ(x,q,t)

Mβ∆t
dqdxdt

=−
∫

Ω×D

(1+ |q|b)Gc
ψ̂0(x,q)

Mβ

(

1

∆t

∫ △t

0

ϕ(x,q,t−△t)dt

)

dqdx.
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Further, on recalling the Newton-Leibniz formula, we know that

‖(ϕ(x,q,t−△t)−ϕ(x,q,0))/△t‖L2(Ω×D;(1+|q|b)M−β)

=‖△t−1

∫ t−△t

0

∂ϕ(x,q,τ)

∂τ
dτ‖L2(Ω×D;(1+|q|b)M−β)

≤ max
[−T,T ]

‖∂ϕ(x,q,t)

∂t
‖L2(Ω×D;(1+|q|b)GcM−β).

Thus, application of Lebesgue’s dominated convergence theorem and (4.14) yields

∣

∣

∣

∣

∣

−
∫

Ω×D

(1+ |q|b)Gc
ψ̂0(x,q)

Mβ

(

1

∆t

∫ △t

0

ϕ(x,q,t−△t)dt

)

dqdx

+

∫

Ω×D

(1+ |q|b)Gc
ψ̂0(x,q)

Mβ
ϕ(x,q,0)dqdxdt

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∫

Ω×D

(1+ |q|b)Gc
ψ̂0(x,q)

Mβ

(

1

∆t

∫ △t

0

(ϕ(x,q,t−△t)−ϕ(x,q,0))dt

)

dqdx

∣

∣

∣

∣

∣

≤C

(

∂ϕ

∂t

)

△t‖(1+ |q|b)Gc
|ψ̂0(x,q)|2

Mβ
‖

1
2

L1(Ω×D)→0 as △t→0+,

which implies that for any given ϕ∈C2
0 (−T,T ;Y β

b ),

lim
∆t→0+

∫

Ω×D

(1+ |q|b)Gc
ψ̂0(x,q)

Mβ

(

1

∆t

∫ △t

0

ϕ(x,q,t−△t)dt

)

dqdx

=

∫

Ω×D

(1+ |q|b)ψ0(x,q)

M
β
2

ϕ(x,q,0)dqdx. (4.64)

Similarly, we can apply Lebesgue’s dominated convergence theorem to the first part
of the right-hand side of (4.63). Thus, it follows from (4.46) that

lim
△t→0+

∫ T

0

∫

Ω×D

(1+ |q|b)Gc
ψ̂∆t,−(x,q,t)

Mβ

ϕ(x,q,t−△t)−ϕ(x,q,t)

∆t
dqdxdt

=−
∫ T

0

∫

Ω×D

(1+ |q|b) ψ̂

Mβ

∂ϕ

∂t
dqdxdt. (4.65)

Therefore, gathering (4.63)–(4.65) together, we obtain for any given ϕ∈
C2

0 (−T,T ;Y β
b ),

lim
△t→0+

∫ T

0

∫

Ω×D

(1+ |q|b)Gc
ψ̂∆t,+− ψ̂∆t,−

∆t

ϕ

Mβ
dqdxdt

=−
∫ T

0

∫

Ω×D

(1+ |q|b) ψ̂

Mβ

∂ϕ

∂t
dqdxdt−

∫

Ω×D

(1+ |q|b)ψ0(x,q)

M
β
2

ϕ(x,q,0)dqdx.

(4.66)
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Similarly to (4.63)–(4.66), it follows from (3.21), (4.14), (4.44) and (4.45) that

lim
△t→0+

∫ T

0

∫

Ω×D

|q|b
[

A(û∆t,+)ψ̂∆t,+−A(û∆t,−)ψ̂∆t,−
] ϕ

Mβ
dqdxdt

= lim
△t→0+

∫ T

0

∫

Ω×D

|q|b A(û∆t,−)ψ̂∆t,−

Mβ
[ϕ(x,q,t−△t)−ϕ(x,q,t)]dqdxdt

− lim
△t→0+

∫

Ω×D

|q|b A(û0)ψ̂0

Mβ

(

∫ △t

0

ϕ(x,q,t−△t)dt

)

dqdx

=− lim
△t→0+

△t

∫ T

0

∫

Ω×D

|q|b A(û∆t,−)ψ̂∆t,−

Mβ

∂ϕ(x,q,t)

∂t
dqdxdt

− lim
△t→0+

△tA(û0)

∫

Ω×D

|q|b ψ̂0

Mβ
ϕ(x,q,0)dqdx

=0. (4.67)

From (4.13), (4.66)–(4.67) and Lemma 4.3 we can verify that (û,ψ̂) satisfies (4.8)

for any ϕ∈C2
0 (−T,T ;Y β

b ) when we pass to the limit △t→0+ in (4.43). Thus, (4.8)

can be verified to be true for ϕ∈ Yβ
b by using (3.21), (4.62) and Assumption (A2) and

the denseness of C2
0 (−T,T ;Y β

b ) in Yβ
b . This completes the proof of Proposition 4.1.

5. The proofs of main results

In this section we will show the proofs of our main results given in Section 2. The
proof of Theorem 2.1 is divided into the following two lemmas.

Lemma 5.1. Let assumptions (A1)–(A2) be fulfilled and α,ε∈ (0,1]. Then there

exist uα,ε,b ∈L∞(0,T ;L2(Ω))∩L2(0,T ;V)∩W 1, 4
d (0,T ;V′), ψα,ε,b ∈L2(0,T ;X+

b )∩
L∞(0,T ;L2(Ω×D;1+ |q|b)) and a subsequence {uα,β,ε,b,ψα,β,ε,b}β satisfying

(1+ |q|b) 1
2
ψα,β,ε,b

M
β
2

∗
⇀ (1+ |q|b) 1

2 ψα,ε,b in L∞(0,T ;L2(Ω×D)), (5.1)

βq(1+ |q|b) 1
2
ψα,β,ε,b

M
β
2

⇀0 in L2(0,T ;L2(Ω×D)), (5.2)

ε(1+ |q|b) 1
2 M

β
2 ∇x

(

ψα,β,ε,b

Mβ

)

⇀ε(1+ |q|b) 1
2∇xψα,ε,b in L2(0,T ;L2(Ω×D)), (5.3)

(1+ |q|b) 1
2 M

β
2 ∇q

(

ψα,β,ε,b

Mβ

)

⇀ (1+ |q|b) 1
2∇qψα,ε,b in L2(0,T ;L2(Ω×D)), (5.4)

C(ψα,β,ε,b)
∗
⇀C(ψα,ε,b) in L∞(0,T ;L2(Ω)), (5.5)

uα,β,ε,b
∗
⇀uα,ε,b in L∞(0,T ;L2(Ω)), (5.6)

uα,β,ε,b ⇀uα,ε,b in L2(0,T ;V), (5.7)

Sγ
∂uα,β,ε,b

∂t
⇀Sγ

∂uα,ε,b

∂t
in L

4
d (0,T ;V), (5.8)

uα,β,ε,b →uα,ε,b in L2(0,T ;Lr(Ω)), (5.9)

Jx
αuα,β,ε,b →Jx

αuα,ε,b in L2(0,T ;W1,∞(Ω)), (5.10)

Jx
αuα,β,ε,b

∗
⇀Jx

αuα,ε,b in L∞(0,T ;W1,∞(Ω)), (5.11)

as β→0+, where r∈ [1,∞) if d=2 and r∈ [1,6) if d=3.
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Proof. Following a similar argument to that which we used in deriving (4.46)–
(4.47) and (4.50)–(4.56) in Lemma 4.3, we can use (4.57)–(4.58) to obtain (5.1)–(5.2)
and (5.5)–(5.11).

It follows from the third term on the left-hand side of (4.57) that (5.4) holds for
some limit g∈L2(0,T ;L2(Ω×D)). On the other hand, from (3.2) and (5.1), we have
∀η∈L2(0,T ;C∞

0 (Ω×D)),

∫ T

0

∫

Ω×D

(1+ |q|b) 1
2 M

β
2 ∇q

(

ψα,β,ε,b

Mβ

)

·ηdqdxdt

=

∫ T

0

∫

Ω×D

ψα,β,ε,b

M
β
2

[
β

2
(1+ |q|b) 1

2 q ·η−(1+ |q|b) 1
2∇q ·η−∇q(1+ |q|b) 1

2 ·η]dqdxdt

→−
∫ T

0

∫

Ω×D

ψα,ε,b[(1+ |q|b) 1
2∇q ·η+∇q(1+ |q|b) 1

2 ·η]dqdxdt

=−
∫ T

0

∫

Ω×D

ψα,ε,b∇q · [(1+ |q|b) 1
2 η]dqdxdt as β→0+,

which shows (5.4) in virtue of the denseness of C∞
0 (Ω×D) in L2(Ω×D). In the same

way, we can get (5.3) from (4.57). Finally, the non-negativity of ψα,β,ε,b implies the
non-negativity of ψα,ε,b. The proof is thus complete.

Corollary 5.1. It follows from (4.57)–(4.58) and Lemma 5.1 that

sup
t∈(0,T )

[∫

Ω×D

(1+ |q|b)|ψα,ε,b|2dqdx

]

+2ε

∫ T

0

∫

Ω×D

(1+ |q|b)|∇xψα,ε,b|2dqdxdt

+
1

λ

∫ T

0

∫

Ω×D

(1+ |q|b)|∇qψα,ε,b|2dqdxdt+ sup
t∈(0,T )

[∫

Ω

|C(ψα,ε,b)|2dx
]

+

∫ T

0

∥

∥

∥

∥

Sγ

(

∂uα,ε,b

∂t

)∥

∥

∥

∥

4
d

H1(Ω)

dt≤C(α,T ), (5.12)

sup
t∈(0,T )

[∫

Ω

|uα,ε,b|2dx
]

+2ν

∫ T

0

∫

Ω

|∇xuα,ε,b|2dxdt≤C(α). (5.13)

Lemma 5.2. The limit function (uα,ε,b,ψα,ε,b) is the weak solution to the regularized
Hookean dumbbell model in the sense of Definition 2.1.

Proof. Proceeding similarly as in the proof of Proposition 4.1, we may pass to
the limit, β→0+, in (4.7) to obtain that (uα,ε,b,ψα,ε,b) satisfies (2.20) and (2.22), by
using (5.5) and (5.7)–(5.9) and on noting (3.20), (3.22), (4.20), (4.62). Then we only
need to prove that (uα,ε,b,ψα,ε,b) satisfies (2.21).

Now we shall be deal with (4.8) term by term to get (2.21). For ϕ∈C2
0 (−T,T ;K)

fixed. Then ϕ∈C2
0 (−T,T ;Yb). Let ϕβ :=M

β
2 ϕ. Note that

ϕβ

M
β
2

=ϕ, then from (3.2),

we have

Mβ |∇q
ϕβ

Mβ
|2 =Mβ |M− β

2 ∇qϕ+ϕ∇qM
− β

2 |2

≤2|∇qϕ|2 +
1

2
|qϕ|2.
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Thus ϕβ ∈C2
0 (−T,T ;Y β

b ) follows immediately. Noting (5.1) and ϕ∈C2
0 (−T,T ;K), we

obtain as β→0+,

∫ T

0

∫

Ω×D

(1+ |q|b)ψα,β,ε,b

Mβ

∂ϕβ

∂t
dqdxdt =

∫ T

0

∫

Ω×D

(1+ |q|b)ψα,β,ε,b

M
β
2

∂ϕ

∂t
dqdxdt

→
∫ T

0

∫

Ω×D

(1+ |q|b)ψα,ε,b
∂ϕ

∂t
dqdxdt.

(5.14)

It is obvious that
∫

Ω×D

(1+ |q|b)ψ0(·,·)
M

β
2

ϕβ(·,·,0)dqdx=

∫

Ω×D

(1+ |q|b)ψ0(·,·)ϕ(·,·,0)dqdx. (5.15)

Using Lebesgue’s dominated convergence theorem, and noting (3.2), (5.4) and

ψα,β,ε,b ∈L2(0,T ;Zβ
b ), we obtain that for any ϕ ∈C2

0 (−T,T ;K),

lim
β→0+

∫ T

0

∫

Ω×D

(Mβ∇q
ψα,β,ε,b

Mβ
) ·

[

∇q((1+ |q|b) ϕβ

Mβ
)−∇q((1+ |q|b)ϕ)

]

dqdxdt

= lim
β→0+

∫ T

0

∫

Ω×D

(Mβ∇q
ψα,β,ε,b

Mβ
) ·∇q

[

(1+ |q|b)( ϕ

M
β
2

−ϕ)

]

dqdxdt

= lim
β→0+

∫ T

0

∫

Ω×D

(Mβ∇q
ψα,β,ε,b

Mβ
) ·

[

(1+ |q|b)∇q(
ϕ

M
β
2

−ϕ)

]

dqdxdt

= lim
β→0+

∫ T

0

∫

Ω×D

(Mβ∇q
ψα,β,ε,b

Mβ
) ·(1+ |q|b)

[

∇qϕ(M− β
2 −1)+

β

2
qM− β

2 ϕ

]

dqdxdt

=0.

This together with (5.4) shows that

lim
β→0+

∫ T

0

∫

Ω×D

(Mβ∇q
ψα,β,ε,b

Mβ
) ·∇q((1+ |q|b) ϕβ

Mβ
)dqdxdt

= lim
β→0+

∫ T

0

∫

Ω×D

(Mβ∇q
ψα,β,ε,b

Mβ
) ·∇q((1+ |q|b)ϕ)dqdxdt

=

∫ T

0

∫

Ω×D

∇qψα,ε,b ·∇q((1+ |q|b)ϕ)dqdxdt. (5.16)

By (3.2) and (5.2) we have
∣

∣

∣

∣

∣

∫ T

0

∫

Ω×D

[∇x(Jx
αuα,β,ε,b)q]

ψα,β,ε,b

M
β
2

·
(

M
β
2 ∇q((1+ |q|b) ϕβ

Mβ
)

−∇q((1+ |q|b)ϕ)

)

dqdxdt

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∫ T

0

∫

Ω×D

[∇x(Jx
αuα,β,ε,b)q]

ψα,β,ε,b

M
β
2

·(M β
2 ∇q

ϕ

M
β
2

−∇qϕ)(1+ |q|b)dqdxdt

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∫ T

0

∫

Ω×D

β

2
[∇x(Jx

αuα,β,ε,b)q]
ψα,β,ε,b

M
β
2

·(q(1+ |q|b)ϕ)dqdxdt

∣

∣

∣

∣

∣

→0, as β→0+.



L.Y. ZHANG, H. ZHANG AND P.W. ZHANG 117

Note that Jx
αuα,ε,b ∈L∞(0,T ;W 1,∞(Ω)) from (5.11). Then by using (5.1) and (5.10),

we obtain

∣

∣

∣

∣

∣

∫ T

0

∫

Ω×D

(

[∇x(Jx
αuα,β,ε,b)q]

ψα,β,ε,b

M
β
2

− [∇x(Jx
αuα,ε,b)q]ψα,ε,b

)

·∇q((1+ |q|b)ϕ)dqdxdt

∣

∣

∣

∣

∣

≤
∣

∣

∣

∣

∣

∫ T

0

∫

Ω×D

[∇x(Jx
αuα,β,ε,b)q−∇x(Jx

αuα,ε,b)q]
ψα,β,ε,b

M
β
2

·∇q((1+ |q|b)ϕ)dqdxdt

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

∫ T

0

∫

Ω×D

[∇x(Jx
αuα,ε,b)q](

ψα,β,ε,b

M
β
2

−ψα,ε,b) ·∇q((1+ |q|b)ϕ)dqdxdt

∣

∣

∣

∣

∣

→0 as β→0+.

Combination of the above two relations leads to

lim
β→0+

∫ T

0

∫

Ω×D

[∇x(Jx
αuα,β,ε,b)q]ψα,β,ε,b ·∇q((1+ |q|b) ϕβ

Mβ
)dqdxdt

=

∫ T

0

∫

Ω×D

[∇x(Jx
αuα,ε,b)q]ψα,ε,b ·∇q((1+ |q|b)ϕ)dqdxdt. (5.17)

By (3.2) and (5.2), we further have

∫ T

0

∫

Ω×D

qψα,β,ε,b ·∇q((1+ |q|b) ϕβ

Mβ
)dqdxdt

−
∫ T

0

∫

Ω×D

q
ψα,β,ε,b

M
β
2

·∇q((1+ |q|b)ϕ)dqdxdt

=

∫ T

0

∫

Ω×D

(1+ |q|b)qψα,β,ε,b

M
β
2

·
[

M
β
2 ∇q

ϕ

M
β
2

−∇qϕ

]

dqdxdt

=
β

2

∫ T

0

∫

Ω×D

(1+ |q|b)|q|2 ψα,β,ε,b

M
β
2

ϕdqdxdt→0 as β→0+.

From ϕ∈C2
0 (−T,T ;K) and (5.1), the above relation implies that

lim
β→0+

∫ T

0

∫

Ω×D

qψα,β,ε,b ·∇q((1+ |q|b) ϕβ

Mβ
)dqdxdt

= lim
β→0+

∫ T

0

∫

Ω×D

q
ψα,β,ε,b

M
β
2

·∇q((1+ |q|b)ϕ)dqdxdt

=

∫ T

0

∫

Ω×D

qψα,ε,b ·∇q((1+ |q|b)ϕ)dqdxdt. (5.18)



118 GLOBAL EXISTENCE OF THE REGULARIZED HOOKEAN DUMBBELL MODEL

From (5.3), we have

lim
β→0+

∫ T

0

∫

Ω×D

(1+ |q|b)(Mβ∇x
ψα,β,ε,b

Mβ
) ·∇x

ϕβ

Mβ
dqdxdt

= lim
β→0+

∫ T

0

∫

Ω×D

(1+ |q|b)(M β
2 ∇x

ψα,β,ε,b

Mβ
) ·∇xϕdqdxdt

=

∫ T

0

∫

Ω×D

∇xψα,ε,b ·∇xϕdqdxdt. (5.19)

Note that

∫ T

0

∫

Ω×D

(1+ |q|b)
(

[uα,β,ε,bψα,β,ε,b] ·∇x
ϕβ

Mβ
− [uα,ε,bψα,ε,b] ·∇xϕ

)

dqdxdt

=

∫ T

0

∫

Ω×D

(1+ |q|b)
(

uα,β,ε,b
ψα,β,ε,b

M
β
2

−uα,ε,bψα,ε,b

)

·∇xϕdqdxdt

=

∫ T

0

∫

Ω×D

(1+ |q|b)
[

(uα,β,ε,b−uα,ε,b)
ψα,β,ε,b

M
β
2

]

·∇xϕdqdxdt

+

∫ T

0

∫

Ω×D

(1+ |q|b)uα,ε,b(
ψα,β,ε,b

M
β
2

−ψα,ε,b) ·∇xϕdqdxdt.

Then it is obvious that

lim
β→0+

∫ T

0

∫

Ω×D

(1+ |q|b)[uα,β,ε,bψα,β,ε,b] ·∇x
ϕβ

Mβ
dqdxdt

=

∫ T

0

∫

Ω×D

(1+ |q|b)uα,ε,bψα,ε,b ·∇xϕdqdxdt. (5.20)

Noticing Jx
αuα,ε,b ∈L∞(0,T ;W 1,∞(Ω)), from (4.57) we have

β

∣

∣

∣

∣

∫

Ω×D

A(uα,β,ε)|q|2(1+ |q|b)ψα,β,ε,b

Mβ
ϕβdqdxdt

∣

∣

∣

∣

≤Cβ
1
2 →0 as β→0+. (5.21)

At last, gathering (5.14)–(5.21) together yields that (uα,ε,b,ψα,ε,b) satisfies

−
∫ T

0

∫

Ω×D

(1+ |q|b)ψα,ε,b
∂ϕ

∂t
dqdxdt−

∫

Ω×D

(1+ |q|b)ψ0(·,·)ϕ(·,·,0)dqdx

+

∫ T

0

∫

Ω×D

[

1

2λ
∇qψα,ε,b− [∇x(Jx

αuα,ε,b)q]ψα,ε,b +
1

2λ
qψα,ε,b

]

·∇q((1+ |q|b)ϕ)dqdxdt

+

∫ T

0

∫

Ω×D

(1+ |q|b)[ε∇xψα,ε,b−uα,ε,bψα,ε,b] ·∇xϕdqdxdt=0,

∀ϕ∈C2
0 (−T,T ;K).

Thus, it is easy to deduce that the above equation remains true for any ϕ∈ Yb in
virtue of (4.62) and the density of C2

0 (−T,T ;K) in Yb. The proof is completed.
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Following the same procedure developed earlier in this section, we conclude The-
orem 2.2 but omit its proof. Moreover, a corollary follows immediately from (5.12)–
(5.13) and Theorem 2.2.

Corollary 5.2.

sup
t∈(0,T )

[∫

Ω×D

(1+ |q|b)|ψα,b|2dqdx

]

+
1

λ

∫ T

0

∫

Ω×D

(1+ |q|b)|∇qψα,b|2dqdxdt

+ sup
t∈(0,T )

[∫

Ω

|C(ψα,b)|2dx
]

+

∫ T

0

∥

∥

∥

∥

Sγ

(

∂uα,b

∂t

)∥

∥

∥

∥

4
d

H1(Ω)

dt≤C(α,T ), (5.22)

sup
t∈(0,T )

[∫

Ω

|uα,b|2dx
]

+2ν

∫ T

0

∫

Ω

|∇xuα,b|2dxdt≤C(α). (5.23)

Proof of Proposition 2.3. By using the Hölder inequality and the Cauchy
inequality, we have

∫

Ω×D

ψα,bUdqdx=
1

2

∫

Ω×D

ψα,b|q|2dqdx

≤ |Ω| 12
2

[

∫

Ω

(∫

D

ψα,b|q|2dq
)2

dx

]
1
2

≤
√

d

2
|Ω| 12

[

d
∑

i=1

∫

Ω

(∫

D

ψα,b|qi|2dq
)2

dx

]

1
2

≤
√

d

2
|Ω| 12 ‖C(ψα,b)‖L∞(0,T ;L2(Ω)).

Thus ψα,b ∈L∞(0,T ;L1(Ω×D;U)). Similarly, it follows from C(ψα,ε,b)∈
L∞(0,T ;L2(Ω)) that ψα,ε,b ∈L∞(0,T ;L1(Ω×D;U)).

Next, we will prove (2.26). For any s∈ (0,T ) and △t sufficiently small such that
0<△t<s, we can choose

ϕ(x,q,t)=
[s− t]+− [s−△t− t]+

△t

(M(q))β

1+ |q|b (5.24)

in (4.8) to obtain that

1

△t

∫ s

s−△t

∫

Ω×D

ψα,β,ε,b(x,q,t)dqdxdt

+
β

2

∫ s−△t

0

∫

Ω×D

A(uα,β,ε,b(x,q,t))|q|2ψα,β,ε,b(x,q,t)dqdxdt

+
β

2

1

△t

∫ s

s−△t

∫

Ω×D

(s− t)A(uα,β,ε,b(x,q,t))|q|2ψα,β,ε,b(x,q,t)dqdxdt

=

∫

Ω×D

ψ0(x,q)(M(q))
β
2 dqdx.

Letting △t→0+, then β→0+, we have
∫

Ω×D

ψα,ε,b(x,q,s)dqdx=

∫

Ω×D

ψ0(x,q)dqdx ∀s∈ (0,T ).



120 GLOBAL EXISTENCE OF THE REGULARIZED HOOKEAN DUMBBELL MODEL

Similarly, we can pass to the limit ε→0+ to obtain that
∫

Ω×D

ψα,b(x,q,s)dqdx=

∫

Ω×D

ψ0(x,q)dqdx ∀s∈ (0,T ).

Remark 5.3. Note that the existence of the term (M(q))β in the expression of
ϕ(x,q,t) in (5.24). From (3.1), there exist positive constant ci,i=1,2, such that

c1e
− 1

2
|q|2 ≤M(q)≤ c2e

− 1
2
|q|2 .

Moreover, the gamma function Γ(a) :=
∫ ∞

0
xa−1e−xdx is well defined in the interval

(0,∞). Then, by careful calculation, we can find ϕ(x,q,t)∈Yβ
b in (5.24).

6. Conclusion

The global existence of weak solutions to the regularized Hookean dumbbell model
is derived in this paper. This regularized model is put forward in [2] which possesses
two noteworthy features. One is the presence of a diffusion term ε△xψ. The other
is Friedrichs mollifiers with a parameter α. The key techniques of our analysis are to
introduce parameters β and b and to build a modified model which is treated in the
framework of the Rothe method. Then on passage to the limit β→0+, the regularized
Hookean dumbbell model is justified. Moreover, we derive the global existence of weak
solutions to the reduced Hookean dumbbell model with ε=0 by passing to the limit
ε→0+. We have not yet completed extending our approach to the reduced model
with α=0 and the classical model with (α,ε)=(0,0). In a forthcoming paper, we
shall attempt to research these models.

Appendix. A. In this section the notation (4.3) is also used and the proofs of
Lemma 4.1 and 4.3 are given as follows.

The proof of Lemma 4.1. For any v̂∈Yr, let ṽ :=G(v̂). Then by the definition

of G, there exists φ̃∈Y β
b such that v̂,ṽ,φ̃ satisfy (4.25)–(4.26). By choosing w= ṽ in

(4.26), and noticing (3.20), (3.27), (4.20), we have
∫

Ω

[

|ṽ|2 + |ṽ− ûn−1|2−|un−1|2
]

dx+∆tν

∫

Ω

|∇xṽ|2dx

≤C(β)△t

∫

Ω×D

|φ̃|2
Mβ

dqdx. (A.1)

By choosing ϕ= φ̃ in (4.25), and noticing (4.24), we obtain

(1− 2b(b−1+d)+d

2λ
△t)

∫

Ω×D

(1+ |q|b)Gc
|φ̃|2
Mβ

dqdx

+2△t

∫

Ω×D

(1+ |q|b)
(

Wc

2λ
Mβ |∇q

φ̃

Mβ
|2 +εMβ |∇x

φ̃

Mβ
|2

)

dqdx

+
b(1−2β)

4λ
△t

∫

Ω×D

|q|b |φ̃|
2

Mβ
dqdx+

bβ△t

2λ

∫

Ω×D

Wc|q|b
|φ̃|2
Mβ

dqdx

+
β(1−β)

2λ
△t

∫

Ω×D

(1+ |q|b)|q|2 |φ̃|
2

Mβ
dqdx

≤
∫

Ω×D

(1+ |q|b)Gc
|ψ̂n−1|2

Mβ
dqdx+bλ(A(ûn−1))2△t

∫

Ω×D

|q|b |ψ̂
n−1|2
Mβ

dqdx

≤C(α). (A.2)
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Let △t<min(1, 2λ
2b(b−1+d)+d ). Combining (A.1) and (A.2) and applying the Sobolev

imbedding V →֒Lr(Ω) and the Poincaré inequality, we deduce that

‖ṽ‖Lr(Ω)≤C‖∇xṽ‖L2(Ω)≤C∗(α,β) for r∈ (d,6). (A.3)

Thus we see that G is a mapping from E :={w∈Yr :‖w‖Lr(Ω)≤C∗(α,β)}⊂Yr into
E.

Next, we will show that G is continuous and compact. Therefore, by Schauder’s
fixed point theorem, we conclude that G has a fixed point in Yr.

Suppose any sequence {v̂(i)}i≥0 in Yr such that

lim
i→∞

‖v̂(i)− v̂‖Lr(Ω) =0. (A.4)

From (3.21) we have

Jx
αv̂(i)→Jx

αv̂ in W1,∞(Ω) as i→∞. (A.5)

Set ṽ(i) :=G(v̂(i)). Then there exists φ̃(i)∈Y β
b such that

a(v̂(i))(φ̃(i),ϕ)=

∫

Ω×D

[

(1+ |q|b)Gc +△t
b

2
|q|bA(un−1)

]

ψ̂n−1ϕ

Mβ
dqdx,∀ϕ∈Y β

b , (A.6)

b(ûn−1)(ṽ(i),w)=

∫

Ω

[ûn−1 ·w−∆tκωC(φ̃(i)) :∇x(wα)]dx ∀w∈V. (A.7)

By an argument similar to the above, we can construct the estimates (A.1)–(A.3)
for ṽ(i) and φ̃(i). These estimates together with (3.27) and the compact imbedding
results of Sobolev spaces H1(Ω) →֒Lr(Ω),r∈ (d,6) yield that there exist a subsequence

{φ̃(ik),ṽ(ik)}ik≥0 and functions φ̃∈Y β
b and ṽ∈V such that as ik →∞,

(1+ |q|b) 1
2 G

1
2
c

φ̃(ik)

M
β
2

⇀ (1+ |q|b) 1
2 G

1
2
c

φ̃

M
β
2

in L2(Ω×D), (A.8)

(1+ |q|b) 1
2 |q| φ̃

(ik)

M
β
2

⇀ (1+ |q|b) 1
2 |q| φ̃

M
β
2

in L2(Ω×D), (A.9)

(1+ |q|b) 1
2 M

β
2 ∇x

(

φ̃(ik)

Mβ

)

⇀ (1+ |q|b) 1
2 M

β
2 ∇x

(

φ̃

Mβ

)

in L2(Ω×D), (A.10)

(1+ |q|b) 1
2 W

1
2

c M
β
2 ∇q

(

φ̃(ik)

Mβ

)

⇀ (1+ |q|b) 1
2 W

1
2

c M
β
2 ∇q

(

φ̃

Mβ

)

in L2(Ω×D), (A.11)

C(φ̃(ik))⇀C(φ̃) in L2(Ω), (A.12)

ṽ(ik) ⇀ ṽ in H1(Ω), (A.13)

ṽ(ik)→ ṽ in Lr(Ω). (A.14)

Here, we know that ∀w∈V, |ûn−1||w|∈L2(Ω) by the Hölder inequality and the
Sobolev embedding V →֒L4(Ω). Further, from (A.13), we have ∀w∈V,

lim
ik→∞

∫

Ω

[(ûn−1 ·∇x)ṽ(ik)] ·wdx=

∫

Ω

[(ûn−1 ·∇x)ṽ] ·wdx.
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Hence, we can deduce from (4.17), (A.7), on noting (3.20) and (A.12)–(A.13), that

ṽ∈V and φ̃∈Y β
b satisfy

b(ûn−1)(ṽ,w)=

∫

Ω

[ûn−1 ·w−∆tκωC(φ̃) :∇x(wα)]dx ∀w∈V.

Similarly, we can also deduce from (4.18), (A.6) and (A.8)–(A.11), on noting (4.13),

(A.4)–(A.5), that v̂∈Yr and φ̃∈Y β
b satisfy

a(v̂)(φ̃,ϕ)=

∫

Ω×D

[

(1+ |q|b)Gc +△t
b

2
|q|bA(ûn−1)

]

ψ̂n−1ϕ

Mβ
dqdx ∀ϕ∈Y β

b .

Combining the above two relations, we obtain ṽ=G(v̂)∈Yr. Therefore, we have
limi→∞‖G(v̂(i))−G(v̂)‖Lr(Ω) =0, which implies that G is continuous.

From the compactness of the embedding V →֒Lr(Ω),r∈ (d,6), we finally verify
that G is compact. This completes the proof.

The proof of Lemma 4.3. From the first and second terms on the left-hand
side of (4.45), on noting (4.40)–(4.39), we have (4.46).

It follows from (4.46) that, ∀η∈L2(0,T ;C∞
0 (Ω×D)), as △t→0+,

∫ T

0

∫

Ω×D

(1+ |q|b) 1
2 q

ψ̂△t,+

M
β
2

·ηdqdxdt→
∫ T

0

∫

Ω×D

(1+ |q|b) 1
2 q

ψ̂

M
β
2

·ηdqdxdt.

Thus, this implies (4.47), on noting the fifth term on the left-hand side of (4.45), and
the denseness of C∞

0 (Ω×D) in L2(Ω×D).
From (3.2) and (4.46), we get for any η∈L2(0,T ;C∞

0 (Ω×D)), as △t→0+,

∫ T

0

∫

Ω×D

(1+ |q|b) 1
2 W

1
2

c M
β
2 ∇q

(

ψ̂△t,+

Mβ

)

·ηdqdxdt

=−
∫ T

0

∫

Ω×D

ψ̂△t,+

Mβ
∇q ·

(

(1+ |q|b) 1
2 W

1
2

c M
β
2 η

)

dqdxdt

→−
∫ T

0

∫

Ω×D

ψ̂

Mβ
∇q ·

(

(1+ |q|b) 1
2 W

1
2

c M
β
2 η

)

dqdxdt.

Therefore, (4.49) follows immediately from the above relation by using the third term
on the left-hand side of (4.45) and the denseness of C∞

0 (Ω×D) in L2(Ω×D). By a
similar argument, we can get (4.48).

Next, we consider (4.50). From (3.4) and (4.46), we can easily obtain that

‖(1+ |q|b) 1
2 ψ̂△t(,±)‖L∞(0,T ;L2(Ω×D))≤C(α,T ).

Then

(1+ |q|b) 1
2 ψ̂△t(,±) ∗

⇀ (1+ |q|b) 1
2 ψ̂ in L∞(0,T ;L2(Ω×D)). (A.15)

Define a smooth function sequence {ζm(q)}m≥1:







ζm(q)=1, for |q|≤m−1,
ζm(q)=0, for |q|≥m,
0≤ ζm(q)≤1, for m−1< |q|<m.
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Then for any η(x,t)∈L1(0,T ;C∞
0 (Ω)), we have ζmηq∈L1(0,T ;L2(Ω×D)). Further-

more, from (A.15), we obtain as △t→0+,

∫ T

0

∫

Ω×D

(ψ̂△t(,±)q) ·(ζmηq)dqdxdt→
∫ T

0

∫

Ω×D

(ψ̂q) ·(ζmηq)dqdxdt,

that is,

∫ T

0

∫

Ω×D

(ψ̂△t(,±)qqT ) : (ζmη)dqdxdt→
∫ T

0

∫

Ω×D

(ψ̂qqT ) : (ζmη)dqdxdt.

Letting m→∞, we can get for any η(x,t)∈L1(0,T ;C∞
0 (Ω)),

∫ T

0

∫

Ω

C(ψ̂△t(,±)) :ηdxdt→
∫ T

0

∫

Ω

C(ψ̂) :ηdxdt as △t→0+. (A.16)

From (4.34)–(4.35) and (A.15), we have C(ψ̂)∈L∞(0,T ;L2(Ω)). Then (4.50) follows

immediately from (A.16) in virtue of the fact that C(ψ̂),C(ψ̂△t(,±))∈L∞(0,T ;L2(Ω))

and the denseness of C∞
0 (Ω) in L2(Ω). Finally, the non-negativity of ψ̂ follows from

that of ψ̂△t(,±).
In the same way, (4.44) and the last term on the left-hand side of (4.45) imply

(4.51)–(4.53). Using the compactness of embedding V →֒Lr(Ω), Lemma 3.6 and
(4.52)–(4.53) yields (4.54) for û△t. We now prove (4.54) for û△t,±. It follows from
(4.41) and the second term on the left-hand side of (4.44) that

‖û△t− û△t,±‖2
L2(0,T ;L2(Ω))≤C△t. (A.17)

Moreover, the Gagliardo-Nirenberg inequality (3.30) yields that for any η∈
L2(0,T ;H1

0 (Ω)),

‖η‖L2(0,T ;Lr(Ω))≤C

{

∫ T

0

‖η‖2(1−γ)
L2(Ω) ‖∇xη‖2γ

L2(Ω)dt

}
1
2

≤C‖η‖1−γ
L2(0,T ;L2(Ω))‖η‖

γ
L2(0,T ;H1(Ω)), (A.18)

where r∈ [2,∞) if d=2, and r∈ [2,6) if d=3 and γ =d( 1
2 − 1

r )∈ [0,1). Thus, combining
(A.17)–(A.18) and (4.54) for û△t yields (4.54) for û△t,±. Finally, from (3.21), (4.51)
and (4.54), we have (4.55)–(4.56). The lemma is thus proved.
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[25] H.C. Öttinger, Stochastic Processes in Polymeric Liquids, Springer-Verlag, Berlin and New
York, 1996.

[26] K. Rektorys, The Method of Discretization in Time and Partial Differential Equations, Math-
ematics and its Applications, D. Reidel Publishing, Dordrecht, 4, 1982.

[27] M. Renardy, An existence theorem for model equations resulting from kinetic theories of

polymer solutions, SIAM J. Math. Anal., 22 (1), 313–327, 199.
[28] E. Rothe, Zweidimensionale parabolische Randwertaufgaben als Grenzfall eindimensionaler

Randwertaufgaben, Math. Ann., 102, 650–670, 1930.
[29] J.D. Schieber, Generalized Brownian configuration field for Fokker-Planck equations including

center-of-mass diffusion, J. Non-Newtonian Fluid Mech., 135, 179–181, 2006.
[30] R. Temam, Navier-Stokes Equations. Theory and Numerical Analysis, Third Edition, North-

Holland, 1984.
[31] H. Zhang and P. Zhang, Local existence for the FENE-dumbbell model of polymeric fluids,

Archive for Rational Mechanics and Analysis, 181, 373–400, 2006.


