Discontinuous Galerkin methods for dispersive and lossy Maxwell’s equations and PML boundary conditions
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Abstract

In this paper, we will present a unified formulation of discontinuous Galerkin method (DGM) for Maxwell’s equations in linear dispersive and lossy materials of Debye type and in the artificial perfectly matched layer (PML) regions. An auxiliary differential equation (ADE) method is used to handle the frequency-dependent constitutive relations with the help of auxiliary polarization currents in the computational and PML regions. The numerical flux for the dispersive lossy Maxwell’s equations with the auxiliary polarization current variables is derived. Various numerical results are provided to validate the proposed formulation.
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1. Introduction

There has been active recent research in the development of discontinuous Galerkin methods (DGMs) for handling material interfaces arising from electromagnetic scattering [1–4]. The main advantages of the DGMs are the high order accuracy and parallel implementation as piecewise continuous approximation spaces are used to represent electromagnetic fields. The material interfaces are conformingly approximated in the underlying mesh triangulation of the solution domain. There are two approaches in implementing the DGMs, namely, the \( h \)-version and the \( p \)-version. Similar to the finite element methods [5], the \( h \)-version allows the mesh size to be decreased to achieve convergence at an order of the employed polynomial basis, resulting in a finite order method. The alternative \( p \)-version allows the order of the polynomials to be increased with the sizes of the elements kept at an initial triangulation. It will be shown in this paper, even...
for discontinuous fields, exponential convergence with respect to the order of the basis functions can be obtained for DGM. A hybrid $h-p$ version can also be considered [4].

An important aspect of time domain calculation of Maxwell’s equations is the treatment of boundary conditions on the truncated computational domains. There are two popular ways of boundary treatment. The first kind is to define some kind of boundary operators (either differential or integral) so that no reflection occurs on the boundary, thus so-called non-reflective or absorbing boundary conditions [6–8]. The other kind of boundary treatment is to create a region of artificial absorbing layer around the computational domain so that waves, entering the artificial region transparently, will be attenuated within the region and the reflection back into the computational domain will be negligible and controllable. The second approach was initiated by Berenger’s PML [9] and has attracted much research along this direction including the anitropic (Uniaxial) PML region [10,11]. The PML treatment of Berenger relies on the split field formulation of the Maxwell’s equations in the PML region and has been shown in [12] to be only weakly stable. The uniaxial PML (UPML) proposed by Sacks and Ziolkowski does not require the splitting of the Maxwell’s fields and is accomplished with the help of artificial polarization currents in the case of dispersive media. The resulting differential equations maintain the strong well-posedness of the original Maxwell’s system [12].

In this paper, we will present a unified formulation of DGMs for the Maxwell’s equations in both the computational and PML regions. To handle the frequency-dependent relation between the polarization $P, M$ and the fields $E, H$, we use the auxiliary differential equation (ADE) method [13] to avoid the convolution-type constitutive relation in the time domain. The ADE method will be applicable in both the computational and PML regions. Several other issues will also be discussed such as the conservative form of the Maxwell’s equations in both regions, definition of the polarization currents for the Debye media, and the construction of numerical fluxes based on the Riemann solutions.

The rest of the paper will be organized as follows. In Section 2, we introduce the Maxwell’s equations in a linear dispersive and lossy media. A unified formulation of the Maxwell’s equations with the added polarization currents will be introduced for both the computational and PML regions. The details of the derivation is provided in Appendix A. In Section 3, we give the discontinuous Galerkin discretization of the Maxwell’s equations and numerical fluxes based on the Riemann solution of the Maxwell’s equations with the added polarization current variables. In Section 4, numerical examples will be given to first verify the accuracy of the UPML boundary treatment for the DGM, then to validate the exponential convergence of the DGMs with the UPML boundary conditions, and finally to simulate the scattering of dispersive objects in lossy Debye media. A conclusion is given in Section 5 while appendices are included to give various technical derivations in the paper.

### 2. Maxwell’s equations in Debye dispersive materials and PML regions

Maxwell’s equations in MKS units are given in the general form as follows:

\[
\frac{\partial \mathbf{D}}{\partial \mathbf{t}} - \nabla \times \mathbf{H} = -\mathbf{J},
\]

\[
\frac{\partial \mathbf{B}}{\partial \mathbf{t}} + \nabla \times \mathbf{E} = 0,
\]

where $\mathbf{E}$ and $\mathbf{H}$ are the macroscopic electric and magnetic fields, $\mathbf{D}$ and $\mathbf{B}$ are the electric displacement and magnetic induction fields, respectively, and $\mathbf{J}$ the current. The current, $\mathbf{J}$, is typically assumed to be related to the electric field, $\mathbf{E}$, through Ohm’s law, $\mathbf{J} = \sigma \mathbf{E}$, where $\sigma$ measures the finite conductivity of the medium.

In order to solve Maxwell’s equations, we need the constitutive equations that relate $\mathbf{D}$ to $\mathbf{E}$ and $\mathbf{B}$ to $\mathbf{H}$, respectively.
The non-dimensionalized Maxwell’s equations for linear dispersive and lossy materials and the artificial PML regions can be given in a unified form as follows. New auxiliary polarization currents \( P_i \) and magnetization currents \( M_i \) are introduced to decouple the frequency-dependent constitutive relations (2.3) and (2.6) (details of derivations are given in Appendices A and B). The non-dimensionalized Maxwell’s equations for TM waves in dispersive media and in the UPML region are given as

\[
\begin{align*}
D &= \varepsilon_0 \varepsilon_{r,\infty} E + P, \\
B &= \mu_0 \mu_{r,\infty} H + M,
\end{align*}
\]

(2.3)

where \( \varepsilon_0 \) and \( \mu_0 \) are the electric permittivity and the magnetic permeability of free space, \( \varepsilon_{r,\infty} \) and \( \mu_{r,\infty} \) are the relative electric permittivity and the relative magnetic permeability of the medium at infinite frequency, and \( P \) and \( M \) are the electric polarization and the magnetic polarization, respectively.

In general, the components \( P_i \) of the electric polarization \( P \) are related to the components \( E_i \) of the electric field \( E \) via a power series in the frequency domain (indicated by \( \gamma \)) as in Bloembergen [15]

\[
\tilde{P}_i = \varepsilon_0 \sum_j \chi_{ij}(\omega) \tilde{E}_j + \varepsilon_0^2 \sum_{j,k} \chi_{ijk}(\omega) \tilde{E}_j \tilde{E}_k + O(\gamma^3).
\]

(2.5)

In linear and isotropic medium, the above relation is terminated at the first term to give

\[
\tilde{P} = \varepsilon_0 \chi(\omega) \tilde{E},
\]

(2.6)

where \( \chi(\omega) \) is the electric susceptibility of the medium in frequency domain.

Here we assume that the magnetic polarization is 0, i.e., no magnetic effects are included in the treatment given here. The generalization of the relation between the magnetic polarization \( M \) and the magnetic field \( H \) can be made similarly.

For a single-pole Debye medium, the electric susceptibility in frequency domain can be expressed as

\[
\chi(\omega) = \frac{\varepsilon_{r,s} - \varepsilon_{r,\infty}}{1 + j \omega \tau},
\]

(2.7)

where \( \varepsilon_{r,s} \) is the static zero-frequency relative electric permittivity, and \( \tau \) is the pole relation time.

The non-dimensionalized Maxwell’s equations for linear dispersive and lossy materials and the artificial PML regions can be given in a unified form as follows. New auxiliary polarization currents \( P \), \( Q \), are introduced to decouple the frequency-dependent constitutive relations (2.3) and (2.6) (details of derivations are given in Appendices A and B). The non-dimensionalized Maxwell’s equations for TM waves in dispersive media and in the UPML region are given as

\[
\begin{align*}
\varepsilon_{r,\infty} \frac{\partial E_z}{\partial t} &= \frac{\partial H_y}{\partial x} - \frac{\partial H_x}{\partial y} - \left[ \sigma + \varepsilon_{r,\infty} (\sigma_x + \sigma_y) + \frac{\varepsilon_{r,s} - \varepsilon_{r,\infty}}{\tau} \right] E_z + P_{z,1} + P_{z,2} - P_{z,3} - P_{z,4}, \\
\mu_{r} \frac{\partial H_x}{\partial t} &= -\frac{\partial E_z}{\partial y} - \mu_{r} (\sigma_y - \sigma_x) H_x + Q_x, \\
\mu_{r} \frac{\partial H_y}{\partial t} &= \frac{\partial E_z}{\partial x} - \mu_{r} (\sigma_x - \sigma_y) H_y + Q_y, \\
\frac{\partial P_{z,1}}{\partial t} &= -\varepsilon_{r,\infty} \sigma_x \sigma_y E_z, \\
\frac{\partial P_{z,2}}{\partial t} &= -\frac{1}{\tau} P_{z,2} + \frac{\varepsilon_{r,s} - \varepsilon_{r,\infty}}{\tau^2} E_z, \\
\frac{\partial P_{z,3}}{\partial t} &= -\frac{1}{\tau} P_{z,3} - \varepsilon_{r,\infty} \tau P_{z,1} + \frac{(\varepsilon_{r,s} - \varepsilon_{r,\infty})(\sigma_x + \sigma_y)}{\tau} E_z, \\
\frac{\partial P_{z,4}}{\partial t} &= -\frac{\sigma}{\varepsilon_{r,\infty}} P_{z,4} + \sigma (\sigma_x + \sigma_y) E_z, \\
\frac{\partial Q_x}{\partial t} &= -\sigma_x Q_x + \mu_x \sigma_x (\sigma_y - \sigma_x) H_x, \\
\frac{\partial Q_y}{\partial t} &= -\sigma_y Q_y + \mu_y \sigma_y (\sigma_x - \sigma_y) H_y,
\end{align*}
\]

(2.8)
where $E_z$ is the z-component of the non-dimensionalized electric field, $H_x$ and $H_y$ are the $x$- and $y$-component of the non-dimensionalized magnetic field, respectively. Again, $\epsilon_{t,\infty}$ is the relative electric permittivity at infinite frequency, $\mu_t$ is the relative magnetic permeability. $\epsilon_{r,0}$ is the static zero-frequency relative electric permittivity, $\tau$ is the non-dimensionalized pole relaxation time, $P_{z1}$, $Q$, and $Q_y$ are auxiliary variables introduced by the PML, $P_{z2}$ is introduced by the medium dispersion, $P_{z3}$ is introduced by the medium dispersion and the PML, $P_{z4}$ is introduced by the medium loss and the PML. $\sigma$ is the non-dimensionalized relative electric conductivity, $\sigma_x$ and $\sigma_y$ are the parameters for the PML. In the case that $\sigma_x = \sigma_y = 0$, the above equations reduce to the original Maxwell’s equations in the physical dispersive region (2.1) and (2.2). Similar equations can be derived for the TE waves and will not be repeated here.

Setting $\mathbf{U} = (\epsilon_{t,\infty}E_z, \mu_tH_x, \mu_tH_y, P_{z1}, P_{z2}, P_{z3}, P_{z4}, Q, Q_y)^T$, the conservation form for the system is

$$\frac{\partial \mathbf{U}}{\partial t} + \nabla \cdot (\vec{A} \mathbf{U}) = \mathbf{S},$$

(2.9)

where $\vec{A}$ and $\mathbf{S}$ will be given later. Note that the 4th–9th equations in Eq. (2.8) are all ordinary differential equations, we can rewrite the conservation system as

$$\frac{\partial \mathbf{U}^{(1)}}{\partial t} + \nabla \cdot (\vec{A} \mathbf{U}^{(1)}) = \mathbf{S}^{(1)},$$

(2.10)

$$\frac{\partial \mathbf{U}^{(2)}}{\partial t} = \mathbf{S}^{(2)},$$

(2.11)

where $\mathbf{U}^{(1)} = (\epsilon_{t,\infty}E_z, \mu_tH_x, \mu_tH_y)^T$, $\mathbf{U}^{(2)} = (P_{z1}, P_{z2}, P_{z3}, P_{z4}, Q, Q_y)^T$, $\mathbf{U} = (\mathbf{U}^{(1)}, \mathbf{U}^{(2)})^T$, $\mathbf{S} = (\mathbf{S}^{(1)}, \mathbf{S}^{(2)})^T$, and $\vec{A} = (A_x, A_y)$ and

$$A_x = \begin{pmatrix}
0 & 0 & -1/\mu_t \\
0 & 0 & 1 \\
-1/\epsilon_{t,\infty} & 0 & 0
\end{pmatrix}, \quad A_y = \begin{pmatrix}
0 & 1/\mu_t & 0 \\
1/\epsilon_{t,\infty} & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}.$$

And $\vec{A}$ is given as

$$\vec{A} = (A_x, A_y),$$

where

$$A_x = \begin{pmatrix}
A_x & 0_{3\times 6} \\
0_{6\times 3} & 0_{6\times 6}
\end{pmatrix}, \quad A_y = \begin{pmatrix}
A_y & 0_{3\times 6} \\
0_{6\times 3} & 0_{6\times 6}
\end{pmatrix}.$$

Here $0_{n\times m}$ denotes zero matrix with $n$ rows and $m$ columns. The source terms $\mathbf{S}^{(1)}$ and $\mathbf{S}^{(2)}$ represent body forces, e.g., currents,

$$\mathbf{S}^{(1)} = \begin{pmatrix}
[\sigma + \epsilon_{t,\infty}(\sigma_x + \sigma_y) + \frac{\epsilon_{t,\infty} - \epsilon_{t,0}}{\epsilon_{t,\infty}}]E_z + P_{z1} + P_{z2} - P_{z3} - P_{z4} \\
-\mu_t(\sigma_y - \sigma_x)H_x + Q_x \\
-\mu_t(\sigma_x - \sigma_y)H_y + Q_y
\end{pmatrix},$$

(2.12)

$$\mathbf{S}^{(2)} = \begin{pmatrix}
-\epsilon_{t,\infty}\sigma_x\sigma_y E_z \\
-\frac{1}{\epsilon_{t,\infty}}P_{z2} + \frac{\epsilon_{t,\infty} - \epsilon_{t,0}}{\epsilon_{t,\infty}}E_z \\
-\frac{1}{\epsilon_{t,\infty}}P_{z3} - \frac{\epsilon_{t,\infty} - \epsilon_{t,0}}{\epsilon_{t,\infty}}P_{z4} + \frac{\epsilon_{t,\infty} - \epsilon_{t,0}}{\epsilon_{t,\infty}}(\sigma_x + \sigma_y)E_z \\
-\sigma_x Q_x + \mu_t\sigma_y (\sigma_y - \sigma_x)H_x \\
-\sigma_y Q_y + \mu_t\sigma_x (\sigma_x - \sigma_y)H_y
\end{pmatrix}.$$
3. DGMs for Maxwell’s equations

Let \( \mathcal{T}_h \) be a discretization of the solution domain \( \Omega \). For each element \( K \in \mathcal{T}_h \), \( \epsilon_{\infty} \) and \( \mu_{\infty} \) are assumed constant on each element. We denote a finite-dimensional space of smooth functions defined on the element \( K \) by \( \mathcal{P}(K) \). This space will be used to approximate the variable \( U \). Set

\[
V_h := \{ v \in L^1(\Omega) \mid v|_K \in \mathcal{P}(K) \ \forall K \in \mathcal{T}_h \}
\]  

and

\[
V_h^9 := \bigotimes_{v \in V_h} V_h.
\]  

The DGM space discretization of the hyperbolic system for \( U \) can be written as follows: Find \( U \in V_h^9 \) such that, for all \( v_h \in V_h \)

\[
\int_K \left( \frac{\partial U^{(1)}}{\partial t} v_h - \mathbf{S}^{(1)} v_h - \mathbf{A} U^{(1)} \cdot \nabla v_h \right) \, dx + \int_{\partial K} \mathbf{h}_k(U^{(1)}, -) \cdot \mathbf{n}_k v_h \, ds = 0,
\]  

\[
\int_K \left( \frac{\partial U^{(2)}}{\partial t} v_h - \mathbf{S}^{(2)} v_h \right) \, dx = 0,
\]

where \( \mathbf{n}_k = (n_x, n_y) \) is the outward unit normal to \( \partial K \), \( U^{(1), -} \) and \( U^{(1), +} \) are defined as

\[
U^{(1), \pm}(x) = \lim_{\delta \to 0^\pm} U^{(1)}(x \pm \delta \mathbf{n}_k),
\]

and the numerical flux \( \mathbf{h}_k(U^{(1), -}, U^{(1), +}) \) is an approximation to \( \mathbf{n}_k \cdot \mathbf{A} U^{(1)} \big|_{\partial K} \) on the faces of the element \( K \), and

\[
\mathbf{h}_k(U^{(1)}, U^{(1)}) = \mathbf{n}_k \cdot \mathbf{A} U^{(1)} \big|_{\partial K}.
\]

3.1. Numerical flux \( \mathbf{h}_k(U^{(j), -}, U^{(j), +}) \)

From Eqs. (3.3) and (3.4), we can see that the numerical flux is only needed for \( U^{(1)} \), but not for \( U^{(2)} \). In the DGM, the computational domain \( \Omega \) is composed of cells, or elements, \( K_i \). On \( K_i \), \( U \) is approximated by a linear combination of the basis functions and the approximation is not required to be continuous across \( \partial K_i \). Therefore, for conservation, we have to replace \( \int_{\partial K_i} \mathbf{A} U^{(1)} \cdot \mathbf{n} \, ds \) with a numerical flux

\[
\int_{\partial K_i} \mathbf{A} \cdot \mathbf{n} U^{(1)} \, ds = \sum_{e \in \partial K_i, e = \Gamma_{ij}} \int_{\Gamma_{ij}} \mathbf{h}(U^{(1), j}, U^{(1), j}) \, ds,
\]

where the sum is taken over all the edges \( e \) of the cell, and \( \partial K_i = \bigcup \Gamma_{ij} \), where \( \Gamma_{ij} = K_i \cap K_j \), and \( \mathbf{n} \) is the outward unit normal vector to \( K_i \). Note that the triangulation is assumed to satisfy the properties of finite-element triangulation: the \( K_i \) are non-overlapping sets and, if \( e \) is a given edge of \( \partial K_i \), there exists a unique \( K_j \) such that \( e = K_i \cup K_j \). \( U^{(1), j} \) is the field value local to the element \( K_i \) and \( U^{(1), j} \) is the field value local from the neighbour element \( K_j \).

The flux \( \mathbf{h}(U^{(1), -}, U^{(1), +}) \) is defined by solving exactly or approximately a one-dimensional Riemann problem, in the direction \( \hat{n} \) normal to the edge \( e = \Gamma_{ij} \). For this purpose, we define new variables \( \zeta \) (normal) and \( \tau \) (tangential) along the element edge.
\[ \zeta = n_x x + n_y y = x \cdot \hat{n}, \quad \tau = -n_x x + n_y y = x \cdot \hat{n}^+, \]  
\[ \text{where } \hat{n} = (n_x, n_y), \quad \hat{n}^+ = (-n_y, n_x) \text{ and } x = (x, y). \]  
The system (2.10) and (2.11) is transformed into
\[ \frac{\partial \hat{U}^{(1)}}{\partial t} + \frac{\partial}{\partial \zeta} (\mathbb{A} \cdot \hat{n} \hat{U}^{(1)}) + \frac{\partial}{\partial \tau} (\mathbb{A} \cdot \hat{n}^+ \hat{U}^{(1)}) = \hat{S}^{(1)}, \]  
\[ \frac{\partial \hat{U}^{(2)}}{\partial t} = \hat{S}^{(2)}, \]  
where
\[ \hat{U}^{(l)}(\zeta, \tau, t) = U^{(l)}(x(\zeta, \tau), y(\zeta, \tau), t), \quad \hat{S}^{(l)}(\zeta, \tau, t) = S^{(l)}(x(\zeta, \tau), y(\zeta, \tau), t), \quad l = 1, 2 \]  
and
\[ \mathbb{A} \cdot \hat{n} = A_x n_x + A_y n_y, \quad \mathbb{A} \cdot \hat{n}^+ = -A_x n_y + A_y n_x. \]  
The following shorthand notations are introduced
\[ \hat{U} = (\hat{U}^{(1)}, \hat{U}^{(2)})^T, \quad \hat{S} = (\hat{S}^{(1)}, \hat{S}^{(2)})^T. \]  
Now, if \( \hat{U}^{(1)} \) is constant to each side of the line \( \zeta = 0 \), the associated Cauchy problem reduces to the one-dimensional Riemann problem along the direction \( \hat{n} \),
\[ \frac{\partial}{\partial \zeta} \hat{U}^{(1)} + \frac{\partial}{\partial \tau} (\mathbb{A} \cdot \hat{n} \hat{U}^{(1)}) = \hat{S}^{(1)}, \]  
\[ \frac{\partial}{\partial \zeta} \hat{U}^{(2)} = \hat{S}^{(2)}, \]  
\[ \hat{U}(\zeta, 0) = \begin{cases} \hat{U}^{-}, & \zeta < 0, \\ \hat{U}^{+}, & \zeta > 0 \end{cases} \]  
and the flux \( h(\hat{U}^{(1)}-), \hat{U}^{(1)+} \) at the point is defined as \( (\mathbb{A} \cdot \hat{n} \hat{U}^{(1)})|_{\zeta=0} \). Here \( (\mathbb{A} \cdot \hat{n} \hat{U}^{(1)})|_{\zeta=0} \) means
\[ (\mathbb{A} \cdot \hat{n} \hat{U}^{(1)})|_{\zeta=0} = \lim_{t \to 0^-} \lim_{\zeta \to 0^+} (\mathbb{A} \cdot \hat{n} \hat{U}^{(1)}(\zeta, t)) = \lim_{t \to 0^-} \lim_{\zeta \to 0^+} (\mathbb{A} \cdot \hat{n} \hat{U}^{(1)}(\zeta, t)). \]  
Only if the second equality in Eq. (3.15) holds, the definition of the numerical flux makes sense. In fact, from the Rankine–Hugoniot condition at the discontinuous line \( \zeta = 0 \), we can see that the second equality in Eq. (3.15) should hold.

Assume that the parameters \( \epsilon_{r,-}^+, \epsilon_{r,+}^+, \mu_{r,-}^+ \), and \( \mu_{r,+}^+ \) are constant on each element and \( \mathbb{A} \cdot \hat{n} \) is discontinuous across \( \zeta = 0 \),
\[ \mathbb{A} \cdot \hat{n} = \begin{cases} \mathbb{A}^- \cdot \hat{n}, & \zeta < 0, \\ \mathbb{A}^+ \cdot \hat{n}, & \zeta > 0, \end{cases} \]  
where
\[ \mathbb{A}^\pm \cdot \hat{n} = \begin{pmatrix} 0 & n_y/\mu_{r,-}^+ & -n_x/\mu_{r,-}^+ \\ n_x/\epsilon_{r,-}^+ & 0 & 0 \\ -n_x/\epsilon_{r,-}^+ & 0 & 0 \end{pmatrix}. \]
So the numerical flux $h_k(U^{(1)-}, U^{(1)+})$ can be written as follows:

$$h_k(U^{(1)-}, U^{(1)+}) = \lim_{t \to 0^-} \left( A^- \tilde{U}^{(1)}(0^-, t) \right) = \lim_{t \to 0^+} \left( A^+ \tilde{U}^{(1)}(0^+, t) \right),$$

(3.18)

where

$$\tilde{U}^{(1)}(0^-, t) = \lim_{\zeta \to 0^-} \tilde{U}^{(1)}(\zeta, t), \quad \tilde{U}^{(1)}(0^+, t) = \lim_{\zeta \to 0^+} \tilde{U}^{(1)}(\zeta, t).$$

(3.19)

The numerical flux $h_k(U^{(1)-}, U^{(1)+})$ for the Maxwell’s equations can be shown as follows:

$$h_k = \begin{pmatrix}
-n_k \times (ZH + n_k \times E)^+ \\
-n_k \times (YE - n_k \times H)^+
\end{pmatrix},$$

(3.20)

where $Z^\pm$ and $Y^\pm$ are the local impedance and admittance, respectively, and defined as

$$Z^\pm = \frac{1}{Y^\pm} = \sqrt{\frac{\mu^\pm}{\varepsilon^\pm}}.$$

For TMz wave, the numerical flux is given as (with details given in Appendix C)

$$h_k(U^{(1)-}, U^{(1)+}) = \begin{pmatrix}
\frac{Z(n_2 n_3 - n_3 n_1) - E_z}{Z + Z^z} + \frac{Z(n_1 n_3 - n_3 n_2) + E_z}{Z^z + Z} \\
\frac{n_y}{Y^z} \left[ Y(n_1 n_2 - n_2 n_3) + (n_1 n_3 - n_3 n_2) \right] + \frac{n_y}{Y} \left[ Y(n_2 n_1 - n_1 n_3) + (n_2 n_3 - n_3 n_2) \right] \\
-n_z \left[ n_y (n_2 n_1 - n_1 n_3) + n_y (n_2 n_3 - n_3 n_2) \right]
\end{pmatrix}.$$  

(3.21)

From the duality of the TEz and TMz cases, the numerical flux for the TEz case can be obtained by replacing $E_z$ with $H_z$, replacing $H_x$ by $-E_x$, and replacing $H_y$ by $-E_y$, replacing $Z$ by $Y$ and replacing $Y$ by $Z$ in Eq. (3.21),

$$h_k(U^{(1)-}, U^{(1)+}) = \begin{pmatrix}
\frac{Y(n_1 n_2 - n_2 n_3) + H_z}{Y + Y^z} + \frac{Y(n_2 n_3 - n_3 n_2) - H_z}{Y^z + Y} \\
-n_y \left[ Z(n_1 n_2 - n_2 n_3) + (n_1 n_3 - n_3 n_2) \right] + \frac{n_y}{Y^z} \left[ Z(n_2 n_1 - n_1 n_3) + (n_2 n_3 - n_3 n_2) \right] \\
-n_z \left[ Z(n_1 n_2 - n_2 n_3) + (n_1 n_3 - n_3 n_2) \right]
\end{pmatrix}.$$  

(3.22)

where $U^{(1)} = (\mu_\infty H_z, \varepsilon_1 E_x, \varepsilon_1 E_y)^T$.

3.2. Mapping between the standard reference element and the physical element

We start by assuming that the computational domain, $\Omega$, is decomposed into quadrilateral and triangular elements with straight or curved sides, as illustrated in Figs. 1 and 2.

The sides of the elements are not required be straight, but for most computational problems, the vast majority of the elements will have straight sides. We shall name the coordinates in the standard element $I$ as $\xi = (\xi, \eta)$ while the coordinates in the physical element $D$ as $x = (x, y)$.

To relate operations in $D$ to those in $I$, we need to construct a smooth and invertible mapping $\Psi : D \to I$ that uniquely relates the physical elements and the standard reference elements. For curved triangles as in Fig. 3, a blending function can be constructed for the mapping [5]. In the case of Fig. 1, the mapping is...
where \( v_1, v_2, v_3, \) and \( v_4 \) are the coordinates of the vertexes \( V_1, V_2, V_3, \) and \( V_4, \) respectively.

Once the mapping \( \Psi(\xi) \) has been established, we can use it to compute the curvilinear metric of the transformation by

\[
x = \Psi(\xi) = \frac{(1 - \xi)(1 - \eta)}{4} v_1 + \frac{(1 + \xi)(1 - \eta)}{4} v_2 + \frac{(1 + \xi)(1 + \eta)}{4} v_3 + \frac{(1 - \xi)(1 + \eta)}{4} v_4,
\]  

(3.23)
\[
\frac{\partial x}{\partial \xi} \frac{\partial \xi}{\partial x} = \begin{pmatrix} x_\xi & x_\eta \\ y_\xi & y_\eta \end{pmatrix} \begin{pmatrix} \xi_x & \xi_y \\ \eta_x & \eta_y \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}
\]  
(3.24)

With this new metric, the derivative of a function, \( u = u(x, y) \), is expressed
\[
\frac{\partial u}{\partial x} = \frac{\partial u}{\partial \xi} \frac{\partial \xi}{\partial x} + \frac{\partial u}{\partial \eta} \frac{\partial \eta}{\partial x}.
\]

And \( \frac{\partial u}{\partial y} \) can be similarly expressed.

Consider a smooth function, \( f(D) \in C[D] \) for which \( f(x) : D \to R \). The integration on the physical element \( D \) is computed by the following formulation:
\[
\int_D f(x) \, dx = \int_I J f(x(\xi)) \, d\xi,
\]  
(3.25)

where \( J \) is the transformation Jacobian
\[
J = \left| \frac{\partial x}{\partial \xi} \right|.
\]

In addition to the integration for the element \( D \), the integration over the sides of the element \( D \) needs to be computed, too. Once the mapping \( \Psi \) has been established, the mappings between the sides of the physical element and the sides of the reference element can also be derived. The integration on one of the side, \( \Gamma \), of the physical element \( D \) is computed by
\[
\int_{\Gamma} f(x) \, ds = \int_{\Gamma_I} J_1 f(x(\xi)) \, ds',
\]  
(3.26)

where \( J_1 \) is the Jacobian of the transformation relating the side \( \Gamma \) of the physical element \( D \) to the side \( \Gamma_I \) of the reference element \( I \).

### 3.3. A multivariate polynomial basis on the standard reference element

First, we construct a set of basis functions on the standard reference element \( I \), then using the mapping \( \Psi \), we can obtain a set of basis functions on the physical element \( D \). For example, we can define a set of basis functions on the standard reference element \( I \) in Fig. 1 or 2:
\[
\mathcal{P}_n^2 = \text{span}\{ \xi^i \eta^j; i, j \geq 0; i + j \leq n \} = \text{span}\{ \phi_j \}_{j=1}^N,
\]

where \( n \) signifies the maximum order of the polynomial and \( N = ((n+2)(n+1))/2 \). And the corresponding set of basis functions on the physical element \( D \) are
\[
\text{span}\{ \xi^i(x, y)\eta^j(x, y); i, j \geq 0; i + j \leq n \},
\]

where \( (\xi, \eta) = \Psi^{-1}(x, y). \)

A set of basis functions for the standard rectangle element can be chosen as
\[
\text{span}\{ L_i(\xi)L_j(\eta); i, j \geq 0; i + j \leq n \} = \text{span}\{ \phi_j \}_{j=1}^N,
\]

where \( L_i(\cdot) \) is the Legendre polynomial of order \( i \) and \( N = ((n+2)(n+1))/2 \). And the set of basis functions on each element \( D \) is obtained by the mapping \( \Psi \). For triangular elements, if higher order basis \( n > 7 \) is desired, Dubinar orthogonal polynomial basis functions have been shown to provide well-conditioned mass matrices (3.34) and yield exponential convergence for even discontinuous fields [16].
3.4. Space discretization

With the function basis and the flux defined, we can formulate the DGM for Maxwell’s equations, Eqs. (2.10) and (2.11). First, we assume that the electric field \(E_z\) and magnetic field \(H_x\) and \(H_y\) are represented in terms of the basis functions \(\phi_j(x)\),

\[
E_{z,N}(x, t) = \sum_{j=1}^{N} E_{z,j} \phi_j(x),
\]

\[
H_{s,N}(x, t) = \sum_{j=1}^{N} H_{s,j} \phi_j(x),
\]

\[
H_{t,N}(x, t) = \sum_{j=1}^{N} H_{t,j} \phi_j(x)
\]

within each general curvilinear element \(D\). Here \(E_{z,j}\) and \(H_{s,j}\), \(H_{t,j}\) are the time-dependent coefficients and \(\phi_j(x)\) is the \(j\)th basis function. And \(U^{(2)}\) is also projected to the function space expanded by the basis functions,

\[
P_{z,s,N}(x, t) = \sum_{j=1}^{N} P_{z,s,j} \phi_j(x), \quad s = 1, 2, 3, 4,
\]

\[
Q_{t,N}(x, t) = \sum_{j=1}^{N} Q_{t,j} \phi_j(x), \quad t = x, y.
\]

We shall require that the equation, Eq. (3.3), be satisfied in the following way:

\[
\int_D \left( \frac{\partial U_N^{(1)}}{\partial t} \phi_i(x) - S_N^{(1)} \phi_i(x) - A_i \cdot \nabla \phi_i(x) \right) dx + \int_{\partial D} h_D(U_N^{(1)-}, U_N^{(1)+}) \phi_i(x) ds = 0, \tag{3.27}
\]

where \(U_N^{(1)}, h_D(U_N^{(1)-}, U_N^{(1)+}), \) and \(S_N^{(1)} = (S_{N}^{E}, S_{N}^{H}, S_{N}^{H})^T\) refer to the approximate state vector, flux, and body force, respectively. \(U_N^{(1)}\) is the approximate field value local to the element \(D\), and \(U_N^{(1)+}\) is the approximate field value from the neighbor element. \(h_D = (h_D^E, h_D^H, h_D^H)^T\) is the numerical flux. \(S_{N}^{(1)}(x,t) = \sum_{j=1}^{N} S_{N}^{(1)} \phi_j(x)\), \(l = E_z, H_x, H_y\), where \(S_{N}^{(1)}, S_{N}^{(2)}, S_{N}^{(3)}\) are the time-dependent coefficients.

Also, Eq. (3.4) is satisfied in the following way:

\[
\int_D \left( \frac{\partial U_N^{(2)}}{\partial t} \phi_i(x) - S_N^{(2)} \phi_i(x) \right) dx = 0, \tag{3.28}
\]

where \(U_N^{(2)}\) and \(S_N^{(2)}\) refer to the approximate state vector, and body force, respectively.

Assuming that \(\epsilon_\infty, \mu_\infty, \sigma_x, \sigma_y, \tau, \sigma\) be constant on each element, Eqs. (3.27) and (3.28) can be written as

\[
\sum_{j=1}^{N} \left( \epsilon_\infty M_{ij} \frac{dE_{z,j}}{dt} + M_{ij}^s H_{s,j} - M_{ij}^t H_{t,j} \right) + \int_{\partial D} h_D^E(U_N^{(1)-}, U_N^{(1)+}) \phi_i(x) ds = \sum_{j=1}^{N} M_{ij}^s S_{N}^{E}, \tag{3.29}
\]
where

\[ S_j^{E_j} = - \left[ \sigma + \varepsilon_{r,\infty}(\sigma_x + \sigma_y) + \frac{\varepsilon_{r,s} - \varepsilon_{r,\infty}}{\tau} \right] E_{2,j} + P_{z,1,j} + P_{z,2,j} - P_{z,3,j} - P_{z,4,j}, \]

\[
\sum_{j=1}^{N} \left( \mu_i M_{ij} \frac{dH_{x,j}}{dt} - M_{ij} E_{z,j} \right) + \int_{\Omega_D} h_D^H \left( \mathbf{U}_N^{(1)}, \mathbf{U}_N^{(1)} \right) \phi_i(x) dx = \sum_{j=1}^{N} M_{ij} S_j^{H_j}, \tag{3.30}
\]

where

\[ S_j^{H_j} = -\mu_i (\sigma_x - \sigma_y) H_{x,j} + Q_{x,j}, \]

\[
\sum_{j=1}^{N} \left( \mu_i M_{ij} \frac{dH_{x,j}}{dt} + M_{ij} E_{z,j} \right) + \int_{\Omega_D} h_D^H \left( \mathbf{U}_N^{(1)}, \mathbf{U}_N^{(1)} \right) \phi_i(x) dx = \sum_{j=1}^{N} M_{ij} S_j^{H_j}, \tag{3.31}
\]

where

\[ S_j^{H_j} = -\mu_i (\sigma_x - \sigma_y) H_{x,j} + Q_{y,j}, \]

\[
\sum_{j=1}^{N} \left( M_{ij} \frac{dP_{z,j}}{dt} + \varepsilon_{r,\infty} \sigma_y M_{ij} E_{z,j} \right) = 0, \tag{3.32}
\]

\[ \vdots \]

\[
\sum_{j=1}^{N} \left( M_{ij} \frac{dQ_{y,j}}{dt} + \sigma_y M_{ij} \sigma_y M_{ij} H_{y,j} \right) = 0. \tag{3.33}
\]

Here we have introduced the local mass matrix

\[ M_{ij} = \int_{\Omega_D} \phi_i(x) \phi_j(x) dx \tag{3.34} \]

and two local stiffness matrices

\[ M'_{ij} = \int_{\Omega_D} \frac{\partial \phi_i(x)}{\partial x} \phi_j(x) dx, \]

\[ M''_{ij} = \int_{\Omega_D} \frac{\partial \phi_i(x)}{\partial y} \phi_j(x) dx. \]

After introducing the following notations:

\[ \mathbf{E}^T = (E_{z,1}, E_{z,2}, \ldots, E_{z,N})^T, \quad \mathbf{H}^T = (H_{x,1}, H_{x,2}, \ldots, H_{x,N})^T, \]

\[ \mathbf{H}^T = (H_{y,1}, H_{y,2}, \ldots, H_{y,N})^T, \quad \mathbf{\phi} = (\phi_1, \phi_2, \ldots, \phi_N)^T. \]
Eqs. (3.29)–(3.33) read explicitly

\[
\frac{dE^z}{dt} = - (\epsilon_{r,\infty} M)^{-1} M^T H^F + (\epsilon_{r, \infty} M)^{-1} M^T H^F - (\epsilon_{r, \infty} M)^{-1} \int_{\partial D} h_D^{E^z}(U^{(1)}_N, U^{(1)+}) \phi(x) ds + \frac{1}{\epsilon_{r, \infty}} S_N^{E^z}, \tag{3.35}
\]

where

\[
S_N^{E^z} = (S_1^{E^z}, S_2^{E^z}, \ldots, S_N^{E^z})^T,
\]

\[
\frac{dH^F}{dt} = (\mu_0 M)^{-1} M^T E^F - (\mu_0 M)^{-1} \int_{\partial D} h_D^{H^F}(U^{(1)}_N, U^{(1)+}) \phi(x) ds + \frac{1}{\mu_0} S_N^{H^F}, \tag{3.36}
\]

where

\[
S_N^{H^F} = (S_1^{H^F}, S_2^{H^F}, \ldots, S_N^{H^F})^T,
\]

\[
\frac{dH^F}{dt} = - (\mu_0 M)^{-1} M^T E^F - (\mu_0 M)^{-1} \int_{\partial D} h_D^{H^F}(U^{(1)}_N, U^{(1)+}) \phi(x) ds + \frac{1}{\mu_0} S_N^{H^F}, \tag{3.37}
\]

where

\[
S_N^{H^F} = (S_1^{H^F}, S_2^{H^F}, \ldots, S_N^{H^F})^T,
\]

\[
\frac{dP_{x,j}}{dt} = - \epsilon_{r, \infty} \sigma_x \sigma_j E_{x,j}, \tag{3.38}
\]

\[
\vdots
\]

\[
\frac{dQ_{y,j}}{dt} = - \sigma_y Q_{y,j} + \mu_0 \sigma_y (\sigma_x - \sigma_y) H_{y,j}. \tag{3.39}
\]

Eqs. (3.35)–(3.39) are ordinary equations and will be solved by Runge–Kutta methods.

4. Numerical results

4.1. Validation of the UPML boundary conditions for the DGM

To validate the accuracy of the proposed UPML boundary conditions, we consider a standard test problem [14,13] to simulate an outgoing cylindrical wave generated by a hard source inside the computational domain. Fig. 3 shows two domains \((\Omega_T \subset \Omega_B)\) on which both FDTD algorithm and the DGM will be used and compared for the calculation of a TMz wave.

For a given numerical algorithm and a specific boundary treatment, we make two independent calculations, first we compute the scattering field, denoted by \(E^z_b\), of the hard source on the bigger domain \(\Omega_B\) with zero boundary condition on \(\partial \Omega_B\) (\(\Omega_B\) is chosen to be large enough so no reflection will come into \(\Omega_T\) within the duration of the computation time). Second, we compute the solution \(E^z_T\) on the smaller test domain \(\Omega_T\) with the specific boundary condition imposed on \(\partial \Omega_T\). Then, we define the difference at mesh point \((i,j) \in \Omega_T\) between the two solutions as the reflection error caused by the specific boundary condition,

\[
D(i,j) = E^z_T(i,j) - E^z_b(i,j). \tag{4.1}
\]
The second-order Yee’s finite difference scheme is used to test the accuracy of the Mur absorbing boundary condition (ABC) while the DGM to test the accuracy of the UPML boundary treatment. The general second-order absorbing boundary condition [14] at the left grid boundary of $\Omega_T$ is given by

$$\frac{\partial^2}{\partial x \partial t} U - \frac{p_0}{c} \frac{\partial^2}{\partial t^2} U + c p_2 \frac{\partial^2}{\partial y^2} U = 0,$$

where $U$ is the component of the electric field $E_z$, $c$ is the velocity of the light in the free space. The choice of the coefficients $p_0$ and $p_2$ in (4.2) produces various families of absorbing boundary conditions. With $p_0 = 1$ and $p_2 = -0.5$, (4.2) corresponds to the Mur ABC [13]. The ABCs at the other boundaries of $\Omega_T$ are similar to Eq. (4.2).

In the Yee’s scheme, a global reflected error is defined as

$$E = \sum_{(i,j) \in \Omega_T} D^2(i,j),$$

which measures the total reflected error within the test domain at a given time step. For the DGM, the global reflected error is defined by,

$$E = \sum_{K_{i,j} \in \Omega_T} \frac{1}{|K_{i,j}|} \int_{K_{i,j}} (E_z^T - E_z^B)^2 \, dx \, dy.$$  

Similar mesh sizes are used for both Yee’s scheme and the DGM. The local reflection error was obtained at the first row of the grid points away from the boundary $y = 0$. Fig. 4 compares the local error due to the second-order Mur ABC and 10-cell PML boundary treatment (with a reflection factor (4.17) $R(0) = e^{-16}$). The local error was scaled by the maximum absolute value of $E_z$. Fig. 4 shows that the local error due the UPML is on the order of $10^{-9} \times$ Mur ABC, i.e., 180 dB below the Mur ABC. Fig. 5 is the global error for both the Mur ABC and the PML ABC, which shows that the global error due to the PML is on the order of $10^{-10} \times$ Mur ABC, i.e., 100 dB below the Mur ABC.

![Fig. 4. Local $E_z$ error at time-step $n = 100$ for both the second-order Mur ABC and a 10-cell cubic graded UPML, plotted on a logarithmic vertical scale.](image-url)
4.2. Exponential convergence for TE and TM scattering of a dielectric cylinder

As high order basis functions can be used in the DGMs, we expect the convergence rate will be exponential with respect to the order of basis functions. In this example, we will demonstrate such an exponential convergence of the DGMs for the scattering of a dielectric cylinder.

We will consider both the TM and TE scattering, for the two-dimensional TM wave, we have the Maxwell’s equations

\[
\varepsilon_c \frac{\partial E_z}{\partial t} = \frac{\partial H_y}{\partial x} - \frac{\partial H_x}{\partial y},
\]

\[
\mu_t \frac{\partial H_x}{\partial t} = -\frac{\partial E_z}{\partial y},
\]

\[
\mu_t \frac{\partial H_y}{\partial t} = \frac{\partial E_z}{\partial x},
\]

subject to boundary conditions between two regions with material parameters, \(\epsilon_k\) and \(\mu_k\), for \(k = 1, 2\), as

\[
E_z^{(1)} = E_z^{(2)},
\]

\[
\hat{n} \times \mathbf{H}^{(1)} = \hat{n} \times \mathbf{H}^{(2)}.
\]

Here \(\mathbf{H}^k = (H_x^k, H_y^k, 0)\), \(k = 1, 2\) and \(\hat{n} = (n_x, n_y, 0)\) represents a unit normal to the material interface. Similar equations can be written for the TE case and are omitted here.

We assume that the cylinder with radius \(r_0 = 0.6\), \(\epsilon_2 = 2.25\), \(\mu_2 = 2\) embedded in the free space is illuminated by a TM time-harmonic incident plane wave of the form

\[
E_z^i = \cos(k_0x - \omega t), \quad H_y^i = -\cos(k_0x - \omega t),
\]

where the propagation constant for homogeneous, isotropic free-space medium \(k_0 = \omega\sqrt{\mu_0\epsilon_0}\).
We will use the scattering wave formulation

\[
\epsilon_e{\partial E_z^e \over \partial t} = \partial H_y^e - \partial H_x^e - (\epsilon_e - \epsilon_i) {\partial E_z^i \over \partial t},
\]

\[
\mu_e{\partial H_y^e \over \partial t} = - \partial E_z^e - (\mu_e - \mu_i) {\partial H_x^e \over \partial t},
\]

\[
\mu_e{\partial H_x^e \over \partial t} = \partial E_z^e - (\mu_e - \mu_i) {\partial H_y^e \over \partial t}.
\]

For the TE excitation, we choose the cylinder’s parameters to be \(\epsilon_2 = 2\) and \(\mu_2 = 1.96\). The incident plane wave is set to be

\[
H_z^i = \cos(k_0x - \omega t), \quad E_y^i = \cos(k_0x - \omega t).
\]

4.2.1. Exact boundary conditions

With the angular frequency \(\omega = 2\pi\), we first use the exact series solution [18] as the boundary conditions and initial conditions. Temporal integration of the semi-discretized approximation given in Eqs. (3.35)–(3.39) is done using a \((n + 1)\)th order \((n\) is the order of the polynomial of the basis functions) or fourth-order Runge–Kutta method if \(n \geq 3\). The time step used in the computation is taken heuristically to be

\[
\Delta t = \text{CFL} \min_{t} \sqrt{\epsilon_e \mu_e} h,
\]

with \(\sqrt{\epsilon_e \mu_e}\) being the modified local speed of light due to materials, \(h\) is the minimum mesh size (the minimum length of the sides), and CFL typically takes values of \(1/(2n + 1)\). More rigorous criteria for the selection of the time steps for unstructured meshes can be found in [23].

We can see the exponential convergence with increasing order of the approximation \(n\) in Fig. 6 for a fixed mesh.

4.2.2. PML boundary treatment

Next we will show the effect of PML boundary treatment on the accuracy of the DGM. The finite element triangularization is shown in Fig. 7. The UPML losses \(\sigma_s(x)\) is set to be polynomial profile [13],

\[
\sigma_s(x) = (l/d)^m \sigma_{s,\text{max}},
\]

where \(l\) is the distance from the interface between the PML and the physical solution domain, and \(d\) is the thickness of the PML. The definition of \(\sigma_s(y)\) is similar. Eq. (4.16) increases the value of the PMLs \(\sigma_s\) from zero at \(l = 0\), the surface of the PML, to \(\sigma_{s,\text{max}}\) at \(l = d\), the PEC outer boundary. The reflection factor is

\[
R(\theta) = e^{-2\eta \sigma_{s,\text{max}} d \epsilon_e \cos \theta/(m+1)},
\]

where \(\eta\) is the PMLs characteristic wave impedance and \(\theta\) is the incident angle. For polynomial grading, the PML parameters can be readily determined for a given error estimate. For example, let \(m, d\), and the desired reflection error \(R(0)\) be known, \(\sigma_{s,\text{max}}\) can be computed as

\[
\sigma_{s,\text{max}} = - (m + 1) \ln \left( {R(0) \over 2 \eta d \epsilon_e} \right).
\]
Again, we see the exponential convergence with increasing order of the approximation $n$ in a semi-log plot.\(\text{Fig. 8}\) for a different fixed mesh with a 10 cell PML region (with a reflection factor (4.17) $R(0) = e^{-16}$).

However, it should be noted that once the reflection errors from the PML layers dominate the discreti-

---

**Fig. 6.** Exponential decay of the $L_2$-norm of the error of $E_z$ with increasing order of approximation, $n$. The exact boundary condition is used.

**Fig. 7.** Triangularization of the initial computational domain $[-1,1]^2$ containing a circle of radius 0.6 centered at (0,0) and a PML region.

Again, we see the exponential convergence with increasing order of the approximation $n$ in a semi-log plot.\(\text{Fig. 8}\) for a different fixed mesh with a 10 cell PML region (with a reflection factor (4.17) $R(0) = e^{-16}$). However, it should be noted that once the reflection errors from the PML layers dominate the discreti-
zation errors of the DGM, the exponential convergence will not continue. Meanwhile, Figs. 9–11 show the contour of the TM scattering wave $H_x$, $H_y$, and $E_z$ using the fourth order of approximation, respectively.

Fig. 8. Exponential decay of the $L_2$-norm of the error of $E_z$ with respect to the order of the basis function $n$. A 10 cell UPML is used to terminate the computational domain.

Fig. 9. The contour of the scattered $E_z$ with the order of approximation, $n = 4$.
Fig. 10. The contour of the scattered $H_x$ with the order of approximation, $n = 4$.

Fig. 11. The contour of the scattered $H_y$ with the order of approximation, $n = 4$. 

Remark. We would like to discuss the divergence free property of the proposed DGM, the method does not impose the divergence free condition explicitly in the design of the method. However, our numerical results have shown that the magnitude for the divergence of the magnetic field for TM case or the electric field for TE case remains at the level of the initial data. Fig. 12 shows the exponential convergence of zero divergence of the magnetic field on a semi-log plot.

There has some recent work on using divergence free basis function in each individual elements, thus eliminating one of the sources of the divergence error [22].

![Graph showing exponential decay of the L2-norm of the divergence error of magnetic field with respect to the order of the basis function n. A 10 cell UPML is used to terminate the computational domain.](image1)

Fig. 12. Exponential decay of the $L_2$-norm of the divergence error of magnetic field with respect to the order of the basis function $n$. A 10 cell UPML is used to terminate the computational domain.

![Diagram of a dispersive rotated square cylinder.](image2)

Fig. 13. A dispersive rotated square cylinder.
4.3. Scattering by a dispersive square cylinder

To demonstrate the proposed unified formulation of the DGM for dispersive and PML regions, we will compute the scattered field from a dispersive square cylinder illustrated in Fig. 13. All units are non-dimensionalized in this example. We will consider two types of dispersive media: Medium I: \( \epsilon_r = 4, \sigma = 0.002 \) S/m, \( \tau = 2.0 \times 10^{-4} \), Medium II: \( \epsilon_r = 9, \epsilon_s = 16, \sigma = 0.004 \) S/m, \( \tau = 6.4 \times 10^{-11} \). The cylinder is of Debye Medium II and the background is a medium of Medium I [19]. The geometry of the cylinder and the locations of the source and receiver are shown in Fig. 13. The source locates at \((0.0, 0.72)\) in the center of a rectangular element, and the receiver locates at \((0.0, 0.92)\). The time step \( \Delta t = 0.002 \). The triangle mesh is generated with the shortest side of the resulting mesh being 0.028. The PML region has a width of 10 cells.

Fig. 14. Incident field at the receiver as a function of time and the background is Medium I.

Fig. 15. Scattered field at the receiver as a function of time of a rotated square cylinder and the background is Medium I.
We select the source to be an electric current source in z-direction ($J_z$), which is the following Gaussian pulse:

$$J_z(t) = \exp \left( -\frac{(t - t_0)^2}{t_{\text{decay}}} \right),$$

where $t_0 = 0.54$, $t_{\text{decay}} = t_0/4$, and $f_c = 5/3$.

Fig. 14 shows the incident field $E_i^z$ as a function of time in the absence of the square cylinder. When the dispersive cylinder is present, we calculate the total field. By subtracting the incident field from the total field, we obtain in Fig. 15 the scattered field $E_s^z$ as a function of time.

5. Conclusion

We have presented a unified formulation of DGMs for Maxwell’s equations in a linear dispersive and lossy Debye materials and in the artificial PML regions. Numerical results demonstrate the excellent performance of the PML layer with the DGM, and also the exponential convergence of the DGM even for discontinuous solutions provided that the errors from the PML layers do not dominate the errors from the discontinuous Galerkin discretization.
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Appendix A. Unified formulation of Maxwell’s equations in dispersive media and UPML region

Consider an inhomogeneous, conductive and electrically dispersive medium with magnetic relative permeability $\mu_r$ and conductivity $\sigma$. A general time-harmonic form of Maxwell’s equations in a dispersive medium or a UPML can be written as

$$\nabla \times \mathbf{H} = j\omega \varepsilon_0 \left( \varepsilon_x + \frac{\sigma}{j\omega \varepsilon_0} \right) \varepsilon \mathbf{E},$$

\[\nabla \times \mathbf{E} = -j\omega \mu_0 \mu_r \mu_i \mathbf{H},\]  

where

$$\varepsilon = \mu = \begin{bmatrix} \varepsilon_x & 0 & 0 \\ 0 & \varepsilon_y & 0 \\ 0 & 0 & \varepsilon_z \end{bmatrix}$$

and

$$s_i = 1 + \frac{\sigma_i}{j\omega \varepsilon_0}, \quad i = x, y, z.$$
\( \varepsilon_0 \) and \( \mu_0 \) are the permittivity and permeability of free space, respectively, and \( \varepsilon_r \) is the relative permittivity of the dispersive media. \( \sigma_i = 0 \) corresponds to the original physical dispersive medium. We consider two important classes of material dispersions: the Debye relaxation and the Lorentzian resonance. These two cases are now defined using the \( \exp(j\omega t) \) time convention for phasor quantities (cf. [13, pp. 374–375]). For a Debye medium having \( P \) poles, we have

\[
\varepsilon_r(\omega) = \varepsilon_{r,\infty} + \sum_{p=1}^{P} \frac{\varepsilon_{r,s,p} - \varepsilon_{r,\infty,p}}{1 + j\omega\tau_p},
\]

where \( \varepsilon_{r,s,p} \) is the static zero-frequency relative permittivity, \( \varepsilon_{r,\infty,p} \) is the relative permittivity at infinite frequency due to the \( p \)th Debye pole, and \( \tau_p \) is the \( p \)th pole relaxation time.

For a Lorentz medium having \( P \) pole pairs, we have

\[
\varepsilon_r(\omega) = \varepsilon_{r,\infty} + \sum_{p=1}^{P} \frac{(\varepsilon_{r,s,p} - \varepsilon_{r,\infty,p})\omega_p^2}{\omega_p^2 + 2j\omega\delta_p - \omega^2},
\]

where \( \omega_p \) is the frequency of the \( p \)th Lorentz pole pair (the undamped resonant frequency of the medium) and \( \delta_p \) is the damping coefficient.

In this paper, we will give the formulation for the Debye medium. Let the relative permittivity with a single pole be

\[
\varepsilon_r(\omega) = \varepsilon_{r,\infty} + \frac{\varepsilon_{r,s} - \varepsilon_{r,\infty}}{1 + j\omega\tau}.
\]

For simplicity, we just consider the 2D TM\(_z\) case \( (s_x = 1) \), the Maxwell’s equations for TM\(_z\) wave for the Debye medium having a single pole can be written as

\[
\frac{\partial \hat{H}_y}{\partial x} - \frac{\partial \hat{H}_x}{\partial y} = j\omega\varepsilon_0 \left( \varepsilon_{r,\infty} + \frac{\varepsilon_{r,s} - \varepsilon_{r,\infty}}{1 + j\omega\tau} + \frac{\sigma}{j\omega\varepsilon_0} \right) s_x s_y \hat{E}_z,
\]

\[
\frac{\partial \hat{E}_z}{\partial y} = -j\omega\mu_0 \mu_i \frac{s_z}{s_x} \hat{H}_x,
\]

\[
-\frac{\partial \hat{E}_z}{\partial x} = -j\omega\mu_0 \mu_i \frac{s_z}{s_y} \hat{H}_y.
\]

Eq. (A.8) can be written as

\[
\frac{\partial \hat{H}_y}{\partial x} - \frac{\partial \hat{H}_x}{\partial y} = j\omega\varepsilon_0 \varepsilon_{r,\infty} \hat{E}_z + \sigma \hat{E}_z + \hat{J}_{z,1}(\omega) + \hat{J}_{z,2}(\omega) + \hat{J}_{z,3}(\omega) + \hat{J}_{z,4}(\omega),
\]

where

\[
\hat{J}_{z,1}(\omega) = j\omega\varepsilon_0 \varepsilon_{r,\infty} (s_x s_y - 1) \hat{E}_z,
\]

\[
\hat{J}_{z,2}(\omega) = j\omega\varepsilon_0 \frac{\varepsilon_{r,s} - \varepsilon_{r,\infty}}{1 + j\omega\tau} \hat{E}_z,
\]
\( \ddot{J}_{z,3}(\omega) = j\omega_0 \frac{\varepsilon_{r,s} - \varepsilon_{r,\infty}}{1 + j\omega_\tau}(s_x s_y - 1) \dot{E}_z = (s_x s_y - 1) \ddot{J}_{z,2}(\omega) = \frac{\varepsilon_{r,s} - \varepsilon_{r,\infty}}{\varepsilon_{r,\infty}(1 + j\omega_\tau)} \ddot{J}_{z,1}(\omega), \)  
\( \ddot{J}_{z,4}(\omega) = \sigma(s_x s_y - 1) \ddot{E}_z = \frac{\sigma}{j\omega_0 \varepsilon_{r,\infty}} \ddot{J}_{z,1}(\omega). \)

After substituting \( s_x \) and \( s_y \) from Eq. (A.4), we have

\[
\ddot{J}_{z,4}(\omega) = j\omega_0 \varepsilon_{r,\infty} \left( \left( 1 + \frac{\sigma_x}{j\omega_0} \right) \left( 1 + \frac{\sigma_y}{j\omega_0} \right) - 1 \right) \ddot{E}_z = j\omega_0 \varepsilon_{r,\infty} \left( \frac{\sigma_x + \sigma_y}{j\omega_0} + \frac{\sigma_x \sigma_y}{(j\omega_0)^2} \right) \ddot{E}_z
\]
\[= \varepsilon_{r,\infty} (\sigma_x + \sigma_y) \ddot{E}_z + \frac{\varepsilon_{r,\infty}}{j\omega_0} \sigma_x \sigma_y \ddot{E}_z, \]  
\( \ddot{J}_{z,2}(\omega) = j\omega_0 \frac{\varepsilon_{r,s} - \varepsilon_{r,\infty}}{1 + j\omega_\tau} \ddot{E}_z, \)  
\( \ddot{J}_{z,3}(\omega) = \frac{\varepsilon_{r,s} - \varepsilon_{r,\infty}}{\varepsilon_{r,\infty}(1 + j\omega_\tau)} \ddot{J}_{z,1}, \)  
\( \ddot{J}_{z,4}(\omega) = \frac{\sigma}{j\omega_0 \varepsilon_{r,\infty}} \ddot{J}_{z,1}. \)

Now considering Eq. (A.11), we apply the inverse Fourier transform using the identity \( j\omega f(\omega) \rightarrow (\partial/\partial t)f(t) \). This yields an equivalent equation of time-domain differential equation for Eq. (A.11)

\[
\frac{\partial H_x}{\partial x} - \frac{\partial H_y}{\partial y} = \varepsilon_0 \varepsilon_{r,\infty} \frac{\partial E_z}{\partial t} + \sigma E_z + J_{z,1}(t) + J_{z,2}(t) + J_{z,3}(t) + J_{z,4}(t).
\]

Next we will derive dynamic equations for (A.16)–(A.19). The way to obtain a dynamic equation for \( J_{z,1} \) from Eq. (A.16) is to first multiply both sides of this equation by \( (j\omega) \), which gives

\[
j\omega \dot{J}_{z,1} = j\omega_0 \varepsilon_{r,\infty} (\sigma_x + \sigma_y) \dot{E}_z + \frac{\varepsilon_{r,\infty}}{\varepsilon_0} \sigma_x \sigma_y \dot{E}_z.
\]

Exploiting the differentiation theorem for the Fourier transform, we perform an inverse Fourier transform of each term in Eq. (A.21)

\[
\frac{\partial J_{z,1}(t)}{\partial t} = \varepsilon_{r,\infty} (\sigma_x + \sigma_y) \frac{\partial E_z}{\partial t} + \frac{\varepsilon_{r,\infty}}{\varepsilon_0} \sigma_x \sigma_y E_z.
\]

To obtain the dynamic equation for \( J_{z,2} \) from Eq. (A.17), we again multiply both sides of this equation by \( (1 + j\omega_\tau) \),

\[
\dot{J}_{z,2} + j\omega_\tau \ddot{J}_{z,2} = j\omega_0 (\varepsilon_{r,s} - \varepsilon_{r,\infty}) \dot{E}_z.
\]

Similarly, using the inverse Fourier transform, we get

\[
J_{z,2} + \tau \frac{\partial J_{z,2}}{\partial t} = \varepsilon_0 (\varepsilon_{r,s} - \varepsilon_{r,\infty}) \frac{\partial E_z}{\partial t},
\]

and by the same token, from (A.18) and (A.19) we have
\[ J_{z,3} + \tau \frac{\partial J_{z,3}}{\partial t} = \frac{\epsilon_{r,s} - \epsilon_{r,\infty}}{\epsilon_{r,\infty}} J_{z,1}, \]  
(A.25)

\[ \frac{\partial J_{z,4}}{\partial t} = \frac{\sigma}{\epsilon_0 \epsilon_{r,\infty}} J_{z,1}. \]  
(A.26)

(A.22), (A.24)–(A.26) are the time domain differential equations for all \( J_z \)s.

Next, we will further simplify the differential equations for the polarization currents \( J_z \)s so that they will become simply ordinary differential equations as shown in (2.8).

Considering Eq. (A.22), introduce a new parameter

\[ P_{z,1} = -J_{z,1} + \epsilon_{r,\infty}(\sigma_x + \sigma_y)E_z. \]  
(A.27)

Then Eq. (A.22) can be written as

\[ \frac{\partial P_{z,1}}{\partial t} = -\frac{\epsilon_{r,\infty}}{\epsilon_0} \sigma_x \sigma_y E_z. \]  
(A.28)

Similarly for Eq. (A.24), introducing a new parameter

\[ P_{z,2} = -J_{z,2} + \frac{\epsilon_0(\epsilon_{r,s} - \epsilon_{r,\infty})}{\tau} E_z, \]  
(A.29)

we have

\[ \frac{\partial P_{z,2}}{\partial t} = \frac{1}{\tau} J_{z,2}. \]  
(A.30)

From Eqs. (A.27) and (A.29), we can get

\[ J_{z,1} = -P_{z,1} + \epsilon_{r,\infty}(\sigma_x + \sigma_y)E_z \]  
(A.31)

and

\[ J_{z,2} = -P_{z,2} + \frac{\epsilon_0(\epsilon_{r,s} - \epsilon_{r,\infty})}{\tau} E_z. \]  
(A.32)

Now, after substituting for \( J_{z,1} \) and \( J_{z,2} \) from Eqs. (A.31) and (A.32) into Eq. (A.20), we have

\[ \frac{\partial H_y}{\partial x} - \frac{\partial H_x}{\partial y} = \epsilon_0 \epsilon_{r,\infty} \frac{\partial E_z}{\partial t} + \sigma E_z - P_{z,1} \epsilon_{r,\infty}(\sigma_x + \sigma_y)E_z - P_{z,2} \frac{\epsilon_0(\epsilon_{r,s} - \epsilon_{r,\infty})}{\tau} E_z + J_{z,3}(t) + J_{z,4}(t) \]

\[ = \epsilon_0 \epsilon_{r,\infty} \frac{\partial E_z}{\partial t} + \left[ \sigma + \epsilon_{r,\infty}(\sigma_x + \sigma_y) + \frac{\epsilon_0(\epsilon_{r,s} - \epsilon_{r,\infty})}{\tau} \right] E_z - P_{z,1} - P_{z,2} \frac{\epsilon_0(\epsilon_{r,s} - \epsilon_{r,\infty})}{\tau} E_z + J_{z,3} + J_{z,4}. \]  
(A.33)

Next considering Eq. (A.30), after substituting for \( J_{z,2} \) from Eq. (A.32), we have

\[ \frac{\partial P_{z,2}}{\partial t} = -\frac{1}{\tau} P_{z,2} + \frac{\epsilon_0(\epsilon_{r,s} - \epsilon_{r,\infty})}{\tau^2} E_z. \]  
(A.34)
Similarly for Eq. (A.25), after substituting for \( J_{z,1} \) from Eq. (A.31), we have

\[
\frac{\partial J_{z,3}}{\partial t} = -\frac{1}{\tau} J_{z,3} + \frac{\epsilon_{r,s} - \epsilon_{r,\infty}}{\epsilon_{r,\infty} \tau} \left[ -P_{z,1} + \epsilon_{r,\infty}(\sigma_x + \sigma_y)E_z \right] 
\]

\[
= -\frac{1}{\tau} J_{z,3} - \frac{\epsilon_{r,s} - \epsilon_{r,\infty}}{\epsilon_{r,\infty} \tau} P_{z,1} + \frac{(\epsilon_{r,s} - \epsilon_{r,\infty})(\sigma_x + \sigma_y)}{\tau} E_z. 
\]

(A.35)

Finally, for Eq. (A.26), after substituting for \( J_{z,1} \) from Eq. (A.31), we have

\[
\frac{\partial J_{z,4}}{\partial t} = -\frac{\sigma}{\epsilon_0 \epsilon_{r,\infty}} P_{z,1} + \frac{\sigma(\sigma_x + \sigma_y)}{\epsilon_0} E_z. 
\]

(A.36)

Similar operations can be done to Faraday’s Law equations (A.9) and (A.10), and we have the following equations:

\[
\frac{\partial E_z}{\partial y} = -\mu_0 \mu_t \frac{\partial H_x}{\partial t} - \mu_0 \mu_t \frac{\sigma_x - \sigma_y}{\epsilon_0} H_x + Q_x, 
\]

(A.37)

\[
-\frac{\partial E_z}{\partial x} = -\mu_0 \mu_t \frac{\partial H_y}{\partial t} - \mu_0 \mu_t \frac{\sigma_x - \sigma_y}{\epsilon_0} H_y + Q_y, 
\]

(A.38)

\[
\frac{\partial H_x}{\partial t} = -\frac{\sigma_x}{\epsilon_0} Q_x + \frac{\mu_0 \mu_t \sigma_x (\sigma_y - \sigma_x)}{\epsilon_0^2} H_x, 
\]

(A.39)

\[
\frac{\partial H_y}{\partial t} = -\frac{\sigma_y}{\epsilon_0} Q_y + \frac{\mu_0 \mu_t \sigma_y (\sigma_x - \sigma_y)}{\epsilon_0^2} H_y. 
\]

(A.40)

For consistency of notations, we let \( P_{z,3} = J_{z,3} \) and \( P_{z,4} = J_{z,4} \), then from Eqs. (A.33), (A.37), (A.38), (A.28), (A.34), (A.35), (A.36), (A.39) and (A.40), we get a new set of equations for \( E_z, H_x, H_y, P_{z,1}, P_{z,2}, P_{z,3}, P_{z,4}, Q_x, Q_y \) as follows:

\[
\epsilon_0 \epsilon_{r,\infty} \frac{\partial E_z}{\partial t} = \frac{\partial H_x}{\partial y} - \frac{\partial H_y}{\partial y} - \left[ \sigma + \epsilon_{r,\infty}(\sigma_x + \sigma_y) + \frac{\epsilon_0 (\epsilon_{r,s} - \epsilon_{r,\infty})}{\tau} \right] E_z + P_{z,1} + P_{z,2} - P_{z,3} - P_{z,4}, 
\]

(A.41)

\[
\mu_0 \mu_t \frac{\partial H_x}{\partial t} = -\frac{\partial E_z}{\partial y} - \mu_0 \mu_t \frac{\sigma_y - \sigma_x}{\epsilon_0} H_x + Q_x, 
\]

(A.42)

\[
\mu_0 \mu_t \frac{\partial H_y}{\partial t} = -\frac{\partial E_z}{\partial x} - \mu_0 \mu_t \frac{\sigma_x - \sigma_y}{\epsilon_0} H_y + Q_y, 
\]

(A.43)

\[
\frac{\partial P_{z,1}}{\partial t} = -\frac{\epsilon_{r,\infty}}{\epsilon_0} \sigma_x \sigma_y E_z, 
\]

(A.44)

\[
\frac{\partial P_{z,2}}{\partial t} = -\frac{1}{\tau} P_{z,2} + \frac{(\epsilon_{r,s} - \epsilon_{r,\infty})}{\tau^2} E_z, 
\]

(A.45)
Appendix B. Non-dimensionalization of Maxwell’s equations

Maxwell’s equations are given as

\[
\frac{\partial \tilde{E}_z}{\partial t} = \frac{\epsilon}{\epsilon_0} \tilde{E}_z - \frac{1}{\epsilon_0} \tilde{H}_y - \frac{\epsilon_0 (\epsilon_{r,s} - \epsilon_{r,\infty})}{\epsilon_0} \tilde{E}_z
\]

\[
\frac{\partial \tilde{H}_y}{\partial t} = -\frac{\epsilon_0}{\epsilon_0} \tilde{E}_z - \frac{\epsilon_0 (\epsilon_{r,s} - \epsilon_{r,\infty})}{\epsilon_0} \tilde{H}_y
\]

\[
\frac{\partial \tilde{P}_z}{\partial t} = -\frac{\epsilon}{\epsilon_0} \tilde{P}_z - \frac{\epsilon_0 (\epsilon_{r,s} - \epsilon_{r,\infty})}{\epsilon_0} \tilde{P}_z
\]

\[
\frac{\partial \tilde{P}_y}{\partial t} = -\frac{\epsilon}{\epsilon_0} \tilde{P}_y - \frac{\epsilon_0 (\epsilon_{r,s} - \epsilon_{r,\infty})}{\epsilon_0} \tilde{P}_y
\]

Notice that Eqs. (A.44)–(A.49) contain no spatial derivatives and hence they are simply o.d.e.’s for \(P_{z,1}, P_{z,2}, P_{z,3}, P_{z,4}, Q_{x}, Q_{y}\). Abarbanel and Gottlieb [12] pointed that the system using split-field PML terminating the computational domain was only weakly well-posed for the initial value problem. In contrast, the system (A.41)–(A.49), after dropping the undifferentiated terms, becomes the original 3 \times 3 Maxwell system which is symmetric hyperbolic and therefore strongly well-posed.

It is straightforward to generalize this method for the medium having many Debye poles or Lorentz pole-pairs or for three-dimensional cases.
\[
\frac{\partial \tilde{Q}_x}{\partial t} = -\frac{\tilde{\sigma}_x}{\varepsilon_0} \tilde{Q}_x + \frac{\mu_0 \varepsilon_0}{c^2} \left( \tilde{\sigma}_y - \tilde{\sigma}_x \right) \tilde{H}_x,
\]
(B.8)
\[
\frac{\partial \tilde{Q}_y}{\partial t} = -\frac{\tilde{\sigma}_y}{\varepsilon_0} \tilde{Q}_y + \frac{\mu_0 \varepsilon_0}{c^2} \left( \tilde{\sigma}_x - \tilde{\sigma}_y \right) \tilde{H}_y,
\]
(B.9)
where \(\varepsilon_0\) and \(\mu_0\) are the free space permittivity and permeability. The speed of light in free space is given by \(c = (\varepsilon_0 \mu_0)^{1/2}\). The characteristic impedance of free space is given by \(Z = (\mu_0 / \varepsilon_0)^{1/2}\).

We non-dimensionalize the above set as follows:

\[
x = \frac{\tilde{x}}{L}, \quad y = \frac{\tilde{y}}{L}, \quad t = \frac{\tilde{t}}{c},
\]
(B.10)
\[
H_x = Z \tilde{H}_x, \quad H_y = Z \tilde{H}_y, \quad E_z = \tilde{E}_z,
\]
(B.11)
\[
P_{z,i} = LZ \tilde{P}_{z,i}, \quad i = 1, 2, 3, 4,
\]
(B.12)
\[
Q_x = \tilde{L} \tilde{Q}_x, \quad Q_y = \tilde{L} \tilde{Q}_y,
\]
(B.13)
\[
\sigma = LZ \tilde{\sigma}, \quad \sigma_x = LZ \tilde{\sigma}_x, \quad \sigma_y = LZ \tilde{\sigma}_y,
\]
(B.14)
\[
\tau = \frac{c \tilde{t}}{L},
\]
(B.15)
\(L\) is a reference length associated with a given problem.

Thus, the non-dimensionalized form of Eqs. (B.1)–(B.9) is:

\[
\varepsilon_{r,\infty} \frac{\partial \tilde{E}_z}{\partial t} = \frac{\partial \tilde{H}_y}{\partial x} - \frac{\partial \tilde{H}_x}{\partial y} - \left[ \sigma + \varepsilon_{r,\infty} (\sigma_x + \sigma_y) + \frac{\varepsilon_{r,\infty} - \varepsilon_{r,\infty}}{\tau} \right] \tilde{E}_z + P_{z,1} + P_{z,2} - P_{z,3} - P_{z,4},
\]
(B.16)
\[
\mu_t \frac{\partial \tilde{H}_x}{\partial t} = -\frac{\partial \tilde{E}_z}{\partial y} - \mu_t (\sigma_y - \sigma_x) \tilde{H}_x + Q_x,
\]
(B.17)
\[
\mu_t \frac{\partial \tilde{H}_y}{\partial t} = \frac{\partial \tilde{E}_z}{\partial x} - \mu_t (\sigma_x - \sigma_y) \tilde{H}_y + Q_y,
\]
(B.18)
\[
\frac{\partial P_{z,1}}{\partial t} = -\varepsilon_{r,\infty} \sigma_x \sigma_y \tilde{E}_z,
\]
(B.19)
\[
\frac{\partial P_{z,2}}{\partial t} = -\frac{1}{\tau} P_{z,2} + \frac{\varepsilon_{r,\infty} - \varepsilon_{r,\infty}}{\tau^2} \tilde{E}_z,
\]
(B.20)
\[
\frac{\partial P_{z,3}}{\partial t} = -\frac{1}{\tau} P_{z,3} + \frac{\varepsilon_{r,\infty} - \varepsilon_{r,\infty}}{\varepsilon_{r,\infty} \tau} P_{z,1} + \frac{(\varepsilon_{r,\infty} - \varepsilon_{r,\infty})(\sigma_x + \sigma_y)}{\tau} \tilde{E}_z,
\]
(B.21)
\[
\frac{\partial P_{z,4}}{\partial t} = -\frac{\sigma}{\varepsilon_{r,\infty}} P_{z,1} + \sigma (\sigma_x + \sigma_y) \tilde{E}_z,
\]
(B.22)
\[
\frac{\partial Q_x}{\partial t} = -\sigma \tilde{Q}_x + \mu_t \sigma_x (\sigma_y - \sigma_x) \tilde{H}_x,
\]
(B.23)
\[
\frac{\partial Q}{\partial t} = -\sigma_y Q_x + \mu \sigma_y (\sigma_x - \sigma_y) H_y. \tag{B.24}
\]

**Appendix C. Riemann problem for dispersive media and the numerical flux equation (3.21)**

The numerical flux equation (3.21) can be obtained by solving a one-dimensional Riemann problem with initial data indicated in Fig. 16. Mohammadian et al. [17] has obtained the numerical fluxes to the problem without source terms. Here, we will derive the fluxes to the case with source terms.

The weak solution \[20,21\] \( \bar{U} = (\bar{U}^{(1)}, \bar{U}^{(2)})^T \) to (3.12) and (3.13) satisfies for all functions \( \psi^{(1)} \in C^1_0(R \times [0, +\infty)) \) and \( \psi^{(2)} \in C^1_0(R \times [0, +\infty)) \)

\[
\int_0^\infty \int_R \left\{ \bar{U}^{(1)} \cdot \frac{\partial \psi^{(1)}}{\partial t} + \nabla \psi^{(1)} \cdot \left( \mathbb{A} \bar{U}^{(1)} \right) \right\} \, dt \, d\zeta + \int_0^\infty \int_R \bar{S}^{(1)} \cdot \psi^{(1)} \, d\zeta \, dt = 0, \tag{C.1}
\]

\[
\int_0^\infty \int_R \bar{U}^{(2)} \cdot \frac{\partial \psi^{(2)}}{\partial t} \, d\zeta \, dt + \int_0^\infty \bar{U}^{(2)}(\zeta, 0) \cdot \psi^{(2)}(\zeta, 0) \, d\zeta + \int_0^\infty \int_R \bar{S}^{(2)} \cdot \psi^{(2)} \, d\zeta \, dt = 0. \tag{C.2}
\]

And it can be proved [20] that (C.1) and (C.2) imply that a piecewise \( C^1 \) function \( \bar{U} \) is a solution of (3.12)–(3.14) if and only if the following two conditions are satisfied:

(i) \( \bar{U} \) is a classical solution of \( R_{1/2}^0 \) in the domains where \( \bar{U} \) is \( C^1 \);

(ii) \( \bar{U} \) satisfies the Rankine–Hugoniot condition along a line of discontinuity with a speed \( s \)

\[
(\bar{U}^{(1)},- - \bar{U}^{(1)},+) \cdot \mathbb{A} \cdot \hat{n} \bar{U}^{(1)},- - \bar{U}^{(1)},+ = 0. \tag{C.3}
\]

where \( + \) and \( - \) denote the limits on each side of the line of discontinuity.

If there are no source terms, \( S^{(1)} \) and \( S^{(2)} \), piecewise constant solution in domain \( \zeta < 0 \) and domain \( \zeta > 0 \) can be obtained. Since \( \mathbb{A} \cdot \hat{n} \) is a constant matrix in both domains, we can construct the solution using the eigen-decomposition method [21]. It should be noted that an extra boundary condition is needed at \( \zeta = 0 \) for either domain, and these two boundary conditions are related by the Rankine–Hugoniot condition at \( \zeta = 0 \), i.e., \( \mathbb{A}^{-} \cdot \hat{n} \bar{U}^{(1)},- - \mathbb{A}^{+} \cdot \hat{n} \bar{U}^{(1)},+ = 0 \). (The meaning of \( \cdot \) and \( \cdot \) are indicated in Fig. 16). With the source terms, the solution to this Riemann problem will not be piecewise constant anymore. But the lin-
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earity of the problem implies that the characteristics are still independent of the solution $\mathbf{U}$, and, thus, straight lines. However, we need to integrate along the characteristics to obtain the solution. Applying Rankine–Hugoniot conditions at the lines of discontinuity, we will get the solution in the whole domain $(-\infty, +\infty) \times [0, +\infty)$.

As $\mathbf{U}^{(1)}$ satisfies ordinary equations, and no spatial numerical fluxes are needed. So we just concentrate on solving $\mathbf{U}^{(1)}$. For simplicity, let $\mathbf{u}$ denote $\mathbf{U}^{(1)}$ and $A$ denote $\mathbf{A} \cdot \mathbf{n}$. Then, the one dimensional Riemann problem becomes

$$\frac{\partial}{\partial t} \mathbf{u} + \frac{\partial}{\partial \zeta} (A \mathbf{u}) = \tilde{S}^{(1)},$$

(C.4)

$$\mathbf{u}(\zeta, 0) = \begin{cases} \mathbf{u}^-, & \zeta < 0, \\ \mathbf{u}^+, & \zeta > 0, \end{cases}$$

(C.5)

where

$$A = \begin{cases} A^-, & \zeta < 0, \\ A^+, & \zeta > 0, \end{cases}$$

(C.6)

and

$$A^\top = \begin{pmatrix} 0 & n_y/\mu^-_t & -n_x/\mu^-_t \\ n_x/\epsilon^-_t & 0 & 0 \\ -n_x/\epsilon^-_t & 0 & 0 \end{pmatrix}. $$

(C.7)

$A^\top$ has three different eigenvalues

$$\lambda^-_1 = -c^-, \quad \lambda^-_2 = 0, \quad \lambda^-_3 = c^-$$

(C.8)

where $c^- = (\epsilon^-_t/\mu^-_t)^{-1/2}$ is the speed of light in the medium. $A^\top$ is diagonalizable with real eigenvectors, namely

$$A^\top = R^\top \Lambda^\top (R^\top)^{-1}$$

(C.9)

where $\Lambda^\top = \text{diag}(\lambda^-_1, \lambda^-_2, \lambda^-_3)$ is a diagonal matrix composed of $A^\top$’s eigenvalues, respectively. And $R^\top = (r^\top_1 \mid r^\top_2 \mid r^\top_3)$ is the matrix of right eigenvectors, and $(R^\top)^{-1}$ is $R^\top$’s inverse matrix

$$R^\top = \begin{pmatrix} 1 & 0 & 1 \\ -n_x Z^\top & n_x & n_y Z^\top \\ n_x Z^\top & n_y & -n_z Z^\top \end{pmatrix}, \quad (R^\top)^{-1} = \frac{1}{2} \begin{pmatrix} 1 & -n_y Y^\top & n_x Y^\top \\ 0 & 2n_x & 2n_y \\ 1 & n_y Y^\top & -n_z Y^\top \end{pmatrix},$$

(C.10)

where $Z^\top = 1/Y^\top = (\mu^-/\epsilon^-)^{1/2}$.

We define the new parameters $v$,

$$v = \begin{cases} (R^\top)^{-1} \mathbf{u} & \text{if } \zeta < 0, \\ (R^\top)^{-1} \mathbf{u} & \text{if } \zeta > 0. \end{cases}$$

(C.11)

In each of the region $\zeta < 0$ or $\zeta > 0$ along the $p$th characteristic, we have

$$\frac{\partial v_p}{\partial t} + \lambda^-_p \frac{\partial v_p}{\partial \zeta} = S_p, \quad p = 1, 2, 3.$$

(C.12)

where $S_p$ is the $p$th component of the source term $R^{-1}\tilde{S}^{(1)}$, and
where the integration is done along the characteristic \( \tilde{\zeta} = \lambda_p t = \zeta = \lambda_p t \) with the initial value of \( v \) given as

\[
v(\zeta, 0) = \begin{cases} 
  v^-, & \zeta < 0 \\
  v^+, & \zeta > 0.
\end{cases}
\]

From the definition of the numerical flux (3.18), we just need to compute the limit value \( \lim_{t \to 0^+} \tilde{U}^{(1)}(0^+, t) \) or \( \lim_{t \to 0^-} \tilde{U}^{(1)}(0^-, t) \).

Now consider a point \( E \) in Fig. 17. We can integrate along the line \( \zeta - c^- t = \zeta_E - c^- t_E \) to get \( v_3(\zeta_E, t_E) \), and the line \( \zeta + c^+ t = \zeta_E + c^+ t_E \) to get \( v_1(\zeta_E, t_E) \). (Note that \( \zeta_E = 0 \)).

From \( v_3(0^-, t_E) \), \( v_1(0^+, t_E) \) and the Rankine–Hugoniot condition at the characteristic \( \zeta = 0 \)

\[
A^- u(0^+, t_E) - A^- u(0^-, t_E) = 0,
\]

we can get the unknown values \( v_1(0^+, t_E) \) and \( v_3(0^+, t_E) \).

Using Eqs. (C.9) and (C.11), Eq. (C.16) can be rewritten as

\[
-c^- v_1(0^-, t_E) r_1^- + c^- v_3(0^-, t_E) r_3^- = -c^+ v_1(0^+, t_E) r_1^+ + c^+ v_3(0^+, t_E) r_3^+
\]

or

\[
\begin{pmatrix}
-c^- & c^- \\
-c^- n_z^- & c^- n_z^- \\
-c^- n_z^- & -c^- n_z^-
\end{pmatrix}
\begin{pmatrix}
v_1(0^-, t_E) \\
v_3(0^-, t_E)
\end{pmatrix}
= 
\begin{pmatrix}
-c^+ & c^+ \\
-c^+ n_z^+ & c^+ n_z^+ \\
-c^+ n_z^+ & -c^+ n_z^+
\end{pmatrix}
\begin{pmatrix}
v_1(0^+, t_E) \\
v_3(0^+, t_E)
\end{pmatrix}
\]

From Eq. (C.18), we can solve

\[
\begin{pmatrix}
v_1(0^-, t_E) \\
v_3(0^-, t_E)
\end{pmatrix}
= 
\begin{pmatrix}
\frac{Z^- - Z^+}{Z^+ + Z^-} v_3(0^-, t_E) + \frac{Z^+ + Z^-}{Z^+ + Z^-} \frac{c^+}{c^-} v_1(0^+, t_E) \\
\frac{Z^- - Z^+}{Z^+ + Z^-} v_1(0^+, t_E) + \frac{Z^+ + Z^-}{Z^+ + Z^-} \frac{c^-}{c^+} v_3(0^-, t_E)
\end{pmatrix}
\]

Fig. 17. Construction of solution to Riemann problem at \((\zeta, t)\).
From Eqs. (C.14) and (C.15), we have
\[ v_1(0^+, t_E) = v_1^+ + \int_0^{t_E} S_1 \, dt, \quad v_3(0^-, t_E) = v_3^- + \int_0^{t_E} S_3 \, dt. \] (C.20)

Let \( t_E \to 0^+ \), we have
\[ \lim_{t_E \to 0^+} v_1(0^+, t_E) = v_1^+, \quad \lim_{t_E \to 0^+} v_3(0^-, t_E) = v_3^-. \] (C.21)

From Eq. (C.16) and the definition of the numerical flux (3.18), we can get the numerical flux
\[ \mathbf{h}(u^-, u^+) = \lim_{t_E \to 0^+} A^+ \mathbf{u}^- (0^+, t_E) = \lim_{t_E \to 0^+} \left( -c^+ v_1(0^+, t_E) \mathbf{r}_1^+ + c^+ v_3(0^+, t_E) \mathbf{r}_3^+ \right). \] (C.22)

Substituting \( v_3(0^+, t_E) \) in Eq. (C.19) into the Eq. (C.22) gives
\[ \mathbf{h}(u^-, u^+) = \lim_{t_E \to 0^+} \left[ -c^+ v_1(0^+, t_E) \mathbf{r}_1^+ + c^+ \frac{Z^- - Z^+}{Z^- + Z^+} v_1(0^+, t_E) \mathbf{r}_3^+ + c^+ \frac{2Z^-}{Z^- + Z^+} v_3(0^+, t_E) \mathbf{r}_3^+ \right]. \] (C.23)

Using Eqs. (C.21) and (C.23), we get
\[ \mathbf{h}(u^-, u^+) = -c^+ v_1^+ \mathbf{r}_1^+ + c^+ \frac{Z^- - Z^+}{Z^- + Z^+} v_1^+ \mathbf{r}_3^+ + c^+ \frac{2Z^-}{Z^- + Z^+} v_3^+ \mathbf{r}_3^+. \] (C.24)

Substituting \( v_1^+ \) and \( v_3^+ \) in Eq. (C.15) and \( \mathbf{r}_1^+ \) and \( \mathbf{r}_3^+ \) in Eq. (C.10) into Eq. (C.24) gives
\[ \mathbf{h}(u^-, u^+) = \left( \frac{\left[ Z(n_h, n_h, n_h) - E_1 \right] + \left[ Z(n_h, n_h, n_h) + E_1 \right]}{Z^- + Z^+} \right) \frac{\mathbf{Y}_e - (n_h, n_h, n_h)}{\mathbf{Y}_e + (n_h, n_h, n_h)}, \] (C.25)

which proves Eq. (3.21). And a similar method applying to the three dimensional Maxwell’s equations gives Eq. (3.20).
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