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Some properties of superprocesses conditioned
on non-extinction
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Abstract We simply call a superprocess conditioned on being never extinct a conditioned super-
process. In this study, we investigate some properties of the conditioned superprocesses (subcritical or
critical). Firstly, we give an equivalent description of the probability of the event that the total occupa-
tion time measure on a compact set is finite and some applications of this equivalent description. Our
results are extensions of those of Krone [6] from particular branching mechanisms to general branching
mechanisms. We also prove a claim of Krone [6] for the cases of d = 3,4. Secondly, we study the local
extinction property of the conditioned binary super-Brownian motion {X;, P;°}. When d =1, as ¢
goes to infinity, X;/v/t converges to n)\ in weak sense under P2°, where 7 is a nonnegative random
variable and A is the Lebesgue measure on R. When d > 2, the conditioned binary super-Brownian
motion is locally extinct under P.°.
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1 Introduction

Let E be a Polish space and D([0, 00), E) be the space of the right continuous functions
with left limit from [0, co) to F with the Skorohod topology. Suppose & = {&, ¢ > 0; I}
is a Feller Markov process defined on (D([0, 00), E), &, (&)i>0) staring from = € E with
infinitesimal generator A and semigroup (P;);>¢. Let Cy(E) (resp. C.(E)) be the space of
bounded continuous functions (resp. continuous functions with compact support) on E. We
denote by Cp(E) 4 (resp. Co(E)4) the subset of Cy(E) (resp. C.(FE)), consisting of nonnegative
members of Cy,(E) (resp. C.(E)). We use Mp(E) to denote the collection of all finite measures
on E. Write (i, ¢) for [,, ¢ du, where ¢ is a nonnegative measurable function and p € Mp(E).
It is well known that Mg (FE) endowed with the weak topology is a Polish space. So we can define
the Polish space D([0, co), Mp(E)). Let X = {X;,t > 0; P, } be the time homogeneous Markov
coordinate process on (D([0, 00), Mp(E)),F, (Fi)i>0) with a fixed initial value p € Mp(E)
and with the semigroup given by its Laplace transform

Puexp{—(Xy, )} = exp{—(u, Vi(¢))}, V¢ € Co(E),

where V;(¢) denotes the unique non-negative bounded mild solution of the nonlinear evolution
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equation oV,
t — _
Vo = ¢.
Here, -
P(A) = aX + A% + / [e™?* — 1+ Az]v(dx), (2)
0

a, b€ R, b>0,and v is a o- finite measure on (0, co) which satisfies fooo 2?2 Azdv(z) < oco. A
Cy(FE)-valued function u(t) is called a mild solution of the evolution equation (1) if it satisfies
the integral equation

u(t) = Pt¢—|—/0 P:_stp(u(s))ds.

The measure-valued Markov process X is called (A, 1)— superprocess or (§, ¥)— superprocess.
In particular, if ¢ is an a—stable (a € (0, 2]) processes on R? and if 1)(\) = A4, 8 € (0,1], we
call the (£, 1)— superprocess (d, o, §)- superprocess.

Define T' = inf{t > 0; X;(1) = 0}. Grey [1] showed that if ¢)'(\) > 0 for any A > 0, and
i % < 00, then
P,(T <o0)=1 forany pe Mp(E).
That is to say the superprocess is extinct in finite time almost surely under that condition. In
this article, we assume that
P'(A\) =0, forany A >0, and o < o0
= b = ) 'll)()\) N
Note that ¢’ is a nondecreasing function on [0, co) and a = ¢’(0). So the assumption that
Y'(A) = 0, for any A > 0, is equivalent to that a > 0, which says that we only consider the
subcritical (a > 0) or critical (a = 0) cases.

A few words about notations are in order. Without further mention, V;(-, ¢) always denotes
the unique mild solution of the equation (1), and U(-, ¢) denotes the unique mild solution of
the following nonlinear partial differential equation

oU,

{ = = AU = 0 (U) + 0,

Up=0.

(3)

Sometimes we may use Vi(¢) and U;(¢) instead of Vi(-, ¢) and U;(-, @) respectively. We write
P, for both the probability and the expectation of X with initial value p € Mp(E).

In recent years, a series of papers investigated the Dawson-Watanabe superprocess condi-
tioned on non-extinction (see, for example, [2], [3],[4], [5], [6], [7], [8] and [10], and the references
therein). Some of these references are quoted more precisely later in this paper. We simply call
the (&, 1)-superprocesses conditioned on non-extinction the conditioned (£, 1¥)-superprocesses.
In particular, if 1(\) = A4, 3 € (0, 1], and the underlying process is an « - stable (a € (0, 2])
processes on R?, then we call the corresponding conditioned superprocesses the conditioned
(d, v, B)- superprocesses. Moreover, when ¢ is a Brownian motion and 8 = 1, the correspond-
ing conditioned superprocess is called the conditioned binary super-Brownian motion.

In the coming section, we give the Laplace functionals of the conditioned (&, 1))-superprocess
and its occupation time measure. In Section 3, we give an equivalent description of the prob-
ability of the event that the conditioned total occupation time measure on a compact set is
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finite. Using this equivalent description, we give the judging conditions to some conditioned
superpocesses, under which the corresponding conditioned total occupation time measures on
compact sets are finite with probability one, and under which they are infinite with probability
one. In the last section, we discuss the local extinction property of the conditioned binary
super-Brownian motion. In this paper, we always assume the initial value p # 0.

2 Conditioned superprocess and its occupation time

In this section, we establish the existence of the conditioned superprocess and give the Laplace
functionals of the conditioned superprocess and its occupation time at time ¢, ¢ > 0. We see
that the conditioned superprocess can be defined by means of Doob A-transformation of the
original one.

Proposition 2.1 (Proposition 1 [9]) Let {X;, P,} be a (&, v)-superprocess.

i) For any p € Mp(E) with compact support, as t — oo, P,(-|T > t) converges to some
probability measure P;°. More precisely, for anyt >0, A € Fy,

lim P, (A|T > s) = P;°(A).

it) The probability PP is an h-transform of P,,. More precisely, put
Zt = Xt(l)eat.
Then {(Z;, F:), P.} is a martingale defined on D([0, 00), Mp(E)), and

ap®| =
e (1)

dp,

Tt

The above results were also obtained by Krone [6] for particular branching mechanisms:
P(\) = YAB(0 < B < 1) with v being some positive constant. We deduce from Proposition
2.1 that for any F; measurable bounded function @,

P 0] = u(1) " P [02].
In particular, for any f € Cy(E)+

Plexp(—(Xy, )] = p(1) " Pu[exp(=(Xy, )Xo (1)e].

Note that

xp(— (X, )0, 1) = 5 exp(—(Xi £ + M)y

and P,[X(1)] < co. Applying the dominated convergence theorem, we can get that

»

0 0
P lexp(—(X0, £+ A [y = 53 exp(—(m, Vil + )],
e~ Vel @y,

P exp(—(Xy, /)){(Xe, 1)] = P

“ | Bx exp(— (X, f+A)
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where (G}) is the unique non-negative bounded solution of the following partial differential
equation

0G,

{ S = AG = V' (Vi(N)G,

Wy = 1.

(4)

Recall that II,, is the probability of the Feller process £ starting from z. We also use it to
stand for the corresponding expectation. Applying the Feyman-Kac formula to equation (4),
we get

Gutw) = [oxp (= [ 0Vi-aten 5]

Define

() =¢'(\) - a, (5)
then @(A) = 2bA + fooo(l — e )rdv(r), A > 0. So the Laplace functional of the conditioned
superprocess at time ¢ is:

B lexp(= (X, f))]

= p(1)tem i) <u7 IT. exp (— /O (Vi f)ds)> : (6)

Now let us consider the occupation time measure Y;(:) of the superprocess {X;} defined by
Yi(s) = fg Xs()ds, for any ¢t > 0. Under Pg°, the process {Y;, > 0} is called the conditioned
occupation time process. A similar argument gives the Laplace functional of Y;, for any ¢ > 0.

P [exp(=(Yi, ¢))]

= p(1)tem oD <u, I exp (— /0 tw(Uts<§s,¢>ds)>, € Cy(E)y,  (7)

where U;(¢) is the unique nonnegative mild solution of (3).

Note that P° L P,. This may explain why the properties of conditioned superprocesses
are quite different from those of the corresponding unconditioned superprocesses.

3 Total occupation time measure of the conditioned superprocess

Define v(-) = [;°(Xs, -)ds. Under P,, v is called the total occupation time measure of the
superprocess X, and under P2° v is called the total occupation time measure of the conditioned
superprocesses or simply called the conditioned total occupation time measure. We aim at
finding out the P2°-probability of the event {v(C') < oo} for any compact subset C' of E. The
measure v was studied by Serlet [10] for super-Brownian motion with ()\) = A\? by using
Brownian snake. It was showed in [10] that for any compact subset C' of R, if d > 4, then
v(C) < 0o P¢-a.s., while if d < 4, then v(C) = oo P°-a.s.. Krone [6] investigated the finiteness
of v of the conditioned (¢, A'T#)-superprocess, the author proved that if the underlying process
is Harris recurrent, then

/0 (Xs, ¢)ds =00, P° —as.

for any ¢ € C.(F)+. In this section, we consider the conditioned (£, 1)-superprocesses with 1)
given by (2). The following result is a generalization of those in [6] and [10].

4
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Theorem 3.1  For ¢ € C.(E)4, we have

0

2 ([t oy <o) =1 ([ ptm@rennas < < ).
where Uso () (z) = limy o0 Ur(9)(x),  a(-) = p(-)/p(1).
We prove Theorem 3.1 by proving some lemmas.
Lemma 3.2 For ¢ € C.(E)4, Ui(p) denotes the mild solution of the equation (3).
i) {U(¢) }i>0 is nonnegative and uniformly bounded;
it) If x € E satisfies ¢(x) > 0, then for any t > 0, U(z, ¢) > 0.

Proof.  Assume that {X;} is the (&, ¢)-superprocess with initial value p, p € Mp(E). Then
the occupation time process { fot X,(-)ds}i>0 has the Laplace functional

Py {eXp{/ Xs(fb)ds}} = exp{—(u, Ui, 9))}, for any ¢ € Ce(E)4.
0

It is obvious that Ui(z, ¢) > 0, for any ¢ > 0.

We first prove the assertion ii). Assume that there exists « € E, such that ¢(x) > 0, but
there exists ¢ > 0 such that U,(z, ¢) = 0. Then

P, [exp { / t qu)du}] — exp{~Ui(z, #)} = 1,

which says that fot Xu(d)du = 0, Ps_-a.s. Note that Ps, [(X,, ¢)] = e **Psé(z), for any s > 0.
Then we have

0=Ps, [/t<Xs, ¢>ds] = /t P, (z)e % ds,
0 0

which implies that Ps¢(x) = 0 for almost surely all s € (0,¢]. Recall that ¢ is a right continuous
process and II;(§y = z) = 1. So there exists € > 0, such that P;¢(x) > 0, for all 0 < s < ¢, due
to Pogp(z) = ¢(x) > 0, and then we get a contradiction. Therefore, Uy (z, ) > 0 for any ¢ > 0.

Now we come to prove that U(¢) is uniformly bounded. Here we make use of the maximal
principle and a argument similar to that used in the proof of Lemma 9 of [6]. We claim that
there exist constants ¢, d > 0 such that

Y(A) = cA—d, forany A > 0. (8)

When a > 0, it is easy to check that the above domination holds for ¢ = a and d being an
arbitrary positive number. When a = 0, we have

lim M—

A—oo A o ’

by our assumption that [ * ﬁd)\ < oo and that ¥()) is a nonnegative continuous function
on (0, 00). So there exist ¢ and d such that (8) holds. Consider the solution of the following

evolution equation

ot

{({M:Aut—cut—&—qﬁ—kd,
u(0) = 0.
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The solution to this equation is u(t) = fot e (=P, (¢ + d)ds, which satisfies

t
U] < lolle+ ) [ e s < (ol + .
Finally, the maximal principle and the comparison between () and ¢A — d show that

sup ||Utloo < sup [[tiloc < ¢ ([|4]|o0 + d) < o0
t>0

=

Recall that for any p € Mp(E),

P,u [exp(7<)/t7 ¢>)] = eXp(*<M, Ut(¢)>)7

and Y; is a nondecreasing function with respect to ¢. So U;(¢) is nondecreasing in ¢. Since
{U:(¢)} are uniformly bounded by Lemma 3.2, Uy (@) = limy_o, Ur(¢p) < oo. Recall the
definition of ¢ given by (5). ¢(A) is an increasing function and ¢(0) = 0. These come to the
following lemma.

Lemma 3.3

fin [ o) &-)ds = Jin [ o @)€)ds = [ oUnle)Eds

t—o0

where ¢ is defined by (5).
Denote by {U;} the unique nonnegative bounded mild solution of the equation:

oU,

{ e I CARPY

Uy =0,

(9)

where ¢ € C.(E); . The argument above shows that U2 = lim; .., U} exists. Since U} are
nondecreasing in A\, U2 is also nondecreasing in A\. Hence limy_,o+ U2 exists. Furthermore, we
have the following result.

Lemma 3.4

lim U)(z) =0, Vx€kE.
A—0t

Proof.
P, {exp{)\ /OOO<XS, ¢>>d8}]

Y Sy )

= tli>Irolo eXp {_</~L7 UtA>} = GXP{_<M7 Ué\o>} (10)

Recall that the superprocess {X;} considered here satisfies P, (T < 0o0) = 1. So

P, (/OOO<XS, P)ds < oo) > P,(3t >0, X;(1) =0) =P, (T < o0) =1.
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P, (/OOO<XS, d)ds < oo> =1.

Letting A — 0+ in (10), since u is arbitrary, we have

That is

lim UX(z)=0, f € E.
Jim, o(x) or any x

O

Lemma 3.5 If there exists A > 0, such that [ o(U%(&))ds < oo, Hs-a.s., then for all
A >0,

/°° P(UL(&5))ds < 0o, Tz — a.s.
0

Proof.  Since ((u) is nondecreasing in u, ¢(U2)) is also nondecreasing in A. Define U,, = UL .

We only need to prove that if [~ ¢(Us(&))ds < oo, then [ p(U2(&s))ds < oo, for any A > 1.
By simple calculation, it can be obtained that 1 — e~ < ¢(1 — e~ %), for any > 0 and any
¢ 2 1. Therefore, for any ¢ > 1 and any A > 0,

P(eN) = ale) +b(eN)? + /Ooo(eC)“'” — 14 chz)v(de)

oo
> c [a)\ + b2+ / (e — 1+ )\x)v(dx)]
0

= cp(N),
and then for A > 1,
AR = A0+ w) 20 > A | G~ AU+ v - o] =0,

(The maximum principle holds for mild solutions, see Appendix of [6].) Noticing that Uy = 0,
we have U} < A\U; by the maximal principle. Letting ¢t — oo, we get U2 < AU Note that for
any ¢ > 1 and any u > 0, we have

w(cu) = 2beu + /0 T~ e p(da) < o [2bu + /O “a- e“)zy(dx)] = cp(u).

Therefore,

/Oo O(UL (&5))ds < A/OO O(Uso(&5))ds < 00, VA > 1.
0 0

Now we are ready to prove Theorem 3.1.

Proof of Theorem 3.1.  Recall that U} = U;(A¢) and U2 = lim;_, o U = limy_, o U(\@).

7
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Using (7) and Lemma 3.3, we see that

P (/OOO<XS, ¢)ds < oo)

R
= lim P [en (X0 o]
A—0

Rt
lim lim P2° [e*)‘ 0<Xs’¢>ds] (11)

A—0t t—o0

t
lim lim e~ (- Ur(A0) <ﬁ, IT. exp (— / w(Uts<A¢)<£S>>ds)>
0

A—0+ t—o0

lim e Ux) <ﬂ, IT. exp ( / ¢(Uso(§s>>ds>>.
A—0t 0

It follows from Lemma 3.4 that limy_ g+ e~ U%) = 1. Since ©(0) = 0, applying the dominated
convergence theorem and Lemma 3.5, we can get

o0
[e%s} 07 lf/ Uoo R dS<OO;
Jim [ (UL (€))ds = | #Uselé))
o oo, otherwise.

Applying the dominated convergence theorem again,
P </0 (Xs, 9)ds < oo> =1I; </0 V(U (&s))ds < oo) )

In the remaining part of this section we give some applications of Theorem . For an open
subset O of R?, we use C2(0) to denote the space of twice continuously differentiable functions
on O, and C?(0), denote the subset of C%(O) of all nonnegative members in C2(O).

O

Theorem 3.6  Let & be an a-stable process, a € (0,2]. Let (X, P,) be a (d, o, 3)-superprocess
with 3 € (0, 1] and p € Mp(R?)\{0}. Suppose that ¢ € C*(R?),.

i) Ifd> o+ 5, then IS (Xs, d)ds < o0, PX—a.s.
it) If £ is a Brownian motion and 2 < d < 2+ 2/(, then

/0 (Xs,¢9)ds =00, P°—as.

To prove Theorem 3.6, we need two more lemmas.

Let u(t, ), r > 0 satisfies the radially symmetric version of equation (3)
d-1
au(f” r) = u//(r) + %u/(r) — u1+ﬂ(r) —+ (b(?“), (12)
u(0, r) =0, TERi,(;SEC?(Ri)—I-.

(R is the positive semi-axis of R'). Set u(|z|) = limy_. u(t, |z]), z € R%. By Theorem 3.3 in
[13], u(r), r € RL is the solution of the partial differential equation

(d— 1)u’(r) —u'tP(r) +¢(r) =0, reRL, ¢ CXRL). (13)

u”’(r) +

r
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Lemma 3.7 (Theorem 4.2[13]) For u(r) stated above, when r — oo, the following hold:
(f(r) ~ g(r) means lim, . f(r)/g(r) = 1)

d=1 )~ [er R/ ]
d

227 (d_2)ﬁ<2 U(T)NCB’dr_Q/B;
(d - 2)5 =2: U(T) ~ Cq [T2 log r]*l/ﬁ;
(d—2)3>2: u(r)~cgar?,

where ¢, cg 4, cq are some constants and may be different from place to place, cg 4 dependents
only on § and d, and ¢, depends only on d.

Lemma 3.8 If ¢ € C?(RY), is a radial function, & is a Brownian motion, and (d —2)3 < 2,
then [;°(Xs, ¢)ds = 00, P° — a.s.

Proof.  If £ is a Brownian motion and d = 1, 2, the conclusions have been proved in [6]. When
d > 3, we have lim;_, |§| = oo, II,- a.s., due to the transience property of the Brownian
motions. For any radial function f, with abuse of notation, we write f(x) = f(|z|). Recall
that ¢ is a radial function, so U(¢) is also radial and satisfies equation (12). Note that
Uso(¢) = limy_,00 Us(¢). For simplicity, we denote Uso(¢) by Uso. Then U (x) is a radial
function, i.e., Usx(7) = Usx(|z|) for any z € R? and by similar arguments in the proof of
Theorem 3.3 [13], we can prove that U, is a solution of (13). By Theorem 3.1, we only need
to prove that

i, ([ etetas =) =1 (14)

Note that, for any ¢ > 0,

i ([P =) = 1 ([Tl + aifas = o)

Then we have the following domination:

i, ([T wateas = )

> i 1 ([ 0le +a)Pas = o

o0
> lim II Uso ([ s = oo, sp S <y
Jim o ([0l 2l = cessmp e

= Jim Tho / Uec (I€x + ) (€6 + 2 P1P (€. + 2)~2ds = oo,
o0 t

S I 3)
s>t Vsloglogs =

L / " [Usell€ + #1) (1€ +2l)/) (sloglog ) ds = oo,
t—oo +

N 3)
o>t Vsloglogs =/

WV
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In the cases of 0 < (d —2)8 < 2, according to Lemma 3.7, almost surely there exists T' > 0,
such that for any ¢ > T, U (|& + 2|)(|& + 2])?/# > ¢p.4/2. Also note that for arbitrary ¢ > 0,
[ sizhiosds = co. Then we get that

sloglog s
I1, /W[Um(fg)}'@ds =00 | > lim Il supM <3).
0 ( t—00 s>t V/sloglog s

By the iterate logarithm law, for any 2 € R¢,

. |€s + 7]
lim IIg | sup ———=<3) | =1,
e (21;5) vsloglog s )

and then we get (14).

In the cases of (d—2)8 = 2, the result can be proved by a similar argument and by noticing
that [ (rlogrloglogr)~'dr = oo for any ¢ > 0. We complete the proof. O

Proof of Theorem 3.6. i) According to Theorem 3.1, we only need to prove that II; — a.s.,
S5 Uso(&5))Pds < o0, Since Us is bounded, we only need to prove that [, [Us(&)]ds < oo,
IIz-a.s. By Holder’s inequality,

m, / TUne))Pds = / L U (€))7 ds

| [mvee)] s

_ /1 T IPU (1)) ds.

N

Since Uso(z) < [ Puo()du, we can continue the above domination:
(oo} oo oo ﬁ
0, / [Us(&,)]Pds < / [IP’S / Puqa(a:)du} ds
1 1 0

_ /1 - [ /0 - Pu () % s
el [ [+ utadas

> _d
dll6])? / 1=

N

In the last inequality of the above domination, we used the fact that the density p(¢,x) of
an a-stable process satisfies p(t,z) < Cd,at_d/" for some constant Cg .. When d > a + %,

= s(1=8)Pds < oo, and then I3 Uso(é5))Pds < oo, Hy-a.s. Therefore, [;~(X,, ¢)ds < oo,
Pr-as.
n

ii) Now suppose that O is an open subset of R?. Choose r > 0 and € O such that
B(z, r) C O. Since the operator A and the Lebesgue measure are both translation invariant.
There is no loss of generality we assume that x = 0. Then there exists a function f € C?(R!) .,
such that f(|z[) < Io(x). Lemma shows that [[°(X,, f)ds = oo, P°-a.s., which implies that

/ Xs(0) =00 PF —as.
0

10
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For any function ¢ € C2(R%), there must be a constant a > 0, such that {z € R?: ¢(z) > a}
is a nonempty open set. The conclusion we have got for open sets implies that

/ (X5, ¢)ds =00, P —as. 0
0
Remark 3.9 If¢'(0) > 0 (subcritical case), using the argument used in the proof of i), we
see that
oo o0 o0 ﬁ
[ [Tweeras] < [Te [ Rl as
1 1 0
o0 o0 /6
= / {/ Putso(x) ea“du} ds
1 0
< clollf [T | [ w et ra as
1 s
* _as
< cleliF [ s ¥as
1

where C' is a positive constant which may change values from line to line. Therefore, if d > %,
then
o0
/ (Xs, ¢)ds < 00, Pr —as.
0

4 Local extinction property of the conditioned binary super-Brownian motion

In this section, we will focus on the local extinct property of the conditioned binary super-
Brownian motion in R%. Let’s recall some definitions from [11] and [14]. A Borel measurable
subset of R? is proper, if it is bounded and has positive Lebesgue measure. A measure valued
process {u, P} is called stochastically bounded, if for any finite ball B C R9,

lim limsup P(u:(B) > M) = 0.

M—c0 t—oo

{pt, P} is called locally extinct, if for any e > 0, and any proper set B
tlim P(ut(B) >¢) =0.
If {u+, P} is not stochastically bounded, then {u:, P} is called unstable.

Remark 4.1 Traditionally, the local extinct properties of the superprocesses are discussed
in almost sure sense. But here we only consider the local extinct properties of the conditioned
superprocesses in the probability sense.

Let B be any proper set, then by Theorem 3.6, we can get that when d > 5, for any
w € Mp(R)\{0}, .
/0 Xs(B)ds < o0, P —as.
So when d > 5, lim;_, o, X;(B) =0, P/fo—a.s. Now we consider the cases of d < 4. Without loss

of generality, here we just consider the case of © = 0,(-). Through simple calculation, it is easy

to obtain
P(SO:[Xt(B)] = (1 + 2t)IP’tIB(:c).

11



LIU RongLi & REN YanXia

Therefore, when d > 3, Pg°[X;(B)] — 0 as t — oo. Hence when d = 3,4, X;(B) — 0 in P§°
probability as ¢ — oo, which implies that when d > 3, the conditioned binary super-Brownian
motion is locally extinct.

Theorem 4.2 When d = 1, {X;, P} is unstable. Moreover, under Pg°, %Xt = A, as
t — oo, where \ is Lebesgue measure and n is a nonnegative random variable with Laplace
transform

1
Ee % =TIy exp (—/ G(l—s,¢&, (1- 3)3/29)d3> , (15)
0
where G(t, x, 0) is the unique nonnegative mild solution of the following equation
oGy 1
P ZAG, — G2
{ ot~ 2R TG (16)
Go = 6.

To prove this theorem we need a result (see Lemma 4.3 below) from [14]. Define
Mexp = {f > 0: f is Borel measurable , 3 k, m > 0, such that f(z) < ke*‘m|2/2m}.
It is obvious that for any proper set B considered here, Ip € Meyp.

Lemma 4.3 (Theoreml.3[11]) Assume d =1,h € Meyp, G(t, z, 8) is the unique nonnegative
mild solution of equation (16), and V (¢, x, h) is the mild solution of equation (16) with initial
value h, then

lim ¢tV (t —s, t'/%y, t71/2h) = G(1, y, h), VseR, yeR,

t—o0
where h = [ h(z)dz.
We also need the following well known result (see Exercise 3.8 in [12], for example).
Lemma 4.4 If X is a nonnegative random variable, and EX < oo, then for all 0 < r < 1,

(EX)?
EXZ

Proof of Theorem 4.2.  Note that P°[X7(B)| = Ps, [X;(B)?X,(1)]. By Lemma 2.2 in
15, for any 6 € C2(E2),

Ps, [(X1,0)?X:(1)]

= [Pegp(x)]® + 4t[Peop(x)]* + 2 /O Py (Pa())2ds +

P(X >rEX) > (1—r)?

it [ Pro(Boota)Ps 44 [P B

For any bounded ball B C R?, there exist a sequence of uniformly bounded {¢,} € C?(R9),
such that ¢,, converge to I a.e. with respect to Lebesgue measure. By the dominated conver-
gence theorem,

P [XP(B)] = [Pelp(2)]” +2 /01t Pi—s(PsIp(x))*ds + 4t*[PiIp ()]

t t
+4t/ Pt_S(PSIB(x))2ds+4/ sP,_(PsIp(x))%ds.
0 0

12



Some properties of superprocesses conditioned on mon-extinction

Recall that
Pye [X:(B)] = (1 4+ 2t)PIp(x).

So when d =1,
lim sup [PE:Xt(B)]z > %\BP
t—oo P(;O:[XE(B)] - liminf;_ 8]3 Pt—s(PSIB(-T)Q)dS-
Since , ,
1 Vi|B| |BJ?
P, (P, xzdsg/iB]P’I z)ds = PIp(z) < —,
| B as@yis< [ —ippis@as = T Elns@) < 1T
we obtain
lim sup 7[P§:Xt(B)]2 1
tmoo DR[X7(B)] T 20
By Lemma 4.4, for 0 < r < 1,
1
limsup Ps, (X¢(B) > rP°X,(B)) > 5(1 — )2

t—o0
Meanwhile, lim; o P§° [Xt(B)] = limy_, o0 (1 + 2¢)PIp(z) = 00. So { X4, Pﬁo}go is unstable.
Now let us prove the weak convergence. For any proper set B,
t
P {exp{—@t_l/th(B)}} = I, [exp {—/ Vit —s, &, Qt_l/QIB)dsH
0
cexp{—V(t,z,0t/Ip)}, (17)

Where V is the unique mild solution of (1) with A = 2A, 1(X) = A? and ¢ = 6t~/ Since

t
V(t,z, 0t 2Ig) = Pt~/ 2I5(z) — / Py V2(s,2,0t™ 2 I5)ds < 6t~1/2,
0

we just need to consider the limit of the first part of the right side of identity (17).
¢
T, exp {/ Vit—s,&s, th/QIB)ds}
0
¢
= Ilpexp {—/ Vit—s, &+ x, th/ZIB)ds}
0
1
= Iyexp {—/ tV (1 —s), tY/2(&s + at™/?), é)tl/?IB)ds} .
0

If s # 1, then by the uniqueness of the nonnegative mild solution of equation (1),

tV(H(1 — s), t1/2(&, + xt™Y/2), 0t=1/21)
= V(1—s, &+ at™ Y2 0tY215(t1/2.))
< (1-9)7"%B],

and
tV (1 —s), t12(& + xt™Y2), 067 205) =tV (t(1 — ), t'/2%¢,, 072 I5(- + 2)).

13
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By Lemma 4.3, for any s # 1,

thm tV(t(1 - s), tl/z(ﬁs + :Et_l/z), Ht_l/QIB)
L (1 =5s)
= L aTy
(1- 3)_1G(1, (1— 5)_1/255, (1— 8)1/29|B|)
= G(1—s,&, (1-25)%20|B]).

V(81 = 5), 821 = ) 2(1 ) 726), 07 g (- 4 )

The solution of equation (16) is continuous depend on the initial value, so the right hand of the
identity (15) is a Laplace function of some random variable denoted by 1. By the dominated
convergence theorem and the inner regularity property of the finite measure on B(R?), the
result follows. O

When d = 2, the result is quite different from the case of d = 1. Since any proper set can
be covered by a finite ball, without lose of generality, we assume that set B considered in the
remaining is a finite ball.

Theorem 4.5 Ifd =2, {X;, P°} is locally extinct.

To prove this we need to use the technology of super solution of an evolution equation and
a result from [14], which we present here directly without proof.

Lemma 4.6 (Proposition 1[14]) Suppose V(t, x) = 0 solves the partial differential equation
in dimension d = 2,

ot 2
V(0,2) = Ip(x).

av, 1 )
9Vt _ AV —
{ Vi (18)

Then there is A > 0, when t > ¢,

A |z[?
V(t, z) < ¢(x,8t), where P(x,t) = Tog! exp | ==~ ).

Proof of Theorem 4.5. By identity (6), if the limits concerned below exist then
tlim Pg’:efxt(B) = tlim II.e™ o V(5:€e—s)ds tlim e Vita)
where V is defined as in Lemma . Note that 1/(1 + t) is the solution of equation (18) with
initial value 1. By the maximal principle, V' (¢, ) < 1/(1 +t), and then lim; o, V (¢, ) = 0.
If we can prove that

t
tlim HI/ Vs, &—s)ds =0, (19)
then lim; . nge*Xf(B) = 1, from which we see that X;(B) approaches 0 as t — oo in

probability Withlrespect to Py,
Now we only need to prove (19). For ¢t > e*, we have

/064 V (s, fts)dsl

t t

I, / Vs, &_s)ds = II, [ / V(s fts)ds} 410,
0 e4
el L

14



Some properties of superprocesses conditioned on mon-extinction

From Lemma 4.6, we dominate I:

¢ 2
A —s
I < Hm/ A e (S
e+ 8slog8s 8s
¢ 2 2
A 1 -
_ / / exp (=28 WY s
ot 8slog8s Jre 27(t — s) 2(t—s) 8s
= X
e1 8510g8s Jre 27(t — ) P

L /t A / 1 P P
< — M
= o (864 es 8slog8s Jga 2m(t — s) P 2(t—s) 8s dyds

= €xp |7 A / ! exp fﬂ dyds
8et e4 8slog8s Jga2 27(t — ) gi=s)s

€ il A ————ds

fr— X —_—

P get e4 210g(83)(t T 3s)

( x

|— - ! ———ds
8et e4 log(8s)

< exp
Since .
1 1 1
lim - ——ds=1lim ——— =0
100 t et log(8s) T log(8t) ’
we have
lim I =0. (20)

To estimate I, note that V(t,2) < PiIp(z), so

et et
11 g/ 1,56 )ds :/ Pulp(a)ds < ot t|B| 0, as tooo.  (21)
0 0

From (20) and (21), we get (19). We finish the proof. O
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