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#### Abstract

Suppose that $D$ is an unbounded domain in $\mathbf{R}^{2}$ with a compact boundary $\partial D$ and $k(x)$ is a strictly positive Hölder continuous function on $D$ such that $$
\int_{\|x\| \geq a}(\log (\|x\|))^{\alpha} k(x) d x<\infty,
$$ for some constant $a>0$. In this paper, we study the nonlinear elliptic equation (1/2) $\Delta u=k(x) u^{\alpha}(x)$ on $D$, where $\alpha \in(1,2]$ is a constant. First, we give explicit expressions in terms of super-Brownian motions for positive solutions of the above equation with the boundary conditions: $\left.u\right|_{\partial D}=0$ and $\lim _{\|x\| \rightarrow \infty}(u(x) / \log (\|x\|))=c(0<c \leq \infty)$. Then we give a complete classification of all positive solutions of the above equation with the boundary condition $\left.u\right|_{\partial \nu}=0$ when $k$ behaves like $\|x\|^{-2}(\log (\|x\|))^{-l}$ near $\infty$ for some constant $l>1+\alpha$. In the one-dimensional case, we also have similar results. (C) 2003 Elsevier Science Ltd. All rights reserved.
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## 1. INTRODUCTION AND MAIN RESULTS

Suppose that $k(x)$ is a bounded strictly positive continuous function on $\mathbf{R}^{d}$ and $1<\alpha \leq 2$ is a constant. It is well known that the following nonlinear elliptic equation

$$
\begin{equation*}
\frac{1}{2} \Delta u=k(x) u^{\alpha}(x), \quad x \in \mathbf{R}^{d} \tag{1.1}
\end{equation*}
$$

is closely connected with super-Brownian motion. In this paper, we are going to study the equation above by using this connection. We first recall the super-Brownian motion that we are going to use.

Let $W:=\left\{W_{s}, \Pi_{x}, s \geq 0, x \in \mathbf{R}^{d}\right\}$ denote a Brownian motion started at $x \in \mathbf{R}^{d}$. Let $\mathcal{B}$ be the Borel $\sigma$-field on $\mathbf{R}^{d}, M$ be the collection of all finite measures on $\mathcal{B}$, and let $\mathcal{T}$ be the collection of
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exit times by the Brownian motion $W$ from open sets in $\mathbf{R}^{d}$. In this paper, we use the expression $\langle f, \mu\rangle$, for the integral of $f$ with respect to $\mu$. According to Dynkin [1], there exists a Markov process $X=\left(X_{t}, P_{\mu}\right)$ with state space $M$ such that the following conditions are satisfied.
(a) If $f$ is a bounded continuous function, then the function $t \mapsto\left\langle f, X_{t}\right\rangle$ is right continuous on $\mathbf{R}^{+}$.
(b) For every $\mu \in M$ and for every bounded positive $f \in \mathcal{B}$,

$$
\begin{equation*}
P_{\mu} \exp \left\langle-f, X_{t}\right\rangle=\exp \left\langle-v_{t}, \mu\right\rangle, \quad \mu \in M \tag{1.2}
\end{equation*}
$$

where $v$ is the unique solution of the integral equation

$$
\begin{equation*}
v_{t}(x)+\Pi_{x}\left[\int_{0}^{t} k\left(W_{s}\right) v_{t-s}^{\alpha}\left(W_{s}\right) \mathrm{d} s\right]=\Pi_{x} f\left(W_{t}\right) \tag{1.3}
\end{equation*}
$$

Moreover, for every $\tau \in \mathcal{T}$, there corresponds a random measure $X_{\tau}$ on $\mathbf{R}^{d}$ such that, for every bounded positive $f \in \mathcal{B}$,

$$
\begin{equation*}
P_{\mu} \exp \left\{-\left\langle f, X_{\tau}\right\rangle\right\}-\exp \langle-u, \mu\rangle, \quad \mu \in M \tag{1.4}
\end{equation*}
$$

where $u$ is the unique solution of the integral equation

$$
\begin{equation*}
u(x)+\Pi_{x}\left[\int_{0}^{\tau} k\left(W_{s}\right) u^{\alpha}\left(W_{s}\right) \mathrm{d} s\right]=\Pi_{x} f\left(W_{\tau}\right) \tag{1.5}
\end{equation*}
$$

$\left(f\left(W_{\tau}\right)=0\right.$ if $\left.\tau=\infty\right)$. We call $X=\left\{X_{t}, X_{\tau}, P_{\mu}\right\}$ the super-Brownian motion with branching mechanism $\psi(x, z)=k(x) z^{\alpha}$.

By using the super-Brownian motion above, Sheu [2] studied the structure of the set of all positive solutions of the nonlinear elliptic equation (1.1) in Dimension 3 under the condition

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \sup _{x \in \mathbf{R}^{d}} \int_{\|y\|>r}\|x-y\|^{2-d} k(y) d y=0 \tag{1.6}
\end{equation*}
$$

In this paper, we discuss similar problems in Dimensions 1 and 2.
Suppose that $k(x)$ is a bounded strictly positive Hölder continuous function on $\mathbf{R}^{2}$, and $D$ is an unbounded domain in $\mathbf{R}^{2}$ with a compact nonempty boundary $\partial D$ which consists of finitely many Jordan curves. For simplicity, we suppose $D=(0, \infty)$ is the half straight line in one dimension. We consider the structure of solutions to the problem

$$
\begin{align*}
\frac{1}{2} \Delta u & =k(x) u^{\alpha}(x), & & \text { in } D, \\
u & >0, & & \text { in } D,  \tag{1.7}\\
u & =0, & & \text { on } \partial D .
\end{align*}
$$

Problem (1.7) with a more general nonlinear term has been studied by Ufuktepe and Zhao [3]. A similar equation in Dimension 1 has been studied by Zhao [4]. By using probabilistic potential theory and fixed-point theory, they proved that, under certain conditions on $k,(1.7)$ has solutions. But they did not provide probabilistic expressions for their solutions. The main goal of this paper is to give probabilistic expressions in terms of super-Brownian motion for all solutions to (1.7).

For any domain $U$, we use $\tau_{U}$ to denote the first exit time of $W$ from $U$. Let $G_{D}(x, y)$ be the Green function of $D$. For any Borel function $f$ in $D$, the Green operator is defined as

$$
G_{D} f(x)=\Pi_{x}\left[\int_{0}^{\tau_{D}} f\left(W_{t}\right) d t\right]=\int_{D} G_{D}(x, y) f(y) d y
$$

For $x \in D$, put

$$
\begin{equation*}
h(x)=\pi \lim _{y \rightarrow \infty} G_{D}(x, y) . \tag{1.8}
\end{equation*}
$$

Then $h$ is a harmonic function in $D$ such that

$$
\begin{equation*}
\lim _{D \ni x \rightarrow z} h(x)=0, \quad \text { for any } z \in \partial D, \tag{1.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\|x\| \rightarrow \infty} \frac{h(x)}{\log (\|x\|)}=1 . \tag{1.10}
\end{equation*}
$$

(See [3, Proposition 2.1].)
The following two theorems are the main results of this paper.
Theorem 1. Suppose $k$ satisfies

$$
\begin{equation*}
\int_{\|x\| \geq a} k(x)(\log (\|x\|))^{\alpha} d x<\infty, \tag{1.11}
\end{equation*}
$$

for some constant $a>0$.
(1) Let $h>0$ be given by (1.8). For every $\mu \in M$ with compact support in $D, Z=$ $\lim _{n \rightarrow \infty}\left\langle h, X_{\tau_{\text {onB( }(0, n)}}\right\rangle$ exists $P_{\mu}$-a.s. and for every $c>0$,

$$
\begin{equation*}
u_{c}(x):=-\log P_{\delta_{x}} \exp \{-c Z\} \tag{1.12}
\end{equation*}
$$

is the unique solution of (1.7) satisfying the condition

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{u(x)}{\log (\|x\|)}=c . \tag{1.13}
\end{equation*}
$$

(2) If $u(x)$ is a solution of (1.7) and satisfies $\lim \sup _{x \rightarrow \infty}(u(x) / \log (\|x\|))<\infty$, then $u=u_{c}$ for some $c>0$.
(3)

$$
\begin{equation*}
J(x):=-\log P_{\delta_{x}}, \quad(Z=0) \tag{1.14}
\end{equation*}
$$

is the smallest solution to (1.7) satisfying the condition

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \frac{u(x)}{\log (\|x\|)}=\infty \tag{1.15}
\end{equation*}
$$

and

$$
\begin{equation*}
I(x):=-\log P_{\delta_{x}}, \quad\left(X_{\tau_{D \cap B(0, n)}}=0 \text { for } n \text { sufficiently large }\right) \tag{1.16}
\end{equation*}
$$

is the largest solution to problem (1.7) satisfying condition (1.15).
If $k(x) \sim\|x\|^{-2} \log (\|x\|)^{-l}$ near $\infty$ for some constant $l>1+\alpha$, the following result shows that $I=J$ is the unique solution to (1.7) satisfying condition (1.15). (Here $f \sim g$ near $\infty$ means there exist two positive constants $C_{1}, C_{2}$ such that $C_{1} f(x) \geq g(\|x\|) \geq C_{2} f(x)$ for $x$ sufficiently large.) But we do not know if $I=J$ for a general function $k$.
Theorem 2. If $k(x) \sim\|x\|^{-2} \log (\|x\|)^{-l}$ near $\infty$ for some constant $l>1+\alpha$, then (1.7) has only one solution satisfying condition (1.15). Moreover, we have

$$
\begin{equation*}
I(x)=J(x) \sim(\log (\|x\|))^{q}, \tag{1.17}
\end{equation*}
$$

where $q=(l-2) /(\alpha-1)$.
We also have similar results in Dimension 1. For simplicity, we assume that $D=(0, \infty)$ in this case. So, in Dimension 1, we are dealing with the following problem:

$$
\begin{align*}
\frac{1}{2} u^{\prime \prime}(x) & =k(x) u^{\alpha}(x), & & \text { in }(0, \infty), \\
u & >0, & & \text { in }(0, \infty),  \tag{1.18}\\
u(0) & =0 . & &
\end{align*}
$$

The analogue of Theorem 1 in this case is as follows.

Theorem 3. Suppose $k$ satisfies

$$
\int_{\|x\| \geq a} k(x)|x|^{\alpha} d x<\infty,
$$

for some constant $a>0$.
(1) Let $h$ be the function $h(x)=x$. For every $\mu \in M$ with compact support in $(0, \infty)$, $Z=\lim _{n \rightarrow \infty}\left\langle h, X_{\tau_{D \cap B(0, n)}}\right\rangle$ exists $\Gamma_{\mu}$-a.s. and for every $c>0$,

$$
u_{c}(x):=-\log P_{\delta_{x}} \exp \{-c Z\}
$$

is the unique solution of (1.18) satisfying the condition

$$
\lim _{n \rightarrow \infty} \frac{u(x)}{|x|}=c .
$$

(2) If $u(x)$ is a solution of (1.18) and satisfies $\lim \sup _{x \rightarrow \infty}(u(x) /|x|)<\infty$, then $u=u_{c}$ for some $c>0$.
(3)

$$
J(x):=-\log P_{\delta_{x}}, \quad(Z=0)
$$

is the smallest solution to (1.18) satisfying the condition

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \frac{u(x)}{|x|}=\infty, \tag{1.19}
\end{equation*}
$$

and

$$
I(x):=-\log P_{\delta_{x}}, \quad\left(X_{\tau_{D \cap B(0, n)}}=0, \text { for } n \text { sufficiently large }\right)
$$

is the largest solution to problem (1.18) satisfying condition (1.19).
Here is the analogue of Theorem 2 in the one-dimensional case.
Theorem 4. If $k(x) \sim|x|^{-l}$ near $\infty$ for some constant $l>1+\alpha$, then (1.18) has only one solution satisfying condition (1.19). Moreover, we have

$$
\begin{equation*}
I(x)=J(x) \sim|x|^{q}, \tag{1.20}
\end{equation*}
$$

where $q=(l-2) /(\alpha-1)$.
We are only going to prove Theorems 1 and 2 in this paper, the proof of Theorems 3 and 4 are similar to the proof of Theorems 1 and 2 , respectively. We omit the details.

## 2. PROOF OF THEOREM 1

In this section, we are going to give the proof of Theorem 1. In order to do that, we need some preparations first. The following result is a particular case of Theorem 0.5 in [1].

## Lemma 2.1. Maximum Principle.

Suppose $U$ is a bounded domain and $\psi: U \times \mathbf{R}^{+} \rightarrow \mathbf{R}^{+}$satisfy the condition

$$
\psi(x, u) \geq \psi(x, v), \quad \text { for every } u \geq v \in \mathbf{R}^{+} \text {and every } x \in U .
$$

If $u, v \geq 0$ belong to $C^{2}(U)$ and satisfy the conditions:

$$
\frac{1}{2} \Delta u(x)-\psi(x, u(x)) \geq \frac{1}{2} \Delta v(x)-\psi(x, v(x)), \quad \text { in } U,
$$

and

$$
\limsup _{x \rightarrow a, x \in U}[u(x)-v(x)] \leq 0, \quad \text { for all } a \in \partial U,
$$

then $u(x) \leq v(x)$ in $U$.
The following results will be used repeatedly in this paper.

LEmma 2.2. Suppose that $U$ is a bounded regular domain and that $u$ is a solution of $(1 / 2) \Delta u=$ $k u^{\alpha}$ on $U$. If $U_{1} \subset U$ is a bounded regular domain such that $\bar{U}_{1} \subset U$, then

$$
\begin{equation*}
u(x)=-\log \exp \left\langle-u, X_{\tau_{U_{1}}}\right\rangle, \quad x \in U_{1} \tag{2.1}
\end{equation*}
$$

Proof. It follows from Theorem 1.1 in [1] that $-\log \exp \left\langle-u, X_{\tau_{U_{1}}}\right\rangle$ is the unique bounded solution of $(1 / 2) \Delta u=k u^{\alpha}$ on $U_{1}$ with the boundary value $u$ on $\partial U_{1}$. By our assumption, $u$ is also a bounded solution of $(1 / 2) \Delta u=k u^{\alpha}$ on $U_{1}$ with boundary value $u$ on $\partial U_{1}$. Therefore, (2.1) is true.
Lemma 2.3. Suppose that $B(0, r)$ is a disk such that $\partial D \subset B(0, r)$ and that $\varphi \geq 0$ is a bounded continuous function on $\partial D$. If $\left\{u_{n}\right\}$ is a sequence of positive solutions of $(1 / 2) \Delta u=k u^{\alpha}$ in $D \cap B(0, r)$ and if $u=\lim _{n \rightarrow \infty} u_{n}$ in $D \cap B(0, r)$, then $u$ is also a solution of $(1 / 2) \Delta u=k u^{\alpha}$ in $D \cap B(0, r)$. Furthermore, if, for each $n$, $u_{n}$ satisfies the boundary condition $u_{n}=\varphi$ on $\partial D$, then the same condition holds for $u$.
Proof. We first prove that $u$ satisfies $(1 / 2) \Delta u=k u^{\alpha}$ on $D \cap B(0, r)$. Let $U \subset D \cap B(0, r)$ be an arbitrary smooth domain such that $\bar{U} \subset D \cap B(0, r)$. It follows from Lemma 2.2 that

$$
\begin{equation*}
u_{n}(x)=-\log P_{\delta_{x}} \exp \left\langle u_{n}, X_{\tau_{U}}\right\rangle, \quad x \in U \tag{2.2}
\end{equation*}
$$

Let $U_{1}$ be a smooth domain such that $\bar{U} \subset U_{1} \subset \bar{U}_{1} \subset D \cap B(0, r)$. Since $\inf _{x \in U_{1}} k(x)>0$, we can use Theorem 2.1 in [1] to conclude that there exists a nonnegative solution $v$ of $(1 / 2) \Delta v=k v^{\alpha}$ in $U_{1}$ with the boundary value $\infty$ on $\partial U_{1}$. By the maximum principle, $u_{n}(x) \leq v(x)$ for $x \in \bar{U}$. Thus, $\left\{u_{n}\right\}$ is uniformly bounded in $\bar{U}$. Applying the bounded convergence theorem, we get that $\lim _{n \rightarrow \infty}\left\langle u_{n}, X_{\tau_{U}}\right\rangle=\left\langle u, X_{\tau_{U}}\right\rangle, P_{\delta_{x}}$-a.s. for $x \in U$. Upon letting $n \rightarrow \infty$ in (2.2), we get that

$$
u(x)=-\log P_{\delta_{x}} \operatorname{cxp}\left\langle-u, X_{U}\right\rangle, \quad x \in U .
$$

Using Theorem 1.1 in [1] again, we see that $u$ is a solution of $(1 / 2) \Delta u=k u^{\alpha}$ on $U$. Since the smooth domain $U \subset \bar{U} \subset D \cap B(0, r)$ is arbitrary, $u$ is a solution in $D \cap B(0, r)$.

Next, we prove that $u$ has boundary value $\varphi(z)$ at $z \in \partial D$. Choose $0<r_{0}<r$ such that $\partial D \subset B\left(0, r_{0}\right)$. It follows from Lemma 2.2 that for any $x \in D \cap B\left(0, r_{0}\right)$,

$$
\begin{aligned}
u_{n}(x) & =-\log P_{\delta_{x}} \exp \left\langle-u_{n}, X_{\tau_{D \cap B\left(0, r_{0}\right)}}\right\rangle \\
& =-\log P_{\delta_{x}} \exp \left(-\int_{\partial D} \varphi(z) X_{\tau_{D \cap B\left(0, r_{0}\right)}}(d z)-\int_{S\left(0, r_{0}\right)} u_{n}(z) X_{\tau_{D \cap B\left(0, r_{0}\right)}}(d z)\right)
\end{aligned}
$$

where $S\left(0, r_{0}\right)$ is the circle of radius $r_{0}$ centered at 0 . From the proof of the first part, we know that $\left\{u_{n}\right\}$ is uniformly bounded on $S\left(0, r_{0}\right)$. Letting $n \rightarrow \infty$ and applying the bounded convergence theorem, we obtain that

$$
u(x)=-\log P_{\delta_{x}} \exp \left\langle-\bar{\varphi}, X_{\tau_{D \cap B\left(0, r_{0}\right)}}\right\rangle
$$

where

$$
\bar{\varphi}(z)= \begin{cases}\varphi(z), & z \in \partial D \\ u(z), & x \in S\left(0, r_{0}\right)\end{cases}
$$

Now, applying Theorem 1.1 in [1], we get that $u$ has boundary value $\varphi(z)$ at $z \in \partial D$.
The following result is a modified version of Theorems 4.6 .6 and 4.6.7 in [5].
Lemma 2.4. Suppose that $\rho$ is a positive bounded integrable function on $D$. Then we have
(1) $\lim _{D \ni x \rightarrow a} G_{D} \rho(x)=0$, for every $a \in \partial D$;
(2) $G_{D} \rho \in C^{0, \lambda}(D)$;
(3) if $\rho \in C^{0, \lambda}(D)$, then $G_{D} \rho \in C^{2, \lambda}(D)$ and $(1 / 2) \Delta G_{D} \rho=-\rho$ in $D$.

Pick a fixed point $a \in \mathbf{R}^{2} \backslash \bar{D}$ and a number $r>0$ such that $D \supset B_{r}^{*}=\mathbf{R}^{2} \backslash \overline{B(a, r)}$. Using the explicit formula for $G_{B_{r}^{*}}(\cdot, \cdot)$, one can easily prove the following result.

LEMMA 2.5. The family of functions $\left\{G_{D}(x, \cdot) k(\cdot) h^{\alpha-1}(\cdot): x \in D\right\}$ is uniformly integrable over $D$, where $h$ is given by (1.8).

LEMMA 2.6. If $f>0$ is a harmonic function having boundary value 0 on $\partial D$, then $f$ is a constant multiple of the function $h$ defined in (1.8).
Proof. Pick a fixed point $a \in \mathbf{R}^{2} \backslash \bar{D}$ and a number $r>0$ such that $D \supset B_{r}^{*}=\mathbf{R}^{2} \backslash$ $\overline{B(a, r)}$. The Kelvin transform of $f$ relative to the circle $S(a, r)$ is $f^{*}\left(x^{*}\right)=f(x)$, where $x=$ $a+\left(r^{2} /\left\|x^{*}-a\right\|^{2}\right)\left(x^{*}-a\right) . f^{*}\left(x^{*}\right)$ is a positive harmonic function on $D^{*} \backslash\{a\}$. By defining $f^{*}(a)=\liminf _{x^{*} \rightarrow a} f^{*}\left(x^{*}\right)$, we get a function $f^{*}$ which is superharmonic on $D^{*}$ with 0 boundary value on $\partial D^{*}$. By the Riesz decomposition theorem and Theorem 6.1.4 in [5], there exists a constant $c>0$ such that $f^{*}\left(x^{*}\right)=c G_{D^{*}}\left(x^{*}, a\right)$, for every $x^{*} \in D^{*}$, and hence, $f(x)=\operatorname{ch}(x)$ for every $x \in D$.

Proposition 2.1. Let $\left\{D_{n}\right\}$ be a sequence of bounded domains such that $D_{n} \uparrow D$ and $h$ be defined by (1.8).
(1) There exists a random variable $Z$ such that for every $\mu \in M$ with compact support in $D$, $Z=\lim _{n \rightarrow \infty}\left\langle h, X_{\tau_{D_{n}}}\right\rangle<\infty, P_{\mu}$-a.s.
(2) If $u$ is a solution to (1.7), then there exists a random variable $Z_{u}$ such that for every $\mu \in M$ with compact support in $D, Z_{u}=\lim _{n \rightarrow \infty}\left\langle u, X_{r_{D_{n}}}\right\rangle<\infty, P_{\mu}$-a.s.
Proof. Result (2) is proved in Section 5.5 in Dynkin [1]. Here we only give the outline of the proof of Result (1).

It follows from (1.4),(1.5) and the special Markov property (see [6, Section 2.1.A]) that $\exp (-h$, $\left.X_{\tau_{D_{n}}}\right\rangle$ is a bounded submartingale. Thus, for every $\mu \in M$ with compact support in $D, Z=$ $\lim _{n \rightarrow \infty}\left\langle h, X_{\tau_{D_{n}}}\right\rangle$ exists $P_{\mu}$-a.s. It follows from (1.4),(1.5) that $P_{\mu}\left(h, X_{\tau_{D_{n}}}\right\rangle=\langle h, \mu\rangle<\infty$ for any $\mu \in M$ with compact support in $D$. Using Fatou's lemma, we get that $P_{\mu} Z \leq \liminf \inf _{n \rightarrow \infty}\left\langle h, X_{\tau_{D_{n}}}\right\rangle$ $<\infty$, which implies that $Z<\infty, P_{\mu}$-a.s., for all $\mu \in M$ with compact support in $D$.

We can further prove the limits do not depend on $\mu$ and the choice of $D_{n}$. For details, please see the proof of Theorem 2.2(1) in [7].

We are now ready to prove Theorem 1.
Proof of Theorem 1.
(1) Set

$$
\begin{equation*}
u_{c, n}(x)=:-\log P_{\delta_{x}} \exp \left\langle-c h, X_{\tau_{D \cap B(0, n)}}\right\rangle \tag{2.3}
\end{equation*}
$$

It follows from (1.4),(1.5) that $u_{c, n}$ satisfies the equation

$$
\begin{equation*}
u_{c, n}(x)+\mathrm{I}_{x} \int_{0}^{\tau_{D \cap B(0, n)}} k\left(W_{s}\right) u_{c, n}^{\alpha}\left(W_{s}\right) \mathrm{d} s=c h(x), \quad x \in D \cap B(0, n) \tag{2.4}
\end{equation*}
$$

We get from Proposition 2.1 that $u_{c}(x)=\lim _{n \rightarrow \infty} u_{c, n}(x)$, for all $x \in D$. It follows from (1.10), (1.11) that $k(y) h^{\alpha}(y)$ is integrable in $D$, and therefore, $\int_{D} G_{D}(x, y) k(y) h^{\alpha}(y) d y<\infty$. Note that, for fixed $c>0$, each $u_{c, n}$ is dominated by $c h$. Thus, $\Pi_{x} \int_{0}^{\tau_{D \cap B(0, n)}} k\left(W_{s}\right) u_{c, n}^{\alpha}\left(W_{s}\right) \mathrm{d} s \leq$ $c^{\alpha} \Pi_{x} \int_{0}^{\tau_{D}} k\left(W_{s}\right) h^{\alpha}\left(W_{s}\right) \mathrm{d} s=c^{\alpha} \int_{D} G_{D}(x, y) k(y) h^{\alpha}(y) d y<\infty$. Letting $n \rightarrow \infty$ in (2.4) and applying dominated convergence, we get that

$$
\begin{equation*}
u_{c}(x)+G_{D}\left(k u_{c}^{\alpha}\right)(x)=\operatorname{ch}(x), \quad x \in D \tag{2.5}
\end{equation*}
$$

By Lemma 2.4(2), we know that $G_{D}\left(k u_{c}^{\alpha}\right) \in C^{0, \lambda}(D)$; thus, by (2.5), we get that $u_{c} \in C^{0, \lambda}(D)$. From Lemma 2.4(3), we know that $G_{D}\left(k u_{c}^{\alpha}\right) \in C^{2, \lambda}(D)$ and that $(1 / 2) \Delta G_{D}\left(k u_{c}^{\alpha}\right)=-k u_{c}^{\alpha}$, and therefore, $(1 / 2) \Delta u_{c}^{\alpha}=k u_{c}^{\alpha}$ in $D$. From Lemma 2.4(1), we know that $G_{D}\left(k u_{c}^{\alpha}\right)$ has the boundary value 0 on $\partial D$, and thus, from (2.5), we get that $u_{c}$ has the boundary value 0 on $\partial D$. Now we check that $\lim _{\|x\| \rightarrow \infty}\left(u_{c}(x) / h(x)\right)=c$. It is enough to prove that

$$
\begin{equation*}
\lim _{\|x\| \rightarrow \infty} \frac{G_{D}\left(k u_{c}^{\alpha}\right)(x)}{h(x)}=0 \tag{2.6}
\end{equation*}
$$

It follows from (2.5) that $u_{c}(x) \leq \operatorname{ch}(x), x \in D$. So we only need to prove

$$
\begin{equation*}
\lim _{\|x\| \rightarrow \infty} \frac{G_{D}\left(k h^{\alpha}\right)(x)}{h(x)}\left(=\int_{D} \frac{G_{D}(x, y) k(y) h^{\alpha}(y)}{h(x)} \mathrm{d} y\right)=0 . \tag{2.7}
\end{equation*}
$$

By Theorem 2.2 in [3], we know that there exists a constant $C>0$ depending on $D$ only such that

$$
\frac{G_{D}(x, y) G_{D}(y, z)}{G_{D}(x, z)} \leq C\left(G_{D}(x, y)+G_{D}(y, z)+1\right), \quad x, y, z \in D
$$

This equality is called the (3-G) inequality for Green functions on $D$. Using the (3-G) inequality, we get

$$
\begin{aligned}
\frac{G_{D}(x, y) k(y) h^{\alpha}(y)}{h(x)} & =\lim _{z \rightarrow \infty} \frac{G_{D}(x, y) G_{D}(y, z) k(y) h^{\alpha-1}(y)}{G_{D}(x, z)} \\
& \leq \lim _{z \rightarrow \infty} C\left(G_{D}(x, y)+G_{D}(y, z)+1\right) k(y) h^{\alpha-1}(y) \\
& \leq C\left(G_{D}(x, y)+h(y)+1\right) k(y) h^{\alpha-1}(y)
\end{aligned}
$$

It follows from Lemma 2.5 that the family of functions $\left\{G_{D}(x, \cdot) k(\cdot) h^{\alpha-1}(\cdot): x \in d\right\}$ is uniformly integrable over $D$. Using the fact that $\int_{D}(h(y)+1) k(y) h^{\alpha-1}(y) d y<\infty$, we get that the family $\left\{G_{D}(x, \cdot) k(\cdot) h^{\alpha}(\cdot) / h(x): x \in D\right\}$ is uniformly integrable over $D$. Since $G_{D}(x, y) \rightarrow 0$ as $x \rightarrow \infty$ for fixed $y \in D$, we have $G_{D}(x, y) k(y) h^{\alpha}(y) / h(x) \rightarrow 0$ as $x \rightarrow \infty$. Thus, (2.7) holds.

Suppose that $u(x)$ is a solution of (1.7) satisfying $\lim _{x \rightarrow \infty}(u(x) / h(x))=c$. Then $G_{D}\left(k u^{\alpha}\right)<\infty$ on $D$, and $\lim _{x \rightarrow \infty}\left(G_{D}\left(k u^{\alpha}\right)(x) / h(x)\right)=0$. Let $\bar{h}(x)=u(x)+G_{D}\left(k u^{\alpha}\right)(x)$. It follows from Lemma 2.4 that $(1 / 2) \Delta G_{D}\left(k u^{\alpha}\right)(x)=-k(x) u^{\alpha}(x), x \in D$, and that $G_{D}\left(k u^{\alpha}\right)$ has the boundary value 0 on $\partial D$. Thus, $\bar{h}$ is a positive harmonic function on $D$ having the boundary value 0 on $\partial D$ and satisfies $\lim _{x \rightarrow \infty}(\bar{h}(x) / h(x))=c$. Now Lemma 2.6 implies that $\vec{h}(x)=c h(x)$, which means that

$$
\begin{equation*}
u(x)+G_{D}\left(k u^{\alpha}\right)(x)=\operatorname{ch}(x) \tag{2.8}
\end{equation*}
$$

It follows from Lemma 2.2 that, for $n$ large enough,

$$
\begin{equation*}
u(x)--\log P_{\delta_{x}} \exp \left\langle-u, X_{\tau_{D \cap B(0, n)}}\right\rangle \tag{2.9}
\end{equation*}
$$

Since $u(x) \leq \operatorname{ch}(x), x \in D$, we have $u(x) \leq-\log P_{\delta_{x}} \exp \left\langle-c h, X_{\tau_{D \cap B(0, n)}}\right\rangle$. Letting $n \rightarrow \infty$, we get

$$
\begin{equation*}
u(x) \leq-\log P_{\delta_{x}} \exp (-c Z) \tag{2.10}
\end{equation*}
$$

However, from (2.8) and (2.9), we know that, for $n$ large enough,

$$
\begin{aligned}
u(x) & =-\log P_{\delta_{x}} \exp \left(\left(-c h+G_{D}\left(k u^{\alpha}\right)\right), X_{\tau_{D \cap B(0, n)}}\right\rangle \\
& =-\log P_{\delta_{x}} \exp \left\langle-c h I_{\partial B(0, n)}(\cdot)\left(1-\frac{G_{D}\left(k u^{\alpha}\right)}{c h}\right), X_{\tau_{D \cap B(0, n)}}\right\rangle
\end{aligned}
$$

Since $\lim _{\|x\| \rightarrow \infty}\left(G_{D}\left(k u^{\alpha}\right)(x) / h(x)\right)=0$, we know that, for every $\epsilon>0$, there exists an integer $N$ such that $G_{D}\left(k u^{\alpha}\right)(x) / c h(x) \leq \epsilon$ for $n>N$ and $x \in \partial B(0, n)$, and hence,

$$
u(x) \geq-\log P_{\delta_{x}} \exp \left\langle-c(1-\epsilon) h, X_{\tau_{D \cap B(0, n)}}\right\rangle, \quad \text { for } n>N
$$

Letting $\epsilon \rightarrow 0$, we get

$$
\begin{equation*}
u(x) \geq-\log P_{\delta_{x}} \exp (-c Z) \tag{2.11}
\end{equation*}
$$

Combining (2.10) and (2.11), we get $u(x)=-\log P_{\delta_{x}} \exp (-c Z)$.
(2) If $u$ is a solution of (1.7) satisfying $\lim \sup _{x \rightarrow \infty}(u(x) / h(x))<\infty$, using the same method as above, we can prove that (2.8) holds for some constant $c>0$, and thus, $u(x)=-\log P_{\delta_{x}} \exp (-c Z)$.
(3) Since $J(x)=\lim _{c \rightarrow \infty} u_{c}(x)$, it follows from Lemma 2.2 that $J(x)$ is a solution to (1.7). It is obvious that $\lim _{x \rightarrow \infty}(J(x) / h(x))=\infty$. So by the maximum principle, $J$ is the smallest solution to (1.7) with $\lim _{x \rightarrow \infty}(u(x) / h(x))=\infty$.

For large $n$, put

$$
I_{n}(x)=-\log P_{\delta_{x}}\left(X_{\tau_{D \cap B(0, n)}}(\partial B(0, n))=0\right), \quad x \in D \cap B(0, n)
$$

Note that $-\log P_{\delta_{x}} \exp \left(-\lambda X_{\tau_{D \cap B(0, n)}}(\partial B(0, n))\right) \uparrow I_{n}(x)$ as $\lambda \uparrow \infty$. Lemma 2.3 implies that $I_{n}$ is a solution of $(1 / 2) \Delta u=k u^{\alpha}$ on $D \cap B(0, n)$ with the boundary value $\theta$ on $\partial D$ and the boundary value $\infty$ on $\partial B(0, n)$. Since $I(x)=\lim _{n \rightarrow \infty} I_{n}(x)$, We know from Lemma 2.3 that $I$ is a solution to (1.7). The maximum principle implies that $I$ is the largest solution to (1.7).

## 3. PROOF OF THEOREM 2

Throughout this section, $C$ is a positive constant whose value may change from line to line.
As an important step in proving Theorem 2, we first consider the special case where $k(x)=$ $C\|x\|^{-2}(\log (\|x\|))^{-l}$ near $\infty$ for some constant $l>1+\alpha$. To that end, we consider positive radial solutions of the equation

$$
\begin{equation*}
\frac{1}{2} \Delta u=C r^{-2}(\log (r))^{-l} u^{\alpha}, \quad \text { in } B^{c}(0, R) \tag{3.1}
\end{equation*}
$$

where $r=\|x\|$ and $l>1+\alpha$.
Proposition 3.1. Suppose that $u(r)$ is a radial solution to (3.1) and satisfies

$$
\lim _{r \rightarrow \infty} \frac{u(r)}{\log (r)}=\infty
$$

then $u(r) \sim(\log (r))^{q}$ near infinity, where $q=(l-2) /(\alpha-1)>1$.
Before we give the proof of Proposition 3.1, we give three lemmas.
Lemma 3.1. Suppose that $l>1+\alpha$ and $R>0$ is a large constant. If $u$ is a positive solution of $(1 / 2) u^{\prime \prime}(x)=x^{-l} u^{\alpha}(x)$ on the interval $(R, \infty)$ and if $u$ satisfies $\lim _{x \rightarrow \infty}(u(x) / x)=\infty$, then $\liminf _{x \rightarrow \infty}\left(x^{q} / u(x)\right)<\infty$, where $q=(l-2) /(\alpha-1)>1$.
Proof. Suppose the result were false and so $\lim _{x \rightarrow \infty}\left(x^{q} / u(x)\right)=\infty$. Set $\omega(x)=x^{-q} u(x)$, $x \in(R, \infty)$. Then $\omega \rightarrow 0$ as $x \rightarrow \infty$ and $\omega$ satisfies

$$
\begin{equation*}
w_{x x}+\frac{2 q}{x} \omega_{x}+q(q-1) \frac{\omega}{x^{2}}-C \frac{\omega^{\alpha}}{x^{2}}=0, \quad x \in(R, \infty) \tag{3.2}
\end{equation*}
$$

Setting $s=\log x$, (3.2) becomes

$$
\omega_{s s}+(2 q-1) \omega_{s}+\omega\left[q(q-1)-C \omega^{\alpha-1}\right]=0, \quad s \in(\log R, \infty)
$$

Using analytic method (see the arguments in Step 4 in the proof of Theorem 4.3 in [8]), we can prove that $\omega(s) \leq C \exp (-\epsilon s)$ for some constants $C, \epsilon>0$ near $\infty$, thus, we have $u(x) \leq C x^{q-\epsilon}$. Therefore, for large $x$,

$$
\begin{equation*}
\frac{u(x)}{x} \leq C x^{q-1-\epsilon} \tag{3.3}
\end{equation*}
$$

Choose $\epsilon \neq(q-1) / \alpha^{n}, n=1,2, \ldots$. Substituting estimate (3.3) into the integral representation of $u$, we obtain, for $x \geq R$,

$$
\begin{aligned}
u(x) & =u^{\prime}(R) x+C \int_{R}^{x} \mathrm{~d} t \int_{R}^{t} s^{-l} u^{\alpha}(s) \mathrm{d} s+u(R) \\
& =u^{\prime}(R) x+C \int_{R}^{x}(x-s) s^{-l} u^{\alpha}(s) \mathrm{d} s+u(R) \\
& \leq u^{\prime}(R) x+C x \int_{R}^{x} s^{-l+(q-\epsilon) \alpha} \mathrm{d} s+u(R) \\
& =u^{\prime}(R) x+C x \int_{R}^{x} s^{q-2-\epsilon \alpha} \mathrm{d} s+u(R) .
\end{aligned}
$$

Thus, we have

$$
\frac{u(x)}{x} \leq u^{\prime}(R)+C \int_{R}^{x} s^{q-2-\epsilon \alpha} \mathrm{d} s
$$

Since $\epsilon \neq(q-1) / \alpha$, we have $q-2-\epsilon \alpha \neq-1$. If $q-2-\epsilon \alpha<-1$, then $u(x) / x \leq C$ for some constant $C>0$, which contradicts the assumption on $u$. If $q-2-\epsilon \alpha>-1$, then there exists a constant $C>0$ such that

$$
\begin{equation*}
\frac{u(x)}{x} \leq u^{\prime}(R)+\frac{C}{q-1-\epsilon \alpha} x^{q-1-\epsilon \alpha} \leq C x^{q-1-\epsilon \alpha}, \tag{3.4}
\end{equation*}
$$

for $x$ large, which improves (3.3). Let $K=\min \left\{n ; n\right.$ satisfies $\left.q-1<\alpha^{n} \epsilon\right\}$. Iterating (3.4), after $K$ steps, we conclude that there exists a constant $C>0$ such that

$$
\frac{u(x)}{x} \leq C
$$

for $x$ large, which contradicts the assumption on $u$.
Lemma 3.2. Suppose that $l>1+\alpha$ and $R>0$ is a large constant. If $u$ is a positive solution of $(1 / 2) u^{\prime \prime}(x)=x^{-l} u^{\alpha}(x)$ on the interval $(R, \infty)$ and if $u$ satisfies $\lim _{x \rightarrow \infty}(u(x) / x)=\infty$, then $\liminf _{x \rightarrow \infty}\left(u(x) / x^{q}\right)<\infty$, where $q=(l-2) /(\alpha-1)>1$.
Proof. Suppose that the result were false and so $\lim _{x \rightarrow \infty}\left(u(x) / x^{q}\right)=\infty$. Set $v(x)=x^{-q} u(x)$, $x \in(R, \infty)$. Then $v \rightarrow \infty$ as $x \rightarrow \infty$, and $v$ satisfies

$$
\begin{equation*}
v_{x x}+\frac{2 q}{x} v_{x}+q(q-1) \frac{v}{x^{2}}-C \frac{v^{\alpha}}{x^{2}}=0 . \tag{3.5}
\end{equation*}
$$

Rewrite (3.5) as

$$
\begin{equation*}
\left(x^{2 q} v_{x}\right)_{x}=x^{2 q-2}\left[v^{\alpha}-C q(q-1) v\right], \quad x \in(R, \infty) . \tag{3.6}
\end{equation*}
$$

Since $v(x) \rightarrow \infty$ at $\infty$ and $R$ is large, we have

$$
\begin{equation*}
\left(x^{2 q} v_{x}\right)_{x} \geq \frac{1}{2} x^{2 q-2} v^{\alpha}, \quad x \in(R, \infty) \tag{3.7}
\end{equation*}
$$

and the inequality $v_{x}(R) \geq 0$ holds for large $R$. Integrating (3.7) first from $R$ to $t$ and then from $R$ to $x$, we arrive at

$$
v(x) \geq v(R)+\frac{1}{2(2 q-1)} \int_{R}^{x} \frac{1}{s}\left[1-\left(\frac{s}{x}\right)^{2 q-1}\right] v^{\alpha}(s) \mathrm{d} s
$$

Now the same argument in the proof of Theorem 2.1 in [9] leads to a contradiction. Since the argument is purely analytic and is not the main point of this paper, we omit the details.

Lemma 3.3. Suppose that $l>1+\alpha$ and $R>0$ is a large constant. If $u$ is a positive solution of $(1 / 2) u^{\prime \prime}(x)=x^{-l} u^{\alpha}(x)$ on the interval $(R, \infty)$ and if $u$ satisfies $\lim _{x \rightarrow \infty}(u(x) / x)=\infty$, then $u(x) \sim x^{q}$ near infinity, where $q=(l-2) /(\alpha-1)>1$.
Proof. Put $u_{0}(x)=[q(q-1) / 2 C]^{1 /(\alpha-1)} x^{q}, x>0$. It is easy to check that $u_{0}$ is a solution of $(1 / 2) u^{\prime \prime}=C k u^{\alpha}$ in $(R, \infty)$ and satisfies $\lim _{x \rightarrow \infty}\left(u_{0}(x) / x\right)=\infty$.
First, we prove that there exists a constant $M_{1}>0$ such that $u(x) \geq M_{1} x^{q}$, on ( $R, \infty$ ). It follows from Lemma 3.1 that $\lim _{\inf } \lim _{x \rightarrow \infty}\left(u_{0}(x) / u(x)\right)<\infty$. Thus, there exists a sequence $y_{n} \uparrow \infty$ such that $\lim _{n \rightarrow \infty}\left(u_{0}\left(y_{n}\right) / u\left(y_{n}\right)\right)<\infty$. Hence, there exists a constant $M>1$ such that $u_{0}(R) \leq M u(R)$ and $u_{0}\left(y_{n}\right) \leq M u\left(y_{n}\right)$ for every integer $n$. Using Lemma 2.2 and Hölder's inequality, we get that, for large $n$,

$$
\begin{aligned}
u_{0}(x) & =-\log P_{\delta_{x}} \exp \left(-\left\langle u_{0}, X_{\tau_{\left(R, y_{n}\right)}}\right\rangle\right) \\
& \leq-\log P_{\delta_{x}} \exp \left(-M\left\langle u, X_{\left.\tau_{\left(R, y_{n}\right)}\right)}\right\rangle\right) \\
& =-\log P_{\delta_{x}}\left[\exp \left(-\left\langle u, X_{\left.\tau_{\left(R, y_{n}\right)}\right\rangle}\right\rangle\right)\right]^{M} \\
& \leq-\log \left[P_{\delta_{x}} \exp \left(-\left\langle u, X_{\left.\tau_{\left(R, y_{n}\right)}\right\rangle}\right\rangle\right)\right]^{M}=M u(x), \quad x \in\left(R, y_{n}\right) .
\end{aligned}
$$

Consequently, we have $u_{0} \leq M u$ on $(R, \infty)$. Therefore, $u \geq M_{1} x^{q}$ on $(R, \infty)$ for $M_{1}=$ $(1 / M)[q(q-1) / 2 C]^{1 /(\alpha-1)}$.

Next, we prove that there exists a constant $M_{2}>0$ such that $u(x) \leq M_{2} x^{q}$ on $(R, \infty)$. It follows from Lemma 3.2 that $\lim \inf _{x \rightarrow \infty}\left(u(x) / u_{0}(x)\right)<\infty$. Thus, there exists a sequence $y_{n} \dagger \infty$ such that $\lim _{n \rightarrow \infty}\left(u\left(y_{n}\right) / u_{0}\left(y_{n}\right)\right)<\infty$. Hence, there exists a constant $M^{\prime}>1$ such that $u(R) \leq M^{\prime} u_{0}(R)$ and $u\left(y_{n}\right) \leq M^{\prime} u_{0}\left(y_{n}\right)$ for every integer $n$. Using Lemma 2.2 and Hölder's inequality again, we get that, for large $n$,

$$
\begin{aligned}
u_{0}(x) & =-\log P_{\delta_{x}} \exp \left(-\left\langle u_{0}, X_{\left.\tau_{\left(R, y_{n}\right)}\right\rangle}\right\rangle\right) \\
& \geq-\log P_{\delta_{x}} \exp \left(-\frac{1}{M^{\prime}}\left\langle u, X_{\tau_{\left(R, y_{n}\right)}}\right\rangle\right) \\
& =-\log P_{\delta_{x}}\left[\exp \left(-\left\langle u, X_{\tau_{\left(R, y_{n}\right)}}\right\rangle\right)\right]^{1 / M^{\prime}} \\
& \geq-\log \left[P_{\delta_{x}} \exp \left(-\left\langle u, X_{\tau_{\left(R, y_{n}\right)}}\right\rangle\right)\right]^{1 / M^{\prime}}=\frac{1}{M^{\prime}} u(x), \quad x \in\left(R, y_{n}\right) .
\end{aligned}
$$

Consequently, we have $u_{0} \geq\left(1 / M^{\prime}\right) u$ on $(R, \infty)$. Therefore, $u \leq M_{2} x^{q}$ on $(R, \infty)$ for $M_{2}=$ $M^{\prime}[q(q-1) / 2 C]^{1 /(\alpha-1)}$.
Proof of Proposition 3.1. Since $u$ is radial, we can define a function $u$ on $(R, \infty)$ by setting $u(r)=u(\|x\|)$ for any $x$ satisfying $\|x\|=r$. The function $u$ satisfies

$$
\begin{equation*}
u^{\prime \prime}(r)+\frac{1}{r} u^{\prime}(r)=C r^{-2}(\log r)^{-l} u^{\alpha}, \quad r>R . \tag{3.8}
\end{equation*}
$$

Putting $u(r)=v(t)$ and $t=\log r$, the equation above becomes

$$
\begin{equation*}
v^{\prime \prime}(t)=C t^{-l} v^{\alpha}(t), \quad t>\log (R) . \tag{3.9}
\end{equation*}
$$

From the definition of $v$, we can easily check that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{v(t)}{t}=\infty . \tag{3.10}
\end{equation*}
$$

Applying Lemma 3.3, we get that $v(t) \sim t^{q}$ near infinity, which implies that $u(r) \sim(\log r)^{q}$ near infinity.

Proof of Theorem 2. By assumption, there exist two constants $C_{1}, C_{2}>0$ such that

$$
\begin{equation*}
C_{1}\|x\|^{-2}(\log (\|x\|))^{-l} \leq k(x) \leq C_{2}\|x\|^{-2}(\log (\|x\|))^{-l} \tag{3.11}
\end{equation*}
$$

when $\|x\|$ is large. Suppose that $k_{s}, s=1,2$, are bounded strictly positive Hölder continuous functions on $\mathbf{R}^{2}$ such that $k_{1}(x) \leq k(x) \leq k_{2}(x)$ for $x \in \mathbf{R}^{2}$ and $k_{s}=C_{s}\|x\|^{-2} \log (\|x\|)^{-l}$ near $\infty$. Suppose that $D_{s}=B^{c}\left(a, r_{s}\right), s=1,2$ satisfy $\bar{D}_{1} \subset D$ and $\bar{D} \subset D_{2}$. Let $I_{s}, J_{s}$ denote the largest and smallest solution of $(1.7)$ satisfying $\lim _{\|x\| \rightarrow \infty}(u(x) / \log (\|x\|))=\infty$ with $k$ replaced by $k_{s}$ and $D$ by $D_{s}$, respectively. The maximum principle implies that when $\|x\|$ is large enough, we have

$$
I_{2}(x) \leq I(x) \leq I_{1}(x)
$$

and

$$
J_{2}(x) \leq J(x) \leq J_{1}(x)
$$

Thus, we have

$$
\frac{I(x)}{J(x)} \leq \frac{I_{1}(x)}{J_{2}(x)}
$$

when $\|x\|$ is large enough. Since $I_{s}$ and $J_{s}$ are radial, Proposition 3.1 implies that $I_{s}, J_{s} \sim$ $(\log (\|x\|))^{q}, s=1,2$ near infinity. Hence, there exists a constant $M>0$ such that

$$
\begin{equation*}
\frac{I(x)}{J(x)} \leq M \tag{3.12}
\end{equation*}
$$

when $\|x\|$ is large enough.
It follows from Proposition 2.1(2) that both

$$
Z_{I}:=\lim _{n \rightarrow \infty}\left\langle I, X_{\tau_{D \cap B(0, n)}}\right\rangle=\lim _{n \rightarrow \infty} \int_{S(0, n)} I(z) X_{\tau_{D \cap B(0, n)}}(\mathrm{d} z)
$$

and

$$
Z_{J}:=\lim _{n \rightarrow \infty}\left\langle J, X_{\tau_{D \cap B(0, n)}}\right\rangle=\lim _{n \rightarrow \infty} \int_{S(0, n)} J(z) X_{\tau_{D \cap R(0, n)}}(\mathrm{d} z
$$

exist $P_{\delta_{x}}$-a.s., and

$$
I(x)=-\log P_{\delta_{x}} \exp \left(-Z_{I}\right), \quad J(x)=-\log P_{\delta_{x}} \exp \left(-Z_{J}\right) .
$$

Note that

$$
\begin{align*}
& Z_{I}=\lim _{n \rightarrow \infty} \int_{S(0, n)} \frac{I(z)}{h(z)} h(z) X_{\tau_{D \cap B(0, n)}}(\mathrm{d} z)  \tag{3.13}\\
& Z_{J}=\lim _{n \rightarrow \infty} \int_{S(0, n)} \frac{J(z)}{h(z)} h(z) X_{\tau_{D \cap B(0, n)}}(\mathrm{d} z) \tag{3.14}
\end{align*}
$$

and

$$
\begin{equation*}
Z=\lim _{n \rightarrow \infty} \int_{S(0, n)} h(z) X_{\tau_{D \cap B(0, n)}}(\mathrm{d} z) \tag{3.15}
\end{equation*}
$$

Since $\lim _{\|z\| \rightarrow \infty}(I(z) / h(z))=\lim _{\|z\| \rightarrow \infty}(J(z) / h(z))=\infty$, we get from (3.13)-(3.15) that $Z_{I}=$ $Z_{J}=\infty$ on $(\dot{Z}>0)$. Thus, we have

$$
-\log P_{\delta_{x}}(Z=0)=J(x)=-\log P_{\delta_{x}} \exp \left(-Z_{J}\right)=-\log P_{\delta_{x}}\left[\exp \left(-Z_{J}\right) ; Z=0\right]
$$

Hence, $(Z=0)$ implies $\left(Z_{J}=0\right), P_{\delta_{x}}$-a.s. From (3.12), we know that $I(x) \leq M J(x)$ when $\|x\|$ is sufficiently large, which implies that $Z_{I}=0$ on $(Z=0), P_{\delta_{x}}$-a.s. Therefore,

$$
I(x)=-\log P_{\delta_{x}} \exp \left(-Z_{I}\right)=-\log P_{\delta_{x}}\left[\exp \left(-Z_{I}\right) ; Z=0\right]=-\log P_{\delta_{x}}[Z=0]=J(x) .
$$

## REFERENCES

1. E.B. Dynkin, A probabilistic approach to one class of nonlinear differential equations, Probab. Th. Rel. Fields 89, 89-115, (1991).
2. Y.-C. Sheu, On positive solutions of some nonlinear differential equations-A probabilistic approach, Stoch. Proc. Appl. 59, 43-53, (1995).
3. U. Ufuktepe and Z. Zhao, Positive solutions of nonlinear elliptic equations in the Euclidean plane, Proc. Amer. Math. Soc. 126, 3681-3692, (1998).
4. Z. Zhao, Positive solutions of nonlinear second order ordinary differential equations, Proc. Amer Math Soc. 121, 465-469, (1994).
5. S.C. Port and C.J. Stone, Brownian Motion and Classical Potential Theory, Academic, New York, (1978).
6. E.B. Dynkin, Superdiffusions and removable singularities for quasilinear partial differential equations, Comm. Pure Appl. Math. 49, 124-176, (1996).
7. Y.-X. Ren, R. Wu and C.-P. Yang, Super-Brownian motion and one class of nonlinear differential equations on unbounded domains, Acta Math. Sinica 41, 749-756, (1998).
8. K.-S. Cheng and $\mathrm{W} .-\mathrm{N} . \mathrm{Ni}$, On the structure of the conformal scalar curvature equation on $\mathrm{R}^{n}$, Indiana Univ. Math. J. 41, 261-278, (1992).
9. K.-S. Cheng and J.-T. Lin, On the elliptic equations $\Delta u=K(x) u^{\sigma}$ and $\Delta u=K(x) e^{2 u}$, Trans. Amer. Math. Soc. 304, 639-668, (1978).

[^0]:    This work is supported by NNSF of China (Grant No. 10001020) and Foundation for Authors of Excellent Ph.D. Dissertations.

