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Abstract-suppose that D is an unbounded domain in R2 with a compact boundary aD and k(z) 
is a strictly positive Holder continuous function on D such that 

.I 
(log (11~11))” k(r) dr < 00, 

IIZll>Q 

for some constant a > 0. In this paper, we study the nonlinear elliptic equation (1/2)A~ = Ic(x)u”(z) 
on D, where o E (1,2] is a constant. First, we give explicit expressions in terms of super-Brownian 
motions for positive solutions of the above equation with the boundary conditions: I&D = 0 and 
limllsll-too (u(r)/log(]]z]])) = c (0 < c 5 co). Then we give a complete classification of all posi- 
tive solutions of the above equation with the boundary condition u]a~ = 0 when k behaves like 
ll~ll-2(10g(llrll))-’ near co for some constant 1 > 1 + a. In the one-dimensional case, we also have 
similar results. @ 2003 Elsevier Science Ltd. All rights reserved. 

Keywords-Super-Brownian motions, Nonlinear elliptic equations. 

1. INTRODUCTION AND MAIN RESULTS 

Suppose that k(x) is a bounded strictly positive continuous function on R* and 1 < (Y 5 2 is a 
constant. It is well known that the following nonlinear elliptic equation 

;A, = MU*, x E R*, (1.1) 

is closely connected with super-Brownian motion. In this paper, we are going to study the 
equation above by using this connection. We first recall the super-Brownian motion that we are 
going to use. 

Let W := {W,, III,, s 2 0, 5 E R*} denote a Brownian motion started at x E Rd. Let I3 be the 
Bore1 a-field on R*, M be the collection of all finite measures on ,13, and let 7 be the collection of 
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exit times by the Brownian motion W from open sets in Rd. In this paper, we use the expression 
(S, h), for the integral of f with respect to p. According to Dynkin [l], there exists a Markov 
process X = (X,, Pcl) with state space M such that the following conditions are satisfied. 

(a) If f is a bounded continuous function, then the function t ++ (f, Xi) is right continuous 
on R’. 

(b) For every p E M and for every bounded positive f E 13, 

Pfiexp(-f,Xt) =w-vt,~), 1-1 E M, (1.2) 

where v is the unique solution of the integral equation 

[J t Q(X) + Hz k (W,) $_,(Ws) ds = &f(Wt). 
0 1 

(1.3) 

Moreover, for every r E I, there corresponds a random measure X, on Rd such that, for every 
bounded positive f E a, 

PpexP{- (f7XT)l = exp(--2L,d, P E M, (1.4) 

where u is the unique solution of the integral equation 

u(x) + & 
[s 

Tlc(w&” (Ws) ds = &f(W) 
0 1 (1.5) 

(f(W,) = 0 if 7 = co). W e call X = { Xt, X,, Pp} the super-Brownian motion with branching 
mechanism $(s, z) = k(z)z”. 

By using the super-Brownian motion above, Sheu [2] studied the structure of the set of all 
positive solutions of the nonlinear elliptic equation (1.1) in Dimension 3 under the condition 

lim sup J 11% - y/\2-dk(y) dy = 0. 
c-+00 zERd Ilylf>r 

(1.6) 

In this paper, we discuss similar problems in Dimensions 1 and 2. 
Suppose that k(x) is a bounded strictly positive Holder continuous function on R2, and D is an 

unbounded domain in R2 with a compact nonempty boundary 8D which consists of finitely many 
Jordan curves. For simplicity, we suppose D = (0, co) is the half straight line in one dimension. 
We consider the structure of solutions to the problem 

;Au = k(z) us(z), in D, 

u > 0, in D, (1.7) 

u = 0, on aD. 

Problem (1.7) with a more general nonlinear term has been studied by Ufuktepe and Zhao [3]. 
A similar equation in Dimension 1 has been studied by Zhao [4]. By using probabilistic potential 
theory and fixed-point theory, they proved that, under certain conditions on k, (1.7) has solutions. 
But they did not provide probabilistic expressions for their solutions. The main goal of this paper 
is to give probabilistic expressions in terms of super-Brownian motion for all solutions to (1.7). 

For any domain U, we use TIJ to denote the first exit time of W from U. Let G~(x,y) be the 
Green function of D. For any Bore1 function f in D, the Green operator is defined as 
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For x E D, put 
h (x) = nglima CD (x, Y) 

Then h is a harmonic function in D such that 

&II Zh(x) = 0, for any z E G’D, 

and 
h(x) 

773 

P.8) 

(1.9) 

(1.10) 

(See [3, Proposition 2.11.) 
The following two theorems are the main results of this paper. 

THEOREM 1. Suppose Ic satisfies 

s 
k(x) (1ogUxll))” dx < 00, 

IlzllZa 
for some constant a > 0. 

(1.11) 

(1) Let h > 0 be given by (1.8). For every ~1 E M with compact support in D, Z = 

limn--*cx, (h, XTDneco,nj) exists Pfi-a.s. and for every c > 0, 

U,(Z) := -log P6, exp {-~2) (1.12) 

is the unique solution of (1.7) satisfying the condition 

u (x) 
?I@+-% log (11x11) = c. 

(1.13) 

(2) If U(X) is a solution of (1.7) and satisfies limsup,,,(u(x)/log(llxlI)) < 00, then u = U, 
for some c > 0. . 

(3) 
J(x) := - log P&, (Z = 0) (1.14) 

is the smallest solution to (1.7) satisfying the condition 

u (x) 
&% log (11x11) = Ool 

(1.15) 

and 
I(x) := - log Pb,, (XTDnBcO,nj = 0 for n sufficiently large) (1.16) 

is the largest solution to problem (1.7) satisfying condition (1.15). 

If k(x) Tv 1141-2 Wll4l)-’ near 00 for some constant 1 > 1 + (Y, the following result, shows 
that I = J is the unique solution to (1.7) satisfying condition (1.15). (Here f N g near LX means 
there exist two positive constants Cl, C2 such that C,f(x) L g( 11x11) 2 &f(x) for x sufficiently 
large.) But we do not know if I = J for a general function k. 

THEOREM 2. If /c(x) N l)x)(-210g(jlsll)-’ near 00 for some constant 1 > 1 + cy, then (1.7) has 
only one solution satisfying condition (1.15). Moreover, we have 

1 (x) = J(x) N (log (1141))” 1 (1.17) 

where q = (1 - 2)/(a: - 1). 
We also have similar results in Dimension 1. For simplicity, we assume that D = (0, co) in this 

case. So, in Dimension 1, we are dealing with the following problem: 

;uqx, = k(x)tP(x), in (0, co), 

u > 0, in (0, ml, 
u(0) = 0. 

The analogue of Theorem 1 in this case is as follows. 

(1.18) 



774 Y.-X. REN 

THEOREM 3. Suppose k satisfies 

for some constant a > 0. 

.I k (x) lxJa dx < co, 
ll4>a 

(1) Let h be the function h(x) = x. For every p E M with compact support in (0, co), 

2 = limn+cul (h, XTDne(o,nj) exists P,-a.s. and for every c > 0, 

u,(x) := - log P6, exp { -cZ} 

is the unique solution of (1.18) satisfjring the condition 

(2) If U(X) is a solution of (1.18) and satisfies limsup,_,(u(x)/~x~) < CQ, then u = u, for 
some c > 0. 

(3) 
J(z) := - log PJ,) (2 = 0) 

is the smallest solution to (1.18) satisfying the condition 

(1.19) 

and 
1(x) := - log P6,, (X7DnR(0,,L) = 0, for n sufficiently large) 

is the largest solution to problem (1.18) satisfying condition (1.19). 

Here is the analogue of Theorem 2 in the one-dimensional case. 

THEOREM 4. Ifk(x) N /x1-’ near CC for some constant 1 > 1 + a, then (1.18) has only one 
solution satisfying condition (1 .19). Moreover, we have 

where q = (I - 2)/(~ - 1). 

I(x) = J(x) N /x14, (1.20) 

We are only going to prove Theorems 1 and 2 in this paper, the proof of Theorems 3 and 4 are 
similar to the proof of Theorems 1 and 2, respectively. We omit the details. 

2. PROOF OF THEOREM 1 

In this section, we are going to give the proof of Theorem 1. In order to do that, we need some 
preparations first. The following result is a particular case of Theorem 0.5 in [I]. 

LEMMA 2.1. MAXIMUM PRINCIPLE. 
Suppose U is a bounded domain and 11, : U x Rf + R+ satisfy the condition 

$J(xc,u) r Ic,(x,v)1 for every u 2 v E R’ and every x E U 

If u, u > 0 belong to C2(U) and satisfy the conditions: 

and 
limsup [U(Z) - v(x)] L 0, 

z-+a,zEu 
for all a E XJ, 

then u(x) 5 w(x) in U. 

The following results will be used repeatedly in this paper. 
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LEMMA 2.2. Suppose that U is a bounded regular domain and that u is a solution of (1/2)Au = 
ku” on U. If U1 c U is a bounded regular domain such that 8, C U, then 

u (z) = - log exp (-u, x,1 ) , x E u1. (2.1) 

PROOF. It follows from Theorem 1.1 in (11 that - logexp(-u,X,,l) is the unique bounded 
solution of (1/2)Au = k uQ on U1 with the boundary value u on XJl. By our assumption, u is 
also a bounded solution of (1/2)Au = k u” on U1 with boundary value u on WI. Therefore, (2.1) 
is true. 

LEMMA 2.3. Suppose that B(O,r) is a disk such that aD C B(0, r) and that ‘p L 0 is a bounded 
continuous function on dD. If (2~~2) is a sequence of positive solutions of (1/2)Au = ku* in 
D n B(0, r) and if u = limn+oo u, in D n B(0, r), then u is also a solution of (1/2)Au = kua in 
D n B(0, r). Furthermore, if, for each n, u, satisfies the boundary condition u, = cp on 3D1 then 
the same condition holds for u. 

PROOF. We first prove that u satisfies (1/2)Au = k uQ on D n B(O,r). Let U c D f! B(O,r) be 
an arbitrary smooth domain such that u c D n B(0, r). It follows from Lemma 2.2 that 

u, (x) = - log % exp (a,, X,,) , x E u. (2.2) 

Let U1 be asmooth domain such that 0 c U1 c l.?l c Dn B(O,r). Since infzEU1 k(z) > 0, we can 
use Theorem 2.1 in [l] to conclude that there exists a nonnegative solution v of (1/2)Av = kva 
in UI with the boundary value 00 on XJ 1. By the maximum principle, u,(x) 5 u(x) for x E u. 
Thus, (2~~) is uniformly bounded in 0. Applying the bounded convergence theorem, we get that 
lim n+oo(un,Xrr,) = (u,XTu), Pdz-a.s. for z E U. Upon letting n -+ 00 in (2.2), we get that 

u (x) = - log Ps, exp (-u, Xu) , x E u. 

Using Theorem 1.1 in [l] again, we see that u is a solution of (1/2)Az~ = ku& on U. Since the 
smooth domain U c 0 c D n B(0, r) is arbitrary, u is a solution in D n B(0, r). 

Next, we prove that u has boundary value v(t) at z E aD. Choose 0 < TO < T such that 
aD C B(0, TO). It follows from Lemma 2.2 that for any x E D Ti B(O,ro), 

u,(x) = - log Pb, exp ( -u,, XTuneco,,,) > 

= - log Pa, exp 
(1 

- a. ‘p(z)XVJ”13(0,p0) (dz) - J,,, 
r-2 

) ~&)xTD”B(o,~o) (dz) 1 
) 

where S(O,TO) is the circle of radius TO centered at 0. From the proof of the first part, we 
know that {un} is uniformly bounded on S(O,ro). Letting n + co and applying the bounded 
convergence theorem, we obtain that 

u (x) = - log P6, exp -p, XrD,B(O,P,) ( > , 

where 

P(z) = 
{ 

‘p(z) 7 z E ao, 

u (2) 7 X E s (0, To) 

Now, applying Theorem 1.1 in [l], we get that u has boundary value q(z) at z E dD. 

The following result is a modified version of Theorems 4.6.6 and 4.6.7 in [5]. 

LEMMA 2.4. Suppose that p is a positive bounded integrable function on D. Then we have 

(1) lim~3z-,a GDP(Z) = 0, for every a E aD; 
(2) GDP E Cop’(D); 
(3) if p E C’>‘(D), then GDP E C2~‘(D) and (1/2)AG~p = -p in D. 

Pick a fixed point a E R2 \ D and a number r > 0 such that D > B,* = R2 \ B(a, T). Using 
the explicit formula for GQ (., .), one can easily prove the following result. 
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LEMMA 2.5. The family of functions {Gn(z, .)k(.)h”-I(.) : x E D} is uniformly integrable 
over D, where h is given by (1.8). 

LEMMA 2.6. If f > 0 is a harmonic function having boundary value 0 on dD, then f is a constant 
multiple of the function h defined in (1.8). 

PROOF. Pick a fixed point a E R2 \ ii and a number r > 0 such that D 2 Bf = R2 \ 
B(a,r). The Kelvin transform of f relative to the circle S(a,r) is f*(s*) = f(z), where 5 = 
a + (r2/]]x* - ~]]~)(x* - o). f*(x*) is a positive harmonic function on D’ \ {u}. By defining 
f*(a) = liminf..,, f*(z*), we get a function f* which is superharmonic on D* with 0 boundary 
value on aD*. By the Riesz decomposition theorem and Theorem 6.1.4 in [5], there exists a 
constant c > 0 such that f*(z*) = cGD.(s*,u), for every z* E I)*, and hence, f(s) = ch(x) for 
every x E D. 

PROPOSITION 2.1. Let {Dn} b e a sequence of bounded domains such that D, r D and h be 
defined by (1.8). 

(1) There exists a random variable Z such that for every p E M with compact support in D, 
2 = lim,,,(h, X,,_) < 00, P,-as. 

(2) If u is a solution to (1.7), then there exists a random variable Z, such that for every 
p E M with compact support in D, Z, = limn_+co(u, X& < co, P,-as. 

PROOF. Result (2) is proved in Section 5.5 in Dynkin [l]. Here we only give the outline of the 
proof of Result (1). 

It follows from (1.4),(1.5) and the special Markov property (see [6, Section 2.1.A]) that exp(-h, 
X7n, ) is a bound e submartingale. Thus, for every b E M with compact support in D, Z = d 
lim,+, (h, XT,_ ) exists P,-as. It follows from (1.4),(1.5) that Pp(h, X7& = (h, p) <co for any 
p E M with compact support in D. Using Fatou’s lemma, we get that PpZ 5 lim inf,,, (h, XT,_ ) 
< 03, which implies that Z < 00, P,-as., for all p E M with compact support in D. 

We can further prove the limits do not depend on p and the choice of D,. For details, please 
see the proof of Theorem 2.2(l) in [7]. 

We are now ready to prove Theorem 1. 
PROOF OF THEOREM 1. 

(1) Set 
u,,, (x) =: - log J’S, exp (-ch, X7Dne(o.nj) 

It follows from (1.4),( 1.5) that u,,, satisfies the equation 

(2.3) 

TDnB(O.n) 

%,n(Z) + JL 
s 

WW$,,(Wd ds = ch(x), x E D n B(0, n). (2.4) 
0 

We get from Proposition 2.1 that u,(x) = limn_+oo u,,,(x), for all x E D. It follows from 
(l.lO),(l.ll) that k(y)ha(y) is integrable in D, and therefore, 1, Go(x, y)k(y)ha(y) dy < co. 
Note that, for fixed c>O, each u,,, is dominated by ch. Thus, II, &rD”B(o~“) k(W,)u&(W.) ds 5 
&I, J’” k(W,)ha(W,)ds = ca JDG~(z, y)k(y)h”(y) dy < 00. Letting n + 00 in (2.4) and 
applying dominated convergence, we get that 

% (x> + GD (ku:) b) = ch b) , x E D. (2.5) 

By Lemma 2.4(2), we know that GD(~‘LL:) E Cog’; thus, by (2.5), we get that uc E Co>‘(D). 
Prom Lemma 2.4(3), we know that G~(ku:) E C21x(D) and that (1/2)AG~(kuF) = -k$?, and 
therefore, (1/2)Au; = ku; in D. From Lemma 2.4(l), we know that GD(kuF) has the boundary 
value 0 on dD, and thus, from (2.5), we get that u, has the boundary value 0 on dD. Now we 
check that liml/,il_+,(u,(x)/h(x)) = c. It is enough to prove that 

lim GD (ku3 (x) = o 

ll~1l-t~ h (x> (2.6) 
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It follows from (2.5) that u,(x) I ch( x , x E D. So we only need to prove ) 

hm G~(kh")(x) = 

Il4l-t~ h (xl (S GD cx:, 9) Ic (Y) ha (y) dy = o 

D h (xl > . 
(2.7) 

By Theorem 2.2 in [3], we know that there exists a constant C > 0 depending on D only such 

that 
GD (X,Y)GD (YG) 

Go(W) 
LC(GD(X,Y)+GD(Y,~)+~), x,y,z E D. 

This equality is called the (3-G) inequality for Green functions on D. Using the (3-G) inequality, 
we get 

GD (x>y)k(y)h" (Y) 
h (x) 

= lim GD b:, Y) GD (Y, 2) k (Y) ha-l (Y) 
Z’M GD (X,z) 

5 Jic C (GD (5, Y) + GD (Y, 2) + 1) k (Y) hap1 (Y) 

5 C (GD (z, Y) + h (Y) + 1) k (Y) hap1 (Y) 

It follows from Lemma 2.5 that the family of functions {GD(x, .)k(.)h”-‘(,) : x E d} is uniformly 
integrable over D. Using the fact that sD(h(y) + l)k(y)ha-‘(y) dy < cm, we get that the family 

(G~(z,.)lc(.)h~(.)lh(x) : x E D) is uniformly integrable over D. Since GD(~, y) --+ 0 as x -+ 00 
for fixed y E D, we have GD(x, y)k(y)ha(y)/h(x) -+ 0 as x --+ 00. Thus, (2.7) holds. 

Suppose that u(x) is asolution of (1.7) satisfying lim,,,(u(x)/h(x)) = c. Then Go(k@) < 03 
on D, and lim,,, (GD(kua)(x)/h(x)) = 0. Let h(x) = u(x) + GD(~@)(x). It follows from 
Lemma 2.4 that (1/2)AGg(k@)(x) = -k( x u ) “( ) x , x E D, and that GD(~Y_L”) has the boundary 
value 0 on aD. Thus, h is a positive harmonic function on D having the boundary value 0 on t3D 
and satisfies lim,,,(h(x)/h(x)) = c. N ow L emma 2.6 implies that h(x) = ch(x), which means 
that 

u (x) + GD (Icua) (x) = ch (x) (2.8) 

It follows from Lemma 2.2 that, for n large enough, 

U (Xl = - log Pa, exp (-u, XTDnS~o,n~) . (2.9) 

Since u(x) I ch(x), x E D, we have u(x) < - logPsz exp(-ch,X,,,,,,,_,). Letting n -+ 00, we 
get 

u (x) 5 - log P6, exp (-cZ) (2.10) 

However, from (2.8) and (2.9), we know that, for n large enough, 

u (x) = - 1% Pa, exp ((-ch + GD (ku*)) , XTDnB~o,n~) 

= - log Pa, exp 

Since limll,ll+,(GD(lcu”)(x)/h(x)) = 0, we know that, for every +z > 0, there exists an integer N 
such that GD(/&“)( x c x < E )/ h( ) _ f or n > N and x E dB(O,n), and hence, 

U (x) 2 - 1% Pa, exp (--c (1 - E) h, X7DnBco,nJ) , for n > N. 

Letting E + 0, we get 
21 (X) 2 - log Pa, exp (-CZ) 

Combining (2.10) and (2.11), we get u(x) = -log Pa, exp(-cZ). 

(2.11) 
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(2) If u is a solution of (1.7) satisfying limsup,_,(u(z)/h(z)) < co, using the same method as 
above, we can prove that (2.8) holds for some constant c > 0, and thus, u(z) = - log P6, exp( -cZ). 

(3) Since J(z) = lim,,, uc(z), it follows from Lemma 2.2 that J(z) is a solution to (1.7). It is 
obvious that lim .,,(J(z)/h(s)) = 00. So by the maximum principle, J is the smallest solution 
to (1.7) with lim,,,(u(s)/h(z)) = CG. 

For large n, put 

AZ (x) = - 1% 8, (x7Dna(o.n) (dB (01 n)) = 0) 1 x E D n B (0, n) 

Note that -log Pa, exp(-XX,D,B(,,,a, (dB(0, n))) t In(x) as X t co. Lemma 2.3 implies that 1, is 
a solution of (1/2)Au = kua on D n B(0, n) with the boundary value 0 on cYD and the boundary 
value co on aB(O, n). Since 1(x) = lim,,, In(z), W e k now from Lemma 2.3 that I is a solution 
to (1.7). The maximum principle implies that I is the largest solution to (1.7). I 

3. PROOF OF THEOREM 2 

Throughout this section, C is a positive constant whose value may change from line to line. 
As an important step in proving Theorem 2, we first consider the special case where k(z) = 

Cll~ll-2(log(ll~ll))-1 near co for some constant 1 > 1 +cy. To that end, we consider positive radial 
solutions of the equation 

:Au = Cre2 (log(r))-’ ua, in BC (0, R), (3.1) 

where r = IIx[j and 1 > 1+ a. 

PROPOSITION 3.1. Suppose that u(r) is a radial solution to (3.1) and satisfies 

then u(r) N (log(r))‘J near infinity, where q = (1 - Z)/(cz - 1) > 1. 

Before we give the proof of Proposition 3.1, we give three lemmas. 

LEMMA 3.1. Suppose that 1 > 1 + cr and R > 0 is a large constant. If u is a positive solution 
of (1/2)u”(Z) = --l “( ) II: u IC on the interval (R, CQ) and if u satisfies lim,,,(u(x)/x) = co, then 
lim inf z_M(zq/u(x)) < 00, where q = (1 - 2)/(0 - 1) > 1. 

PROOF. Suppose the result were false and so limz,,(z?/u(x)) = co. Set W(Z) = z-qu(z), 
a:~(R,m). Thenw+Oasx-+~andwsatisfies 

w,,+~w,+q(q-l)~-c~=o, x E (R, m). 

Setting s = logx, (3.2) becomes 

w,, + (2q - 1) w, + w [q (q - 1) - cw=-‘1 = 0, s E (logR,oo). 

(3.2) 

Using analytic method (see the arguments in Step 4 in the proof of Theorem 4.3 in [S]), we can 
prove that w(s) 5 Cexp(-ES) for some constants C, E > 0 near co, thus, we have u(z) < CxqwE. 
Therefore, for large x, 

u(x) - < cIcq-l--E. 
x - (3.3) 
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-eJuasaldal Iel%a$u! ay$ olu! (E’F) a$mugsa %I!$n$~lsqnS ’ ’ . ’ ‘z ‘1 = U ‘,p/(T. - 6) # 3 asCq3 

6L.L suoymb3 qd!ll3 .F=?ZNI!lUON 
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LEMMA 3.3. Suppose that 1 > 1 + a and R > 0 is a large constant. If u is a positive solution 
of (1/2)u”(z) = bus(z) on the interval (R, co) and if u satisfies lim,,co(u(z)/z) = 03, then 
U(X) N 39 near infinity, where q = (I - 2)/(a - 1) > 1. 

PROOF. Put uc(z) = [q(q - 1)/2C]1/(“-1)~q. z > 0. It is easy to check that us is a solution 01 
(1/2)u” = Cku” in (R, co) and satisfies lim,,,(uc(z)/z) = 03. 

First, we prove that there exists a constant Mi > 0 such that u(z) 2 Mrzq, on (R, 03). 
It follows from Lemma 3.1 that liminfz-,,(ua(~)/u(z)) < 03. Thus, there exists a sequence 

yn t 00 such that limn&~a(yJ/+,J) < 00. Hence, there exists a constant M > 1 such 
that Q(R) I Mu(R) and ue(yn) < Mu(y,) f or every integer n. Using Lemma 2.2 and Holder’s 
inequality, we get that, for large n, 

~0 (x) = - logP6, exp (- (~0, XTcR,,,,)) 

5 -log% exp(-~(~,XTcR,ynl)) 

=-log% [exp(-(1L,X7(R,y,)))]M 

L -log [Pb, exp (- (u, X7cH,v~,))]M = ~+), z E (R,Y,). 

Consequently, we have ua 5 Mu on (R, 00). Therefore, u 1 M1xq on (R, co) for Ml = 
(l/M)[q(q - 1)/2C]1/(a-1). 

Next, we prove that there exists a constant M2 > 0 such that u(x) 5 M224 on (R, co). 
It follows from Lemma 3.2 that liminf,,,(u(z)/uc(z)) < co. Thus, there exists a sequence 

yn t 00 such that limn+cw,(U(ynln)/w(yn)) < 00. Hence, there exists a constant M’ > 1 such that 

u(R) L M’uo(R) and u(y%) 5 M’uO(yn) for every integer n. Using Lemma 2.2 and Holder’s 
inequality again, we get that, for large n, 

~0 (~1 = -log% exp (- (~o,XT~H,y,~)) 

2 -logPsz exp 
( 

1 (211 XWZ,,,) -@ 
,> 

= -log% [exp (- (u,+~,,,,))]~‘~ 

L -log [P65 exp (- (u, XT(R,V,,))]l’M’ = +/U(X)! x 6 (R, 2/n). 

Consequently, we have ua 1 (l/M’)u on (R, co). Therefore, u < Mzxq on (R, 00) for h/r, = 
M’[q(q - 1)/2C] 1/(a- ‘). 

PROOF OF PROPOSITION 3.1. Since u is radial, we can define a function u on (R, co) by setting 

U(T) = u(ll41) f or any x satisfying ]]x]] = T. The function u satisfies 

Putting u(r) = w(t) 

From the definition 

u”(T) + $r) = Cr-2(logr)-%L=, r > R. (3.3) 

and t = logr, the equation above becomes 

21” (t) = ct-SP (t) ) t>log(R). 

of V, we can easily check that 

lim E.@ = co. 
t--too t 

(3.9) 

(3.10) 

Applying Lemma 3.3, we get that w(t) N tq near infinity, which implies that u(r) N (1ogr)Q near 
infinity. 
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PROOF OF THEOREM 2. By assumption, there exist two constants Cl, CZ > 0 such that 

Cl 1141-2 (1% (ll4lN-’ I bc) 5 c2 1141-2 (1% wll))-’ 7 (3.11) 

when 112)) is large. Suppose that k,, s = 1,2, are bounded strictly positive Holder continuous 
functions on R2 such that ki(z) 5 k(z) 5 ks(z) f or z E R2 and Ic, = C,~(~~~-2 log(llsll)-” near 00. 
Suppose that D, = F(~,T,), s = 1,2 satisfy Di c D and D c Dz. Let I,, J, denote the largest 
and smallest solution of (1.7) satisfying lim~~,~~_,(~(z)/log(~~~ll)) = 00 with Ic replaced by k, 
and D by D,, respectively. The maximum principle implies that when lIzI is large enough, we 
have 

I2 (x) I 1 (x) 5 11 (x) 

and 
J2 (x) I J(x) 5 JI (x) 

Thus, we have 
+J < I1 (x) 
J(x) - 52’ 

when llzll is large enough. Since 1, and J, are radial, Proposition 3.1 implies that I,, J, N 
(log( ~~~~~))~, s = 1,2 near infinity. Hence, there exists a constant A4 > 0 such that 

‘(“)<M 
J(x) - ’ 

when J(zll is large enough. 
It follows from Proposition 2.1(2) that both 

and 

exist Pb,-as., and 

1 (z) = -log Pa, exp (-21) , 

Note that 

J(x) = - log Pa, exp (-ZJ) . 

ZJ = lim J =h (2) Xmne~o.n~ (dz) , 
n-O0 S(O,n) h(z) 

Z = lim 
J’ n+cc S(O,n) 

h (z) XTune(o,~~J (dz) 

(3.12) 

(3.13) 

(3.14) 

(3.15) 

fhce limllzll-oo(I(z)/h(z)) = limllzII-,(J(z)/h(z)) = 03, we get from (3.13)-(3.15) that Zr = 
ZJ = 00 on (Z > 0). Thus, we have 

-logP&, (Z=O) = J(X) = -1ogP 6,exp(-ZJ)=-logP6z[exp(-ZJ);Z=O]. 

Hence, (Z = 0) implies (ZJ = 0), Pb,-a.s. From (3.12), we know that 1(x) 5 MJ(z) when //XII 
is sufficiently large, which implies that ZJ = 0 on (Z = 0), Pbz-as. Therefore, 

I (z) = - log Pa, exp (-Zr) = - log Ph, [exp (-Zr) ; Z = O] = - log Pa, [Z = O] = J (2) . 



782 Y.-X. REN 

REFERENCES 
1. E.B. Dynkin, A probabilistic approach to one class of nonlinear differential equations, Probab. Th. Rel. b’zelds 

89, 89-115, (1991). 
2. Y.-C. Sheu, On positive solutions of some nonlinear differential equations-A probabilistic approach, Stoch. 

Proc. Appl. 59, 43-53, (1995). 
3. U. Ufuktepe and 2. Zhao, Positive solutions of nonlinear elliptic equations in the Euclidean plane, PTOC. 

Amer. Math. Sot. 126, 3681-3692, (1998). 
4. 2. Zhao, Positive solutions of nonlinear second order ordinary differential equations, Proc. Amer. Math. Sot. 

121, 465-469, (1994). 
5. S.C. Port and C.J. Stone, Brownian Motion and Classical Potential Theory, Academic, New York, (1978). 
6. E.B. Dynkin, Superdiffusions and removable singularities for quasilinear partial differential equations, Comm. 

Pure Appl. Math. 49, 124-176, (1996). 
7. Y.-X. Ren, R. Wu and C.-P. Yang, Super-Brownian motion and one class of nonlinear differential equations 

on unbounded domains, Acta Math. Sinica 41, 749-756, (1998). 
8. K.-S. Cheng and W.-N. Ni, On the structure of the conformal scalar curvature equation on Rn, Indiana 

Univ. Math. J. 41, 261-278, (1992). 
9. K.-S. Cheng and J.-T. Lin, On the elliptic equations Au = K(z)uO and Au = K(a)e2”, Fran% Amer. Math. 

Sot. 304, 639-668, (1978). 


