
PRIME ORBIT THEOREMS FOR EXPANDING THURSTON MAPS:

GENERICITY OF STRONG NON-INTEGRABILITY CONDITION

ZHIQIANG LI AND TIANYI ZHENG

Abstract. An analog of the prime number theorem for a class of branched covering
maps on the 2-sphere S2 called expanding Thurston maps, which are topological models
of some non-uniformly expanding rational maps without any smoothness or holomorphic-
ity assumption, is obtained in the second paper [LZ23b] of this series. More precisely,
the number of primitive periodic orbits, ordered by a weight on each point induced
by a non-constant (eventually) positive real-valued Hölder continuous function on S2

satisfying the α-strong non-integrability condition, is asymptotically the same as the
well-known logarithmic integral, with an exponential error term. In this third and last
paper of the series, we show that the α-strong non-integrability condition is generic in
the class of α-Hölder continuous functions.
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1. Introduction

Complex dynamics is a vibrant field of dynamical systems, focusing on the study of iter-

ations of polynomials and rational maps on the Riemann sphere Ĉ. It is closely connected,
via Sullivan’s dictionary [Su85, Su83], to geometric group theory, mainly concerning the
study of Kleinian groups.
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In complex dynamics, the lack of uniform expansion of a rational map arises from
critical points in the Julia set. Rational maps for which each critical point is prepe-
riodic (i.e., eventually periodic) are called postcritically-finite rational maps or rational
Thurston maps. One natural class of non-uniformly expanding rational maps are called
topological Collet–Eckmann maps, whose basic dynamical properties have been studied
by S. Smirnov, F. Przytycki, J. Rivera-Letelier, Weixiao Shen, etc. (see [PRLS03, PRL07,
PRL11, RLS14]). In this paper, we focus on a subclass of topological Collet–Eckmann
maps for which each critical point is preperiodic and the Julia set is the whole Riemann
sphere. Actually, the most general version of our results is established for topological
models of these maps, called expanding Thurston maps. Thurston maps were studied by
W. P. Thurston in his celebrated characterization theorem of postcritically-finite rational
maps among such topological models [DH93]. Thurston maps and Thurson’s theorem,
sometimes known as a fundamental theorem of complex dynamics, are indispensable tools
in the modern theory of complex dynamics. Expanding Thurston maps were studied ex-
tensively by M. Bonk, D. Meyer [BM10, BM17] and P. Häıssinsky, K. M. Pilgrim [HP09].
The investigations of the growth rate of the number of periodic orbits (e.g. closed

geodesics) have been a recurring theme in dynamics and geometry.
Inspired by the seminal works of F. Naud [Na05] and H. Oh, D. Winter [OW17] on the

growth rate of periodic orbits, known as Prime Orbit Theorems, for hyperbolic (uniformly
expanding) polynomials and rational maps, we establish in this paper the first Prime Orbit
Theorems (to the best of our knowledge) in a non-uniformly expanding setting in complex
dynamics. On the other side of Sullivan’s dictionary, see related works [MMO14, OW16,
OP18]. For an earlier work on dynamical zeta functions for a class of sub-hyperbolic
quadratic polynomials, see V. Baladi, Y. Jiang, and H. H. Rugh [BJR02]. See also related
work of S. Waddington [Wad97] on strictly preperiodic points of hyperbolic rational maps.
Given a map f : X → X on a metric space (X, d) and a function φ : S2 → R, we define

the weighted length lf,φ(τ) of a primitive periodic orbit

τ := {x, f(x), · · · , fn−1(x)} ∈ P(f)

as

(1.1) lf,φ(τ) := φ(x) + φ(f(x)) + · · ·+ φ(fn−1(x)).

We denote by

(1.2) πf,φ(T ) := card{τ ∈ P(f) : lf,φ(τ) ≤ T}, T > 0,

the number of primitive periodic orbits with weighted lengths up to T . Here P(f) denotes
the set of all primitive periodic orbits of f (see Section 2).
Note that the Prime Orbit Theorems in [Na05, OW17] are established for the geomet-

ric potential φ = log|f ′|. For hyperbolic rational maps, the Lipschitz continuity of the
geometric potential plays a crucial role in [Na05, OW17]. In our non-uniform expanding
setting, critical points destroy the continuity of log|f ′|. So we are left with two options
to develop our theory, namely, considering

(a) Hölder continuous φ or

(b) the geometric potential log|f ′|.
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Despite the lack of Hölder continuity of log|f ′| in our setting, its value is closely related
to the size of pull-backs of sets under backward iterations of the map f . This fact enables
an investigation of the Prime Orbit Theorem in case (b), which will be investigated in an
upcoming series of separate works starting with [LRL].
The current paper is the third and last of a series of three papers (together with

[LZ23a, LZ23b]) focusing on case (a), in which the incompatibility of Hölder continuity
of φ and non-uniform expansion of f calls for a close investigation of metric geometries
associated to f .
The following theorem is the primary goal of the current paper.

Theorem A (Genericity). Let f : S2 → S2 be an expanding Thurston map, and d be a
visual metric on S2 for f . Fix α ∈ (0, 1]. The space C0,α(S2, d) of real-valued Hölder
continuous functions with an exponent α is equipped with the Hölder norm ‖·‖C0,α(S2,d).

Let Sα be the subset of C0,α(S2, d) consisting of functions satisfying the α-strong non-
integrability condition.
Then Sα is open in C0,α(S2, d). Moreover, the following statements hold:

(i) Sα is an open dense subset of C0,α(S2, d) if α ∈ (0, 1).

(ii) S1 is an open dense subset of C0,1(S2, d) if the expansion factor Λ of d is not equal
to the combinatorial expansion factor Λ0(f) of f .

The Hölder norm ‖·‖C0,α(S2,d) is recalled in Section 2. The definition of the combinatorial

expansion factor Λ0(f) of f is given in Section 5. See [BM17, Chapter 16] for a more
detailed discussion on Λ0(f). In particular, we always have Λ ≤ Λ0(f).
We note that for each α ∈ (0, 1], the subset of φ ∈ C0,α(S2, d) that are eventually

positive is open in C0,α(S2, d) with respect to either the uniform norm or the Hölder
norm.
Functions satisfying the α-strong non-integrability condition play critical roles in the

following theorem established in [LZ23b].

Theorem (Prime Orbit Theorems for rational expanding Thurston maps). Let f : Ĉ → Ĉ
be a postcritically-finite rational map without periodic critical points. Let σ be the chordal

metric on the Riemann sphere Ĉ, and φ : Ĉ → R be an eventually positive real-valued
Hölder continuous function. Then there exists a unique positive number s0 > 0 with
topological pressure P (f,−s0φ) = 0 and there exists Nf ∈ N depending only on f such
that for each n ∈ N with n ≥ Nf , the following statement holds for F := fn and Φ :=∑n−1

i=0 φ ◦ f i:

(i) πF,Φ(T ) ∼ Li
(
es0T

)
as T → +∞ if and only if φ is not co-homologous to a constant

in C
(
Ĉ
)
.

(ii) Assume that φ satisfies the α-strong non-integrability condition (with respect to f
and a visual metric) for some α ∈ (0, 1]. Then there exists δ ∈ (0, s0) such that
πF,Φ(T ) = Li

(
es0T

)
+O

(
e(s0−δ)T

)
as T → +∞.

Here P (f, ·) denotes the topological pressure, and Li(y) :=
∫ y

2
1

log u
du, y > 0, is the Euler-

ian logarithmic integral function.
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M. Bonk, D. Meyer [BM10, BM17] and P. Häıssinsky, K. M. Pilgrim [HP09] proved that
an expanding Thurston map is conjugate to a rational map if and only if the sphere (S2, d)

equipped with a visual metric d is quasisymmetrically equivalent to the Riemann sphere Ĉ
equipped with the chordal metric. The quasisymmetry cannot be promoted to Lipschitz
equivalence due to the non-uniform expansion of Thurston maps. There exist expanding
Thurston maps not conjugate to rational Thurston maps (e.g. ones with periodic critical
points). The following theorem from [LZ23b] applied to all expanding Thurston maps,
which form the most general setting in this series of papers.

Theorem (Prime Orbit Theorems for expanding Thurston maps). Let f : S2 → S2 be an
expanding Thurston map, and d be a visual metric on S2 for f . Let φ ∈ C0,α(S2, d) be
an eventually positive real-valued Hölder continuous function with an exponent α ∈ (0, 1].
Denote by s0 the unique positive number with topological pressure P (f,−s0φ) = 0. Then
there exists Nf ∈ N depending only on f such that for each n ∈ N with n ≥ Nf , the

following statements hold for F := fn and Φ :=
∑n−1

i=0 φ ◦ f i:

(i) πF,Φ(T ) ∼ Li
(
es0T

)
as T → +∞ if and only if φ is not co-homologous to a constant

in the space C(S2) of real-valued continuous functions on S2.

(ii) Assume that φ satisfies the α-strong non-integrability condition. Then there exists
a constant δ ∈ (0, s0) such that πF,Φ(T ) = Li

(
es0T

)
+O

(
e(s0−δ)T

)
as T → +∞.

Note that limy→+∞ Li(y)/(y/ log y) = 1, thus we also get πF,Φ(T ) ∼ es0T
/
(s0T ) as

T → +∞.

We will now give a brief description of the structure of this paper.
After fixing some notation in Section 2, we give a review of basic definitions and results

in Section 3. A constructive proof of the density of functions satisfying the α-strong
integrability condition (Theorem 4.2) occupies a significant part of Section 4. Finally, in
Section 5, we complete the proof of Theorem A.
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2. Notation

Let C be the complex plane and Ĉ be the Riemann sphere. The cardinality of a set A
is denoted by cardA.
Consider real-valued functions u, v, and w on (0,+∞). We write u(T ) ∼ v(T ) as

T → +∞ if limT→+∞
u(T )
v(T )

= 1, and write u(T ) = v(T ) + O(w(T )) as T → +∞ if

lim supT→+∞

∣∣u(T )−v(T )
w(T )

∣∣ < +∞.

Consider a map f : X → X on a setX . For each x ∈ X , we call the set {x, f(x), f 2(x), . . . }
an orbit (starting from x). If an orbit has finite cardinality, then it is called a primitive
periodic orbit. The set of all primitive periodic orbits of f is denoted by P(f).
Given a complex-valued function ϕ : X → C, we write

(2.1) Snϕ(x) = Sf
nϕ(x) :=

n−1∑

j=0

ϕ(f j(x))

for x ∈ X and n ∈ N0. The superscript f is often omitted when the map f is clear from
the context. Note that when n = 0, by definition, we always have S0ϕ = 0.
Let (X, d) be a metric space. For each subset Y ⊆ X , we denote the diameter of Y by

diamd(Y ) := sup{d(x, y) : x, y ∈ Y } and the interior of Y by int Y . For each r > 0 and
each x ∈ X , we denote the open (resp. closed) ball of radius r centered at x by Bd(x, r)
(resp. Bd(x, r)).
The space of real-valued Hölder continuous functions with an exponent α ∈ (0, 1] on a

compact metric space (X, d) is denoted by C0,α(X, d). For each ψ ∈ C0,α(X, d), we denote

(2.2) |ψ|α, (X,d) := sup{|ψ(x)− ψ(y)|/d(x, y)α : x, y ∈ X, x 6= y},

and the Hölder norm of ψ is defined as

(2.3) ‖ψ‖C0,α(X,d) := |ψ|α, (X,d) + ‖ψ‖C0(X) .

3. Preliminaries

3.1. Thurston maps. In this subsection, we go over some key concepts and results
on Thurston maps, and expanding Thurston maps in particular. For a more thorough
treatment of the subject, we refer to [BM17].
Let S2 denote an oriented topological 2-sphere. A continuous map f : S2 → S2 is called

a branched covering map on S2 if for each point x ∈ S2, there exists a positive integer
d ∈ N, open neighborhoods U of x and V of y = f(x), open neighborhoods U ′ and V ′

of 0 in Ĉ, and orientation-preserving homeomorphisms ϕ : U → U ′ and η : V → V ′ such
that ϕ(x) = 0, η(y) = 0, and

(η ◦ f ◦ ϕ−1)(z) = zd

for each z ∈ U ′. The positive integer d above is called the local degree of f at x and is
denoted by degf (x).
The degree of f is

(3.1) deg f =
∑

x∈f−1(y)

degf(x)
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for y ∈ S2 and is independent of y. If f : S2 → S2 and g : S2 → S2 are two branched
covering maps on S2, then so is f ◦ g, and

(3.2) degf◦g(x) = degg(x) degf (g(x)), for each x ∈ S2,

and moreover,

(3.3) deg(f ◦ g) = (deg f)(deg g).

A point x ∈ S2 is a critical point of f if degf(x) ≥ 2. The set of critical points of f
is denoted by crit f . A point y ∈ S2 is a postcritical point of f if y = fn(x) for some
x ∈ crit f and n ∈ N. The set of postcritical points of f is denoted by post f . Note that
post f = post fn for all n ∈ N.

Definition 3.1 (Thurston maps). A Thurston map is a branched covering map f : S2 →
S2 on S2 with deg f ≥ 2 and card(post f) < +∞.

We now recall the notation for cell decompositions of S2 used in [BM17] and [?]. A cell
of dimension n in S2, n ∈ {1, 2}, is a subset c ⊆ S2 that is homeomorphic to the closed
unit ball Bn in Rn. We define the boundary of c, denoted by ∂c, to be the set of points
corresponding to ∂Bn under such a homeomorphism between c and Bn. The interior of c
is defined to be inte(c) = c \ ∂c. For each point x ∈ S2, the set {x} is considered as a cell
of dimension 0 in S2. For a cell c of dimension 0, we adopt the convention that ∂c = ∅
and inte(c) = c.
We record the following three definitions from [BM17].

Definition 3.2 (Cell decompositions). Let D be a collection of cells in S2. We say that
D is a cell decomposition of S2 if the following conditions are satisfied:

(i) the union of all cells in D is equal to S2,

(ii) if c ∈ D, then ∂c is a union of cells in D,

(iii) for c1, c2 ∈ D with c1 6= c2, we have inte(c1) ∩ inte(c2) = ∅,

(iv) every point in S2 has a neighborhood that meets only finitely many cells in D.

Definition 3.3 (Refinements). Let D′ and D be two cell decompositions of S2. We say
that D′ is a refinement of D if the following conditions are satisfied:

(i) every cell c ∈ D is the union of all cells c′ ∈ D′ with c′ ⊆ c,

(ii) for every cell c′ ∈ D′ there exits a cell c ∈ D with c′ ⊆ c.

Definition 3.4 (Cellular maps and cellular Markov partitions). Let D′ and D be two cell
decompositions of S2. We say that a continuous map f : S2 → S2 is cellular for (D′,D)
if for every cell c ∈ D′, the restriction f |c of f to c is a homeomorphism of c onto a cell
in D. We say that (D′,D) is a cellular Markov partition for f if f is cellular for (D′,D)
and D′ is a refinement of D.

Let f : S2 → S2 be a Thurston map, and C ⊆ S2 be a Jordan curve containing post f .
Then the pair f and C induces natural cell decompositions Dn(f, C) of S2, for n ∈ N0, in
the following way:
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By the Jordan curve theorem, the set S2 \ C has two connected components. We call
the closure of one of them the white 0-tile for (f, C), denoted by X0

w, and the closure of the
other the black 0-tile for (f, C), denoted by X0

b . The set of 0-tiles isX
0(f, C) :=

{
X0

b , X
0
w

}
.

The set of 0-vertices is V0(f, C) := post f . We set V
0
(f, C) := {{x} : x ∈ V0(f, C)}. The

set of 0-edges E0(f, C) is the set of the closures of the connected components of C \post f .
Then we get a cell decomposition

D0(f, C) := X0(f, C) ∪ E0(f, C) ∪V
0
(f, C)

of S2 consisting of cells of level 0, or 0-cells.
We can recursively define unique cell decompositions Dn(f, C), n ∈ N, consisting of

n-cells such that f is cellular for (Dn+1(f, C),Dn(f, C)). We refer to [BM17, Lemma 5.12]
for more details. We denote by Xn(f, C) the set of n-cells of dimension 2, called n-tiles ;
by En(f, C) the set of n-cells of dimension 1, called n-edges ; by V

n
(f, C) the set of n-cells

of dimension 0; and by Vn(f, C) the set
{
x : {x} ∈ V

n
(f, C)

}
, called the set of n-vertices.

The k-skeleton, for k ∈ {0, 1, 2}, of Dn(f, C) is the union of all n-cells of dimension k in
this cell decomposition.
We record Proposition 5.16 of [BM17] here in order to summarize properties of the cell

decompositions Dn(f, C) defined above.

Proposition 3.5 (M. Bonk & D. Meyer [BM17]). Let k, n ∈ N0, let f : S
2 → S2 be a

Thurston map, C ⊆ S2 be a Jordan curve with post f ⊆ C, and m = card(post f).

(i) The map fk is cellular for
(
Dn+k(f, C),Dn(f, C)

)
. In particular, if c is any (n+k)-

cell, then fk(c) is an n-cell, and fk|c is a homeomorphism of c onto fk(c).

(ii) Let c be an n-cell. Then f−k(c) is equal to the union of all (n + k)-cells c′ with
fk(c′) = c.

(iii) The 1-skeleton of Dn(f, C) is equal to f−n(C). The 0-skeleton of Dn(f, C) is the
set Vn(f, C) = f−n(post f), and we have Vn(f, C) ⊆ Vn+k(f, C).

(iv) card(Xn(f, C)) = 2(deg f)n, card(En(f, C)) = m(deg f)n, and card(Vn(f, C)) ≤
m(deg f)n.

(v) The n-edges are precisely the closures of the connected components of f−n(C) \
f−n(post f). The n-tiles are precisely the closures of the connected components of
S2 \ f−n(C).

(vi) Every n-tile is an m-gon, i.e., the number of n-edges and the number of n-vertices
contained in its boundary are equal to m.

(vii) Let F := fk be an iterate of f with k ∈ N. Then Dn(F, C) = Dnk(f, C).

We also note that for each n-edge e ∈ En(f, C), n ∈ N0, there exist exactly two n-tiles
X, X ′ ∈ Xn(f, C) such that X ∩X ′ = e.
For n ∈ N0, we define the set of black n-tiles as

Xn
b (f, C) :=

{
X ∈ Xn(f, C) : fn(X) = X0

b

}
,

and the set of white n-tiles as

Xn
w(f, C) :=

{
X ∈ Xn(f, C) : fn(X) = X0

w

}
.
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It follows immediately from Proposition 3.5 that

(3.4) card(Xn
b (f, C)) = card(Xn

w(f, C)) = (deg f)n

for each n ∈ N0.
From now on, if the map f and the Jordan curve C are apparent from the context, we

will sometimes omit (f, C) in the notation above.
If we fix the cell decomposition Dn(f, C), n ∈ N0, we can define for each v ∈ Vn the

n-flower of v as

(3.5) W n(v) :=
⋃

{inte(c) : c ∈ Dn, v ∈ c}.

Note that flowers are open (in the standard topology on S2). Let W
n
(v) be the closure

of W n(v). We define the set of all n-flowers by

(3.6) Wn := {W n(v) : v ∈ Vn}.

Remark 3.6. For n ∈ N0 and v ∈ Vn, we have

W
n
(v) = X1 ∪X2 ∪ · · · ∪Xm,

wherem := 2 degfn(v), and X1, X2, . . .Xm are all the n-tiles that contain v as a vertex (see
[BM17, Lemma 5.28]). Moreover, each flower is mapped under f to another flower in such
a way that is similar to the map z 7→ zk on the complex plane. More precisely, for n ∈ N0

and v ∈ Vn+1, there exist orientation preserving homeomorphisms ϕ : W n+1(v) → D and
η : W n(f(v)) → D such that D is the unit disk on C, ϕ(v) = 0, η(f(v)) = 0, and

(η ◦ f ◦ ϕ−1)(z) = zk

for all z ∈ D, where k := degf(v). Let W
n+1

(v) = X1 ∪X2 ∪ · · · ∪ Xm and W
n
(f(v)) =

X ′
1 ∪ X ′

2 ∪ · · · ∪ X ′
m′ , where X1, X2, . . .Xm are all the (n + 1)-tiles that contain v as a

vertex, listed counterclockwise, and X ′
1, X

′
2, . . .X

′
m′ are all the n-tiles that contain f(v)

as a vertex, listed counterclockwise, and f(X1) = X ′
1. Then m = m′k, and f(Xi) = X ′

j

if i ≡ j (mod k), where k = degf(v). (See also Case 3 of the proof of Lemma 5.24 in

[BM17] for more details.) In particular, both W n(v) and W
n
(v) are simply connected.

We denote, for each x ∈ S2 and n ∈ Z,

(3.7) Un(x) :=
⋃

{Y n ∈ Xn : there exists Xn ∈ Xn with x ∈ Xn, Xn ∩ Y n 6= ∅}

if n ≥ 0, and set Un(x) := S2 otherwise.
We can now give a definition of expanding Thurston maps.

Definition 3.7 (Expansion). A Thurston map f : S2 → S2 is called expanding if there
exists a metric d on S2 that induces the standard topology on S2 and a Jordan curve
C ⊆ S2 containing post f such that

lim
n→+∞

max{diamd(X) : X ∈ Xn(f, C)} = 0.
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Remarks 3.8. It is clear from Proposition 3.5 (vii) and Definition 3.7 that if f is an
expanding Thurston map, so is fn for each n ∈ N. We observe that being expanding is a
topological property of a Thurston map and independent of the choice of the metric d that
generates the standard topology on S2. By Lemma 6.2 in [BM17], it is also independent
of the choice of the Jordan curve C containing post f . More precisely, if f is an expanding
Thurston map, then

lim
n→+∞

max
{
diamd̃(X) : X ∈ Xn

(
f, C̃

)}
= 0,

for each metric d̃ that generates the standard topology on S2 and each Jordan curve

C̃ ⊆ S2 that contains post f .

P. Häıssinsky and K. M. Pilgrim developed a notion of expansion in a more general
context for finite branched coverings between topological spaces (see [HP09, Sections 2.1
and 2.2]). This applies to Thurston maps and their notion of expansion is equivalent to our
notion defined above in the context of Thurston maps (see [BM17, Proposition 6.4]). Such
concepts of expansion are natural analogs, in the contexts of finite branched coverings and
Thurston maps, to some of the more classical versions, such as expansive homeomorphisms
and forward-expansive continuous maps between compact metric spaces (see for example,
[KH95, Definition 3.2.11]), and distance-expanding maps between compact metric spaces
(see for example, [PU10, Chapter 4]). Our notion of expansion is not equivalent to any
such classical notion in the context of Thurston maps. One topological obstruction comes
from the presence of critical points for (non-homeomorphic) branched covering maps on
S2. In fact, as mentioned in the introduction, there are subtle connections between our
notion of expansion and some classical notions of weak expansion. More precisely, one
can prove that an expanding Thurston map is asymptotically h-expansive if and only if it
has no periodic points. Moreover, such a map is never h-expansive. See [Li15] for details.
For an expanding Thurston map f , we can fix a particular metric d on S2 called a visual

metric for f . For the existence and properties of such metrics, see [BM17, Chapter 8]. For
a visual metric d for f , there exists a unique constant Λ > 1 called the expansion factor
of d (see [BM17, Chapter 8] for more details). One major advantage of a visual metric
d is that in (S2, d), we have good quantitative control over the sizes of the cells in the
cell decompositions discussed above. We summarize several results of this type ([BM17,
Proposition 8.4, Lemmas 8.10, 8.11]) in the lemma below.

Lemma 3.9 (M. Bonk & D. Meyer [BM17]). Let f : S2 → S2 be an expanding Thurston
map, and C ⊆ S2 be a Jordan curve containing post f . Let d be a visual metric on S2 for
f with expansion factor Λ > 1. Then there exist constants C ≥ 1, C ′ ≥ 1, K ≥ 1, and
n0 ∈ N0 with the following properties:

(i) d(σ, τ) ≥ C−1Λ−n whenever σ and τ are disjoint n-cells for n ∈ N0.

(ii) C−1Λ−n ≤ diamd(τ) ≤ CΛ−n for all n-edges and all n-tiles τ for n ∈ N0.

(iii) Bd(x,K
−1Λ−n) ⊆ Un(x) ⊆ Bd(x,KΛ−n) for x ∈ S2 and n ∈ N0.

(iv) Un+n0(x) ⊆ Bd(x, r) ⊆ Un−n0(x) where n = ⌈− log r/ log Λ⌉ for r > 0 and x ∈ S2.
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(v) For every n-tile Xn ∈ Xn(f, C), n ∈ N0, there exists a point p ∈ Xn such that
Bd(p, C

−1Λ−n) ⊆ Xn ⊆ Bd(p, CΛ
−n).

Conversely, if d̃ is a metric on S2 satisfying conditions (i) and (ii) for some constant

C ≥ 1, then d̃ is a visual metric with expansion factor Λ > 1.

Recall that Un(x) is defined in (3.7).
Note that a visual metric d induces the standard topology on S2 ([BM17, Proposi-

tion 8.3]).
In fact, visual metrics serve a crucial role in connecting the dynamical arguments with

geometric properties for rational expanding Thurston maps, especially Lattès maps.
A Jordan curve C ⊆ S2 is f -invariant if f(C) ⊆ C. We are interested in f -invariant

Jordan curves that contain post f , since for such a Jordan curve C, we get a cellular
Markov partition (D1(f, C),D0(f, C)) for f . According to Example 15.11 in [BM17],
such f -invariant Jordan curves containing post f need not exist. However, M. Bonk and
D. Meyer [BM17, Theorem 15.1] proved that there exists an fn-invariant Jordan curve C
containing post f for each sufficiently large n depending on f . A slightly stronger version
of this result was proved in [Li16, Lemma 3.11], and we record it below.

Lemma 3.10 (M. Bonk & D. Meyer [BM17], Z. Li [Li16]). Let f : S2 → S2 be an

expanding Thurston map, and C̃ ⊆ S2 be a Jordan curve with post f ⊆ C̃. Then there

exists an integer N(f, C̃) ∈ N such that for each n ≥ N(f, C̃) there exists an fn-invariant

Jordan curve C isotopic to C̃ rel. post f such that no n-tile in Xn(f, C) joins opposite sides
of C.

The phrase “joining opposite sides” has a specific meaning in our context.

Definition 3.11 (Joining opposite sides). Fix a Thurston map f with card(post f) ≥ 3
and an f -invariant Jordan curve C containing post f . A set K ⊆ S2 joins opposite sides
of C if K meets two disjoint 0-edges when card(post f) ≥ 4, or K meets all three 0-edges
when card(post f) = 3.

Note that card(post f) ≥ 3 for each expanding Thurston map f [BM17, Lemma 6.1].
The following lemma proved in [Li18, Lemma 3.13] generalizes [BM17, Lemma 15.25].

Lemma 3.12 (M. Bonk & D. Meyer [BM17], Z. Li [Li18]). Let f : S2 → S2 be an
expanding Thurston map, and C ⊆ S2 be a Jordan curve that satisfies post f ⊆ C and
fnC(C) ⊆ C for some nC ∈ N. Let d be a visual metric on S2 for f with expansion factor
Λ > 1. Then there exists a constant C0 > 1, depending only on f , d, C, and nC, with the
following property:
If k, n ∈ N0, X

n+k ∈ Xn+k(f, C), and x, y ∈ Xn+k, then

(3.8) C−1
0 d(x, y) ≤ Λ−nd(fn(x), fn(y)) ≤ C0d(x, y).

The following distortion lemma serves as a cornerstone in the development of thermo-
dynamic formalism for expanding Thurston maps in [Li18] (see [Li18, Lemma 5.1]).

Lemma 3.13 (Z. Li [Li18]). Let f : S2 → S2 be an expanding Thurston map and C ⊆ S2

be a Jordan curve containing post f with the property that fnC(C) ⊆ C for some nC ∈ N.
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Let d be a visual metric on S2 for f with expansion factor Λ > 1. Let φ ∈ C0,α(S2, d) be
a real-valued Hölder continuous function with an exponent α ∈ (0, 1]. Then there exists a
constant C1 = C1(f, C, d, φ, α) depending only on f , C, d, φ, and α such that

(3.9) |Snφ(x)− Snφ(y)| ≤ C1d(f
n(x), fn(y))α,

for n, m ∈ N0 with n ≤ m, Xm ∈ Xm(f, C), and x, y ∈ Xm. Quantitatively, we choose

(3.10) C1 := |φ|α, (S2,d)C0(1− Λ−α)−1,

where C0 > 1 is a constant depending only on f , C, and d from Lemma 3.12.

Definition 3.14 (Eventually positive functions). Let g : X → X be a map on a set X ,
and ϕ : X → C be a complex-valued function on X . Then ϕ is eventually positive if there
exists N ∈ N such that Snϕ(x) > 0 for each x ∈ X and each n ∈ N with n ≥ N .

3.2. Combinatorial expansion factor. We first recall some concepts related to the
expansion of expanding Thurston maps from a combinatorial point of view. Suppose
f : S2 → S2 be a Thurston map and C ⊆ S2 is a Jordan curve with post f ⊆ C. For
each n ∈ N0, we denote by Dn(f, C) the minimal number of n-tiles required to form a
connected set joining opposite sides of C; more precisely,

Dn(f, C) := min

{
N ∈ N : there exist X1, X2, . . . , XN ∈ Xn(f, C) such that(3.11)

N⋃

j=1

Xj is connected and joins opposite sides of C

}
.

See [BM17, Section 5.7] for more properties of Dn(f, C). M. Bonk and D. Meyer showed
in [BM17, Proposition 16.1] that the limit

(3.12) Λ0(f) := lim
n→+∞

Dn(f, C)
1/n

exists and is independent of C. We have Λ0(f) ∈ (1,+∞). The constant Λ0(f) is called
the combinatorial expansion factor of f .
The combinatorial expansion factor Λ0(f) serves as a sharp upper bound for the ex-

pansion factors of visual metrics of f ; more precisely, for an expanding Thurston map f ,
the following statements hold ([BM17, Theorem 16.3]):

(i) If Λ is the expansion factor of a visual metric for f , then Λ ∈ (1,Λ0(f)].

(ii) Conversely, if Λ ∈ (1,Λ0(f)), then there exists a visual metric for f with expansion
factor Λ.

3.3. Strong non-integrability condition.

Definition 3.15 (Strong non-integrability condition). Let f : S2 → S2 be an expanding
Thurston map and d be a visual metric on S2 for f . Fix α ∈ (0, 1]. Let φ ∈ C0,α(S2, d)
be a real-valued Hölder continuous function with an exponent α.
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(1) We say that φ satisfies the (C, α)-strong non-integrability condition (with respect
to f and d), for a Jordan curve C ⊆ S2 with post f ⊆ C, if there exist numbers
N0, M0 ∈ N, ε ∈ (0, 1), andM0-tiles Y

M0
b ∈ XM0

b (f, C), Y M0
w ∈ XM0

w (f, C) such that
for each c ∈ {b, w}, each integer M ≥ M0, and each M-tile X ∈ XM(f, C) with
X ⊆ Y M0

c , there exist two points x1(X), x2(X) ∈ X with the following properties:

(i) min{d(x1(X), S2\X), d(x2(X), S2\X), d(x1(X), x2(X))} ≥ ε diamd(X), and

(ii) for each integer N ≥ N0, there exist two (N +M0)-tiles X
N+M0
c,1 , XN+M0

c,2 ∈

XN+M0(f, C) such that Y M0
c = fN

(
XN+M0

c,1

)
= fN

(
XN+M0

c,2

)
, and that

(3.13)
|SNφ(ς1(x1(X)))− SNφ(ς2(x1(X)))− SNφ(ς1(x2(X))) + SNφ(ς2(x2(X)))|

d(x1(X), x2(X))α
≥ ε,

where we write ς1 :=
(
fN

∣∣
X

N+M0
c,1

)−1
and ς2 :=

(
fN

∣∣
X

N+M0
c,2

)−1
.

(2) We say that φ satisfies the α-strong non-integrability condition (with respect to f
and d) if φ satisfies the (C, α)-strong non-integrability condition with respect to f
and d for some Jordan curve C ⊆ S2 with post f ⊆ C.

(3) We say that φ satisfies the strong non-integrability condition (with respect to f
and d) if φ satisfies the α′-strong non-integrability condition with respect to f and
d for some α′ ∈ (0, α].

We have shown in [LZ23b] that the strong non-integrability condition is independent
of the Jordan curve C.

Lemma 3.16. Let f , d, α satisfies the Assumptions. Let C and Ĉ be Jordan curves on

S2 with post f ⊆ C ∩ Ĉ. Let φ ∈ C0,α(S2, d) be a real-valued Hölder continuous function

with an exponent α. Fix arbitrary integers n, n̂ ∈ N. Let F := fn and F̂ := f n̂ be iterates
of f . Then Φ := Sf

nφ satisfies the (C, α)-strong non-integrability condition with respect to

F and d if and only if Φ̂ := Sf
n̂φ satisfies the (Ĉ, α)-strong non-integrability condition with

respect to F̂ and d.
In particular, if φ satisfies the α-strong non-integrability condition with respect to f and

d, then it satisfies the (C, α)-strong non-integrability condition with respect to f and d.

4. A constructive proof of density

Recall that Σ−
f, C is defined as the following:

(4.1) Σ−
f, C :=

{
{X−i}i∈N0 : X−i ∈ X1(f, C) and f

(
X−(i+1)

)
⊇ X−i, for i ∈ N0

}
.

Lemma 4.1. Let f : S2 → S2 be an expanding Thurston map with a Jordan curve
C ⊆ S2 satisfying post f ⊆ C and f(C) ⊆ C. Then there exist two sequences of 1-tiles
{ξ−i}i∈N0 , {ξ

′
−i′}i′∈N0 ∈ Σ−

f, C such that f(ξ0) = f(ξ′0) and ξ−i = ξ0 6= ξ′−i′ for all i, i′ ∈ N0.

Proof. We first claim that if the white 0-tile X0
w ∈ X0 does not contain a white 1-tile,

then there exists a black 1-tile X1
b ∈ X1

b such that X1
b = X0

w.
Indeed, note that for each 1-edge e1 ∈ E1, there exists a unique black 1-tile Xb ∈ X1

b

and a unique white 1-tile Xw ∈ X1
w such that Xb ∩ Xw = e1. Suppose that X0

w is
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a union X0
w =

⋃k
i=1Xi of k distinct black 1-tiles Xi ∈ X1

b, i ∈ {1, 2, . . . , k}, then⋃k
i=1 ∂Xi ⊆ ∂X0

w = C. Since each of C and ∂Xi, i ∈ {1, 2, . . . , k}, is a Jordan curve and
∂Xj 6= ∂Xj′ for 1 ≤ j < j′ ≤ k, we conclude that k = 1, establishing the claim.

A similar statement holds if we exchange black and white.
Next, we observe that if the white 0-tile X0

w is also a white 1-tile or the black 0-tile X0
b

is also a black 1-tile, then f cannot be expanding.
Hence it suffices to construct the sequences {ξ−i}i∈N0 and {ξ′−i′}i′∈N0 in the following

two cases:

Case 1. Either X0
w = X1

b for some black 1-tile X1
b ∈ X1

b or X0
b = X1

w for some white
1-tile X1

w ∈ X1
w. Without loss of generality, we assume the former holds. Since deg f ≥ 2,

we can choose a black 1-tile Y 1
b ∈ X1

b and a white 1-tile Y 1
w ∈ X1

w such that Y 1
b ∪Y 1

w ⊆ X0
b .

Then we define ξ−i := Y 1
b for all i ∈ N0, ξ

′
−i′ := X1

b if i′ ∈ N0 is even, and ξ′−i′ := Y 1
w if

i′ ∈ N0 is odd.

Case 2. There exist black 1-tiles X1
b , Y

1
b ∈ X1

b and white 1-tiles X1
w, Y

1
w ∈ X1

w such
that X1

b ∪X
1
w ⊆ X0

w and Y 1
b ∪Y 1

w ⊆ X0
b . Then we define ξ−i := Y 1

b for all i ∈ N0, ξ
′
0 := X1

b ,
and ξ′−i′ := X1

w for all i′ ∈ N.

It is trivial to check that in both cases, {ξ−i}i∈N0 , {ξ
′
−i′}i′∈N0 ∈ Σ−

f, C, f(ξ0) = f(ξ′0), and
ξ−i = ξ0 6= ξ′−i′ for all i, i

′ ∈ N0. �

Theorem 4.2. Let f : S2 → S2 be an expanding Thurston map with a Jordan curve
C ⊆ S2 satisfying post f ⊆ C and f(C) ⊆ C. Let d be a visual metric on S2 for f with
expansion factor Λ > 1. Fix α ∈ (0, 1]. Assume that Λα < Λ0(f). Then there exists
a constant C27 > 0 such that for each ε > 0 and each real-valued Hölder continuous
function ϕ ∈ C0,α(S2, d) with an exponent α, there exist integers N0, M0 ∈ N, M0-
tiles Y M0

b ∈ XM0
b (f, C), Y M0

w ∈ XM0
w (f, C), and a real-valued Hölder continuous function

φ ∈ C0,α(S2, d) such that for each c ∈ {b, w}, each integer M ≥ M0, and each M-tile
X ∈ XM(f, C) with X ⊆ Y M0

c , there exist two points x1(X), x2(X) ∈ X with the following
properties:

(i) min{d(x1(X), S2 \X), d(x2(X), S2 \X), d(x1(X), x2(X))} ≥ ε diamd(X).

(ii) for each integer N ′ ≥ N0, there exist two (N ′ + M0)-tiles X
N ′+M0
c,1 , XN ′+M0

c,2 ∈

XN ′+M0(f, C) such that Y M0
c = fN ′

(
XN ′+M0

c,1

)
= fN ′

(
XN ′+M0

c,2

)
, and that

(4.2)
|SN ′φ(ς1(x1(X)))− SN ′φ(ς2(x1(X)))− SN ′φ(ς1(x2(X))) + SN ′φ(ς2(x2(X)))|

d(x1(X), x2(X))α
≥ ε,

where we write ς1 :=
(
fN ′

∣∣
X

N′+M0
c,1

)−1
and ς2 :=

(
fN ′

∣∣
X

N′+M0
c,2

)−1
.

(iii) ‖φ− ϕ‖C0,α(S2,d) ≤ C27ε.

Proof. Denote

(4.3) C26 := 4CαΛα > 1.

Here C ≥ 1 is a constant from Lemma 3.9 depending only on f , C, and d.
Since Λα < Λ0(f) = limn→+∞Dn(f, C)

1/n (see (3.12)), we can fix N ∈ N large enough
such that the following statements are satisfied:
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• 3 < 3C26C < ΛαN < DN(f, C)− 1.

• There exist u1b, u
2
b, u

1
w, u

2
w ∈ VN such that for all c ∈ {b, w},

(4.4) W
N(
u1c
)
∪W

N(
u2c
)
⊆ inte

(
X0

c

)
and W

N(
u1c
)
∩W

N(
u2c
)
= ∅.

We denote DN := DN (f, C) in the remaining part of this proof.
It suffices to establish the theorem for ε > 0 sufficiently small. Fix arbitrary

(4.5) ε ∈
(
0, C−2Λ−2N

)
⊆ (0, 1).

We define the following constants

ρ := ΛαN(DN − 1)−1 ∈ (0, 1),(4.6)

C27 := 1 + C26C
(
4(1− ρ)−1 + ΛαN

(
1− Λ−αN

)−1)
,(4.7)

N0 :=
⌈
α−1 logΛ

(
2C2ε−1−α(‖ϕ‖C0,α(S2,d) + εC27)C0/(1− Λ−α)

)⌉
.(4.8)

Here C0 > 1 is a constant depending only on f , C, and d from Lemma 3.12.
Choose two sequences of 1-tiles ξ := {ξ−i}i∈N0 ∈ Σ−

f, C and ξ′ := {ξ′−i′}i′∈N0 ∈ Σ−
f, C as in

Lemma 4.1 such that f(ξ0) = f(ξ′0) and ξ−i = ξ0 6= ξ′−i′ for all i, i
′ ∈ N0. We denote, for

each j ∈ N,
(4.9)

τj :=
(
f |ξ1−j

)−1
◦ · · · ◦ (f |ξ−1

)−1 ◦ (f |ξ0)
−1 and τ ′j :=

(
f |ξ′1−j

)−1
◦ · · · ◦

(
f |ξ′−1

)−1
◦
(
f |ξ′0

)−1
.

Since f is an expanding Thurston map, we have f(ξ0) ) ξ0. Thus, we can fix a constant

(4.10) M0 ≥ α−1 logΛ
(
2C26

/(
1− Λ−αN

))

large enough such that we can choose Y M0
b ∈ XM0

b and Y M0
w ∈ XM0

w with Y M0
b ∩ Y M0

w 6= ∅
and

(4.11) Y M0
b ∪ Y M0

w ⊆ inte(f(ξ0)) \ ξ0.

We fix such Y M0
b ∈ XM0

b and Y M0
w ∈ XM0

w . See Figure 4.1.

We want to construct, for each n ∈ N0 and each (n + N)-vertex v ∈ Vn+N , a non-
negative bump function Υv,n : S

2 → [0,+∞) that satisfies the following properties:

(a) Υv,n(v) = C26Λ
−αnε and Υv,n(x) = 0 if x ∈ S2 \W n+N(v).

(b) ‖Υv,n‖C0(S2) = C26Λ
−αnε.

(c) For each m ∈ N, each X ∈ Xn+mN , and each pair of points x, y ∈ X ,

(4.12) |Υv,n(x)−Υv,n(y)| ≤ C26Λ
−αnε(DN − 1)−(m−1).

Fix arbitrary n ∈ N0 and v ∈ Vn+N .
In order to construct such Υv,n, we first need to construct a collection of sets whose

boundaries serve as level sets of Υv,n. More precisely, we will construct a collection of
closed subsets {Ui}i∈I of W n+N(v) indexed by

(4.13) I :=
⋃

k∈N

{0, 1, . . . , DN − 1}k

that satisfy the following properties:
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Y M0
w

Y M0
b

f

f

f(ξ0)
ξ0

Y M0
w

Y M0
b

X ∈ XM0+N X ∈ XM0+2N X ∈ XM0+3N

v1

v2

Figure 4.1. Constructions for the proof of Theorem 4.2.

(1) Ui is either {v} or a nonempty union of (n + (k + 1)N)-tiles if the length of
i ∈ I is k ∈ N, i.e., i ∈ {0, 1, . . . , DN − 1}k. Moreover, Ui = {v} if and only if
i =: (i1, i2, . . . , ik) = (0, 0, . . . , 0).

(2) S2 \ Ui is a finite disjoint union of simply connected open sets for each i ∈ I.

(3) U(i1,i2,...,ik) = U(i1,i2,...,ik,0) for each k ∈ N and each i = (i1, i2, . . . , ik) ∈ I.

(4) Ui ⊆ intUj ⊆ Uj ⊆W n+N(v) for all i, j ∈ I with i < j.

Here we say i < j, for i = (i1, i2, . . . , ik) ∈ I and j = (j1, j2, . . . , jk′) ∈ I, if one of the
following statements is satisfied:

• k < k′, il = jl for all l ∈ N with l ≤ k, and jl′ 6= 0 for some l′ ∈ N with k < l′ ≤ k′.

• There exists l′ ∈ N with l′ ≤ min{k, k′} such that il′ < jl′ and il = jl for all l ∈ N
with l < l′.

We say i ≤ j for i, j ∈ I if either i < j or i = j.
We denote

(4.14) I0 := ∅, and Il :=
l⋃

k=1

{1, . . . , DN − 1}k for each l ∈ N.



16 ZHIQIANG LI AND TIANYI ZHENG

We construct Ui recursively on the length of i ∈ I.
We set U(0) := {v}. For i = (i1), i1 ∈ {1, . . . , DN − 1}, we define a connected closed

set

U(i1) :=
⋃{

Xi1 : there exist X1, X2, . . . , Xi1 ∈ Xn+2N

such that

i1⋃

m=1

Xm is connected and v ∈ X1

}
.

Note that U(i1) ⊆W n+N(v) for i1 ∈ {1, 2, . . . , DN − 1} since otherwise there would exist

X1, X2, . . . , Xi1 ∈ Xn+2N such that the union
⋃i1

m=1 f
n+N(Xm) of N -tiles fn+N(Xm) ∈

XN (see Proposition 3.5 (i)), m ∈ {1, 2, . . . , i1}, is connected and joins opposite sides of
C which is impossible due to the definition of DN (see (3.11)). Then Properties (1), (2),
and (4) hold for i, j ∈ {0, 1, . . . , DN − 1}1 by our construction.

Assume that we have constructed Ui ⊆ W n+N(v) for each i ∈ Il for some l ∈ N, that
Property (3) is satisfied for each i ∈ Il−1, and that Properties (1), (2), and (4) are satisfied
for all i, j ∈ Il.

Fix arbitrary i = (i1, i2, . . . , il) ∈ {0, 1, . . . , DN − 1}l and il+1 ∈ {1, 2, . . . , DN − 1}.
Denote j := (i1, i2, . . . , il, il+1). Set U(i1,i2,...,il,0) := Ui. We define a connected closed set

Uj := Ui ∪
⋃{

Xil+1
: there exist X1, X2, . . . , Xil+1

∈ Xn+(l+2)N

such that

il+1⋃

m=1

Xm is connected and Ui ∩X1 6= ∅

}
.

Claim 1. Uj ⊆ intU(i1,i2,...,il−1,1+il) if il 6= DN − 1, and Uj ⊆W n+N(v) if il = DN − 1.

We first establish Claim 1 in the case il 6= DN − 1. Denote i′ := (i1, i2, . . . , il−1, 1 + il).
By Property (1) of {Ui}i∈Il, Ui and Ui′ are unions of (n+(l+1)N)-tiles. By Property (4)
of {Ui}i∈Il, Ui ⊆ intUi′, so ∂Ui ∩ ∂Ui′ = ∅. We argue by contradiction and assume
that Uj * intUi′ . Then there exist X1, X2, . . . , Xil+1

∈ Xn+(l+2)N such that the union

K :=
⋃il+1

m=1Xm is a connected set that intersects both ∂Ui and ∂Ui′ nontrivially. Then
K cannot be a subset of a single (n + (l + 1)N)-flower (of an (n + (l + 1)N)-vertex).
Since each connected component of the preimage of a 0-flower under fn+(l+1)N is an
(n+(l+1)N)-flower, we observe that fn+(l+1)N(K) cannot be a subset of a single 0-flower
(of a 0-vertex), or equivalently (see [BM17, Lemma 5.33]), fn+(l+1)N (K) joins opposite

sides of C. Since fn+(l+1)N (K) =
⋃il+1

m=1 f
n+(l+1)N(Xm) is connected,

{
fn+(l+1)N(Xm) :

m ∈ {1, 2, . . . , il+1}
}

⊆ XN (see Proposition 3.5 (i)) , and il+1 ≤ DN − 1, we get a
contradiction to the definition of DN (see (3.11)).
Claim 1 is now proved in the case il 6= DN − 1. The argument for the proof of the case

il = DN − 1 is similar, and we omit it here.

By Claim 1 and Property (4) of {Ui}i∈Il, we have Uj ⊆W n+N(v).
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v1(X)

v2(X)

X ∈ XM0+N

WM0+2N (v1(X))

Figure 4.2. Level sets ∂U(i1), i1 ∈ {1, 2, . . . , DN − 1}, of Υv1(X),M0+N .

v1(X)

WM0+2N(v1(X))

Figure 4.3. Level sets ∂U(4,i2), i2 ∈ {1, 2, . . . , DN − 1}, of Υv1(X), M0+N .
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Then Properties (1) and (2) hold for each i ∈ {0, 1, . . . , DN −1}l+1, Property (3) holds
for each i ∈ {0, 1, . . . , DN −1}l. In order to verify Property (4) of {Ui}i∈Il+1

, it suffices to
observe that by Claim 1 and our construction, for all j ∈ Il and i1, i2, . . . , il, il+1, i

′
l+1 ∈

{0, 1, . . . , DN − 1} with 1 ≤ il+1 < i′l+1 and i := (i1, i2, . . . , il) < j, we have

Ui ⊆ intUi1 ⊆ Ui1 ⊆ intUi2 ⊆ Ui2 ⊆ intUj,

where i1 := (i1, i2, . . . , il, il+1) and i
2 := (i1, i2, . . . , il, i

′
l+1).

The construction of {Ui}i∈I and the verification of Properties (1) through (4) is now
complete.

We can now construct the bump function Υv, n : S
2 → [0,+∞) and verify that it satisfies

Properties (a) through (c) of the bump functions.
We define

(4.15) Υv, n(v) := C26Λ
−αnε and Υv, n(x) := 0 if x ∈ S2 \ U(DN−1).

Property (a) of the bump functions follows from Property (4) of {Ui}i∈I .
We denote, for each k ∈ N,

I∗k := {(i1, i2, . . . , ik) ∈ Ik : ik 6= 0, il 6= DN − 1 for 1 ≤ l < k}.

Define I∗ :=
⋃

k∈N I
∗
k .

For arbitrary k ∈ N and i = (i1, i2, . . . , ik) ∈ I∗k , we define a subset Ai of W
n+N(v) by

(4.16) Ai := U(i1,i2,...,ik−1,ik) \ U(i1,i2,...,ik−1,ik−1,DN−1).

In particular A(i1) = U(i1) \ U(i1−1,DN−1) for i1 ∈ {1, 2, . . . , DN − 1}. We note that by
Property (4) of {Ui}i∈I ,

(4.17) Ai ∩ Aj = ∅ for all i, j ∈ I∗ with i 6= j.

Thus we define, for each k ∈ N and each i = (i1, i2, . . . , ik) ∈ I∗k ,

(4.18) Υv, n(x) := C26Λ
−αnε

(
1−

k∑

j=1

ij
(DN − 1)j

)

for each x ∈ Ai.
With abuse of notation, for each i ∈ I∗, we write Υv, n(Ai) := Υv, n(x) for any x ∈ Ai.
So far we have defined Υv, n on

(4.19) U := {v} ∪
(
S2 \ U(DN−1)

)
∪

⋃

i∈I∗

Ai.

Claim 2. The set U contains all vertices, i.e.,
⋃

k∈N0
Vk ⊆ U.

In order to establish Claim 2, it suffices to show that x ∈ U for each x ∈ Vn+(m+1)N ∩
U(DN−1) \{v} and each m ∈ N. We fix an arbitrary integer m ∈ N and an arbitrary vertex

x ∈ Vn+(m+1)N ∩ U(DN−1) \ {v}. We choose a sequence {ik}k∈N in {0, 1, . . . , DN − 2}
recursively as follows:
Let i1 be the largest integer in {0, 1, . . . , DN −2} with x /∈ U(i1). Assume that we have

chosen {ik}
l
k=1 in {0, 1, . . . , DN −2} for some l ∈ N with the property that x /∈ U(i1,i2,...,il)

and x ∈ U(i1,i2,...,il−1,1+il), then by Properties (3) and (4) of {Ui}i∈I , we can choose il+1
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to be the largest integer in {0, 1, . . . , DN − 1} with x /∈ U(i1,i2,...,il+1). Assume that
il+1 = DN−1. Thus (i1, i2, . . . , il−1, 1+il) ∈ I∗ and x ∈ U(i1,i2,...,il−1,1+il)\U(i1,i2,...,il,DN−1) =
A(i1,i2,...,il−1,1+il).
So we can assume, without loss of generality, that ik 6= DN − 1 for all k ∈ N, i.e.,

{ik : k ∈ N} ⊆ {0, 1, . . . , DN −2} can be constructed above. Then x ∈ U(i1,i2,...,im−1,1+im).
Since both U(i1,i2,...,im−1,1+im) and U(i1,i2,...,im) are unions of (n + (m + 1)N)-tiles (see
Property (1) of {Ui}i∈I), we can see that x /∈ U(i1,i2,...,im,DN−1) since otherwise there

would exist X1, X2, . . . , XDN−1 ∈ Xn+(m+2)N such that the union K :=
⋃DN−1

k=1 Xk is
connected and have nontrivial intersections with U(i1,i2,...,im) and {x}, and consequently

K ∩ ∂W n+(m+1)N (x) 6= ∅. This is impossible since fn+(m+1)N (K), as a union of N -tiles
fn+(m+1)N (Xl) (see Proposition 3.5 (i)), l ∈ {1, 2, . . . , DN − 1}, cannot join opposite
sides of C due to the definition of DN in (3.11). Hence (i1, i2, . . . , im−1, 1 + im) ∈ I∗ and
x ∈ U(i1,i2,...,im−1,1+im) \ U(i1,i2,...,im,DN−1) = A(i1,i2,...,im−1,1+im). Claim 2 is now established.

Claim 3. For the function Υv, n defined on U, inequality (4.12) holds for each m ∈ N,
each X ∈ Xn+mN , and each pair of points x, y ∈ X ∩ U.

Fix arbitrary m ∈ N, X ∈ Xn+mN , and x, y ∈ X ∩ U. Inequality (4.12) holds for
x, y ∈ X ∩ U trivially if m = 1 by (4.15) and (4.18). So without loss of generality, we
can assume m ≥ 2. We choose a sequence {ik}k∈N in {0, 1, . . . , DN − 1} recursively as
follows:
Let i1 be the largest integer in {0, 1, . . . , DN − 1} with X * U(i1). Assume that

we have chosen {ik}
l
k=1 for some l ∈ N with the property that X * U(i1,i2,...,il), then

by Properties (3) and (4) of {Ui}i∈I , we can choose il+1 to be the largest integer in
{0, 1, . . . , DN − 1} with X * U(i1,i2,...,il+1).
We establish Claim 3 by considering the following two cases:

Case 1. ik = DN − 1 for some integer k ∈ [1, m − 1]. Without loss of generality,
we assume that k is the smallest such integer. Recall that m ≥ 2. If k = 1, then
by Property (1) of {Ui}i∈I , X ⊆

(
S2 \ intU(DN−1)

)
⊆

(
S2 \ U(DN−1)

)
∪ A(DN−1), and

consequently Υ(x) = 0 = Υ(y) by (4.15) and (4.18). If k ≥ 2, then (i1, i2, . . . , ik−2, 1 +
ik−1), (i1, i2, . . . , ik−1, DN − 1) ∈ I∗, and

X ⊆ U(i1,i2,...,ik−2,1+ik−1) \ intU(i1,i2,...,ik−1,DN−1) ⊆ A(i1,i2,...,ik−2,1+ik−1) ∪ A(i1,i2,...,ik−1,DN−1)

by our choice of ik−1, the fact that both U(i1,i2,...,ik−2,1+ik−1) and U(i1,i2,...,ik−1,DN−1) are
unions of (n+ (k + 1)N)-tiles (by Property (1) of {Ui}i∈I), and (4.16). Hence by (4.18),

Υv, n(x) = C26Λ
−αnε

(
1−

∑k
j=1

ij
(DN−1)j

)
= Υv, n(y).

Case 2. ik ≤ DN − 2 for all integer k ∈ [1, m − 1]. Then by our choice of im−1 and
Properties (1) and (4) of {Ui}i∈I ,

(4.20) X ⊆ U(i1,i2,...,im−2,1+im−1) \ intU(i1,i2,...,im−1) ⊆ U(i1,i2,...,im−2,1+im−1) \ Uj

for each j ∈ I with j < (i1, i2, . . . , im−1).
Note that by (4.16) and Property (4) of {Ui}i∈I ,

(4.21) Ai ⊆ Uj for all i ∈ I∗ and j ∈ I with i ≤ j.
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By (4.15) and (4.18),

(4.22) Υv, n(Ai) ≥ Υv, n

(
Aj

)
for all i, j ∈ I∗ with i ≤ j.

Thus by (4.20), (4.21), and (4.22),

|Υv, n(x)−Υv, n(y)| ≤ inf
{
Υv, n(Ai) : j ∈ I, i ∈ I∗, i ≤ j < (i1, i2, . . . , im−1)

}

− inf{Υv, n(Ai) : i ∈ I∗, i ≤ (i1, i2, . . . , im−2, 1 + im−1)}

≤ C26Λ
−αnε(DN − 1)−(m−1),

where the last identity follows easily from (4.18) and the definition of I∗ by separate
explicit calculations depending on im−1 = 0 or not.
Claim 3 is now established.

Claim 4. The function Υv, n is continuous on U.

Fix arbitrary x, y ∈ U and m ∈ N with x 6= y and y ∈ Un+mN (x) (c.f. (3.7)). Then
there exist X1, X2 ∈ Xn+mN such that x ∈ X1, y ∈ X2, and X1 ∩ X2 6= ∅. It follows
immediately from Definition 3.2 (iii) that there exists an (n+mN)-vertex z in X1 ∩X2.
Then by Claim 2 and Claim 3,

|Υv, n(x)−Υv, n(y)| ≤ |Υv, n(x)−Υv, n(z)| + |Υv, n(z)−Υv, n(y)|

≤ 2C26Λ
−αnε(DN − 1)−(m−1).

Hence Claim 4 follows from Lemma 3.9 (iv) and the fact that DN − 1 > 1.

Since we have defined Υv,n continuously on a dense subset U of S2 by Claim 2 and
Claim 4, we can now extend Υv,n continuously to S2. Property (b) of the bump functions
follows immediately from (4.15) and (4.18). Property (c) of the bump functions follows
from Claim 3.

Recall u1b, u
2
b, u

1
w, u

2
w ∈ VN defined above.

For each n ∈ N0, each n-tile X ∈ Xn, and each i ∈ {1, 2}, we define a point

(4.23) vi(X) :=

{
(fn|X)

−1
(
uib
)

if X ∈ Xn
b ,

(fn|X)
−1
(
uiw

)
if X ∈ Xn

w.

Fix an arbitrary real-valued Hölder continuous function ϕ ∈ C0,α(S2, d) with an expo-
nent α.
We are going to construct φ ∈ C0,α(S2, d) for the given ϕ by defining their difference

Υ ∈ C0,α(S2, d) supported on the (disjoint) backward orbits of Y M0
b ∪Y M0

w along {ξ−i}i∈N0

as the sum of a collection of non-negative bump functions constructed above.
We construct ϕm ∈ C0,α(S2, d) recursively on m ∈ N0.
Set ϕ0 := ϕ.
Assume that ϕi ∈ C0,α(S2, d) has been constructed for some i ∈ N0, we define a number

δX ∈ {0, 1}, for each X ∈ XM0+(i+1)N with X ⊆ Y M0
b ∪ Y M0

w , by

(4.24) δX :=

{
1 if

∣∣(ϕi)
f, C
ξ, ξ′(v1(X), v2(X))

∣∣ < 2εd(v1(X), v2(X))α,

0 otherwise.
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We define

(4.25) ϕi+1 := ϕi +
∑

j∈N

∑

X∈XM0+(i+1)N

X⊆Y
M0
b

∪Y
M0
w

δXΥv1(τj(X)), M0+(i+1)N+j ,

and finally define the non-negative bump function Υ: S2 → [0, 1) by

(4.26) Υ :=
∑

j∈N

∑

m∈N

∑

X∈XM0+mN

X⊆Y
M0
b

∪Y
M0
w

δXΥv1(τj(X)), M0+mN+j .

Here the function τj is defined in (4.9). It follows immediately from Property (b) of the
bump functions that the series in (4.25) and (4.26) converge uniformly and absolutely.
We set φ := ϕ+Υ.
For each c ∈ {b, w}, each integer M ≥ M0, and each M-tile X ∈ XM with X ⊆ Y M0

c ,
we choose an arbitrary

(
M0+

⌈
M−M0

N

⌉
N
)
-tile X ′ with X ′ ⊆ X and define xi(X) := vi(X

′)
for each i ∈ {1, 2}.
Now we discuss some properties of the supports of the terms in the series defining Υ in

(4.26). See Figure 4.1.
Fix arbitrary integers m, j ∈ N, by Property (a) of the bump functions, (4.23), and

properties of u1b, u
1
w ∈ VN , we have

suppΥv1(τj(X)), M0+mN+j ⊆W
M0+(m+1)N+j(

v1
(
τj(X)

))
(4.27)

⊆ inte
(
τj(X)

)
⊆ τj

(
Y M0
b ∪ Y M0

w

)
,

for each (M0 +mN)-tile X ∈ XM0+mN with X ⊆ Y M0
b ∪ Y M0

w . Consequently, by (4.27)

and the fact that τj1
(
Y M0
b ∪ Y M0

w

)
and τj2

(
Y M0
b ∪ Y M0

w

)
are disjoint for distinct j1, j2 ∈ N

(c.f. Figure 4.1), we have

(4.28) suppΥv1(τj1 (X1)),M0+mN+j1 ∩ suppΥv1(τj2 (X2)),M0+mN+j2 = ∅

for each pair of integers j1, j2 ∈ N and each pair of (M0 +mN)-tiles X1, X2 ∈ XM0+mN

with X1 ∪X2 ⊆ Y M0
b ∪ Y M0

w and (j1, X1) 6= (j2, X2).
We are now ready to verify Property (iii) in Theorem 4.2.

Property (iii). By (4.28), Property (b) of the bump functions, and (4.10),

‖Υ‖C0(S2) ≤
∑

m∈N

sup
{
‖Υv1(τj (X)), M0+mN+j‖C0(S2) : j ∈ N, X ∈ XM0+mN , X ⊆ Y M0

b ∪ Y M0
w

}

≤
∑

m∈N

C26Λ
−α(M0+mN)ε ≤

C26

1− Λ−αN
Λ−αM0ε ≤

ε

2
.

Fix x, y ∈ S2 with x 6= y.
Note that suppΥ ⊆

⋃
j∈N τj

(
Y M0
b ∪ Y M0

w

)
and that this union is a disjoint union. We

bound |Υ(x)−Υ(y)|
d(x,y)α

by considering the following cases:

Case 1. x /∈ suppΥ and y /∈ suppΥ. Then Υ(x)−Υ(y) = 0.



22 ZHIQIANG LI AND TIANYI ZHENG

Case 2. {x, y} ∩ τj
(
Y M0

b ∪ Y M0
w

)
6= ∅ and {x, y} * τj(f(ξ0) \ ξ0) for some j ∈ N.

Without loss of generality, we can assume that j is the smallest such integer. Then by
(4.11), Lemma 3.9 (i), and Property (b) of the bump functions,

|Υ(x)−Υ(y)|/d(x, y)α

≤

∑
m∈N sup

{
‖Υv1(τj (X)), M0+mN+j‖C0(S2) : X ∈ XM0+mN , X ⊆ Y M0

b ∪ Y M0
w

}

C−αΛ−α(M0+j)

≤ CαΛα(M0+j)
∑

m∈N

C26Λ
−α(M0+mN+j)ε ≤ C

C26Λ
−αN

1− Λ−αN
ε ≤ C

C26(3CC26)
−1

1− 3−1
ε =

ε

2
.

The last inequality follows from our choice of N at the beginning of this proof.

Case 3. {x, y} ∩ τj
(
Y M0
b ∪ Y M0

w

)
6= ∅ and {x, y} ⊆ τj(f(ξ0) \ ξ0) for some j ∈ N. Note

that such j is unique. Then by (4.26) and our constructions of Y M0
b , Y M0

w ∈ XM0 and
ξ ∈ Σ−

f, C, we get that for each z ∈ {x, y},

(4.29) Υ(z) =
∑

m∈N

∑

X∈XM0+mN

X⊆Y
M0
b

∪Y
M0
w

δXΥv1(τj(X)), M0+mN+j(z).

Since f is an expanding Thurston map, we can define an integer

m1 := max
{
k ∈ Z : there exist X1, X2 ∈ XM0+kN+j such that

x ∈ X1, y ∈ X2, and X1 ∩X2 6= ∅
}
.

If m1 ≤ 0, then by (4.29), (4.27), Property (b) of the bump functions, Lemma 3.9 (i),
and (4.7), we have

|Υ(x)−Υ(y)|/d(x, y)α

≤
∑

m∈N

sup
{
‖Υv1(τj (X)), M0+mN+j‖C0(S2) : X ∈ XM0+mN , X ⊆ Y M0

b ∪ Y M0
w

}

d(x, y)α

≤
(
C−1Λ−(M0+N+j)

)−α
∑

m∈N

C26Λ
−α(M0+mN+j)ε ≤ C26C

(
1− Λ−αN

)−1
ε ≤ (C27 − 1)ε.

If m1 ≥ 1, then y ∈ UM0+m1N+j(x) and y /∈ UM0+(m1+1)N+j(x) (c.f. (3.7)). Choose
X1, X2 ∈ XM0+m1N+j such that x ∈ X1, y ∈ X2, and X1∩X2 = ∅. For each i ∈ {1, 2} and
each m ∈ N with 1 ≤ m ≤ m1, we denote the unique (M0+mN + j)-tile containing Xi by
Y i
m. Then by (4.29), (4.27), Properties (b) and (c) of the bump functions, Lemma 3.9 (i),

(4.6), and (4.7),
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|Υ(x)−Υ(y)|/d(x, y)α

≤
∑

m∈N

∑

X∈XM0+mN

X⊆Y
M0
b

∪Y
M0
w

δX |Υv1(τj(X)), M0+mN+j(x)−Υv1(τj (X)), M0+mN+j(y)|

d(x, y)α

≤
+∞∑

m=m1

sup
{
‖Υv1(τj (X)), M0+mN+j‖C0(S2) : X ∈ XM0+mN , X ⊆ Y M0

b ∪ Y M0
w

}

d(x, y)α

+

m1−1∑

m=1

∑

i∈{1, 2}

|Υv1(Y i
m),M0+mN+j(x)−Υv1(Y i

m),M0+mN+j(y)|

d(x, y)α

≤

∑+∞
m=m1

C26Λ
−α(M0+mN+j)ε+

∑m1−1
m=1 4C26Λ

−α(M0+mN+j)ε(DN − 1)−(m1−m−1)

C−αΛ−α(M0+(m1+1)N+j)

≤ C26C
(
ΛαN

(
1− Λ−αN

)−1
+ 4(1− ρ)−1

)
ε = (C27 − 1)ε.

To summarize, we have shown that ‖φ− ϕ‖C0,α(S2,d) ≤
(
1
2
+ 1

2
+ C27 − 1

)
ε = C27ε,

establishing Property (iii) in Theorem 4.2.

Finally, we are going to verify Properties (i) and (ii) in Theorem 4.2.
Fix arbitrary c ∈ {b, w}, M ∈ N with M ≥ M0, and X0 ∈ XM with X0 ⊆ Y M0

c .
Denote m0 :=

⌈
M−M0

N

⌉
, M ′ := M0 + m0N ∈ [M,M + N), and fix X ′ ∈ XM ′

with

x1(X0) = v1(X
′) ∈ VM ′+N and x2(X0) = v2(X

′) ∈ VM ′+N .

Property (i). Fix arbitrary i ∈ {1, 2}. Since W
M ′+N

(xi(X0)) ⊆ inte(X ′) ⊆ inte(X0)

and W
M ′+N

(x1(X0)) ∩ W
M ′+N

(x2(X0)) = ∅ (which follows from (4.4)), we get from
Lemma 3.9 (i) and (ii) that

d
(
xi(X0), S

2 \X0

)
≥ C−1Λ−(M ′+N) ≥ C−1Λ−M−2N ≥ C−2Λ−2N diamd(X0),

and similarly,

d(x1(X0), x2(X0)) ≥ C−1Λ−(M ′+N) ≥ C−1Λ−M−2N ≥ C−2Λ−2N diamd(X0).

Property (i) in Theorem 4.2 now follows from (4.5).

Property (ii). We first show

(4.30)
∣∣φf, C

ξ, ξ′(x1(X0), x2(X0))
∣∣ ≥ 2εd(x1(X0), x2(X0))

α.

Indeed, observe that by our construction and (4.27), for each integer m > m0, the sets

⋃

j∈N

⋃

X∈XM0+mN

X⊆Y
M0
b

∪Y
M0
w

suppΥv1(τj(X)), M0+mN+j ⊆
⋃

j∈N

⋃

X∈XM0+mN

X⊆Y
M0
b

∪Y
M0
w

inte(τj(X))
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are disjoint from the backward orbits of v1(X
′) ∈ VM0+(m0+1)N and v2(X

′) ∈ VM0+(m0+1)N

under ξ and ξ′. Thus by (4.25),
∣∣φf, C

ξ, ξ′(x1(X0), x2(X0))
∣∣ =

∣∣φf, C
ξ, ξ′(v1(X

′), v2(X
′))
∣∣

=

∣∣∣∣
(
ϕm0 +

∑

j∈N

+∞∑

m=m0+1

∑

X∈XM0+mN

X⊆Y
M0
b

∪Y
M0
w

δXΥv1(τj(X)), M0+mN+j

)f, C

ξ, ξ′
(v1(X

′), v2(X
′))

∣∣∣∣

=
∣∣(ϕm0)

f, C
ξ, ξ′(v1(X

′), v2(X
′))
∣∣.

We observe that for each j ∈ N, the sets
⋃

j∈N

⋃

X∈XM0+m0N\{X′}

X⊆Y
M0
b

∪Y
M0
w

suppΥv1(τj (X)), M0+m0N+j ⊆
⋃

j∈N

⋃

X∈XM0+m0N\{X′}

X⊆Y
M0
b

∪Y
M0
w

inte(τj(X))

are disjoint from the backward orbits of v1(X
′) and v2(X

′) under ξ and ξ′ (by (4.27) and
our choices of ξ and ξ′ from Lemma 4.1). See Figure 4.1. Thus for each X ∈ XM0+m0N

with X ⊆ Y M0

b ∪ Y M0
w and X 6= X ′, we have

(4.31) (Υv1(τj(X)), M0+m0N+j)
f, C
ξ, ξ′(v1(X

′), v2(X
′)) = 0.

By our construction in (4.24) and (4.25), if
∣∣(ϕm0−1)

f, C
ξ, ξ′(v1(X

′), v2(X
′))
∣∣ ≥ 2εd(v1(X

′), v2(X
′))α,

then δX′ = 0, and consequently, by (4.25) and (4.31), we have
∣∣(ϕm0)

f, C
ξ, ξ′(v1(X

′), v2(X
′))
∣∣ =

∣∣(ϕm0−1)
f, C
ξ, ξ′(v1(X

′), v2(X
′))
∣∣ ≥ 2εd(v1(X

′), v2(X
′))α.

On the other hand, if
∣∣(ϕm0−1)

f, C
ξ, ξ′(v1(X

′), v2(X
′))
∣∣ < 2εd(v1(X

′), v2(X
′))α,

then δX′ = 1 (see (4.24)), and consequently, by (4.25), (4.31), Property (a) of the bump
functions, Lemma 3.9 (ii), and (4.3), we get

∣∣(ϕm0)
f, C
ξ, ξ′(v1(X

′), v2(X
′))
∣∣

≥
∣∣∣
∑

j∈N

(Υv1(τj(X′)),M ′+j)
f, C
ξ, ξ′(v1(X

′), v2(X
′))
∣∣∣−

∣∣(ϕm0−1)
f, C
ξ, ξ′(v1(X

′), v2(X
′))
∣∣

≥
∣∣∣
∑

j∈N

Υv1(τj(X′)),M ′+j(v1(τj(X
′)))

∣∣∣− 2εd(v1(X
′), v2(X

′))α

=
∑

j∈N

C26Λ
−α(M ′+j)ε− 2εd(v1(X

′), v2(X
′))α

≥ Λ−α(1− Λ−α)−1εC26C
−α(diamd(X

′))α − 2εd(v1(X
′), v2(X

′))α

≥ 2εd(v1(X
′), v2(X

′))α.

Hence, we have proved (4.30). Now we are going to establish (4.2).
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Fix arbitrary N ′ ≥ N0. Define XN ′+M0
c,1 := τN ′

(
Y M0
c

)
and XN ′+M0

c,2 := τ ′N ′

(
Y M0
c

)
(c.f.

(4.9)). Note that ς1 = τN ′|
Y

M0
c

and ς2 = τ ′N ′ |Y M0
c

.

Then by Lemmas 3.13, 3.9 (i) and (ii), Proposition 3.5 (i), and Properties (i) and (iii)
in Theorem 4.2,

|SN ′φ(ς1(x1(X0)))− SN ′φ(ς2(x1(X0)))− SN ′φ(ς1(x2(X0))) + SN ′φ(ς2(x2(X0)))|

d(x1(X0), x2(X0))α

≥

∣∣φf, C
ξ, ξ′(x1(X0)), x2(X0))

∣∣
d(x1(X0), x2(X0))α

− lim sup
n→+∞

|Sn−N ′φ(τn(v1(X
′)))− Sn−N ′φ(τn(v2(X

′)))|

εα(diamd(X0))α

− lim sup
n→+∞

|Sn−N ′φ(τ ′n(v1(X
′)))− Sn−N ′φ(τ ′n(v2(X

′)))|

εα(diamd(X0))α

≥ 2ε−
|φ|α, (S2,d)C0

1− Λ−α
·
d(τN ′(v1(X

′)), τN ′(v2(X
′)))α + d(τ ′N ′(v1(X

′)), τ ′N ′(v2(X
′)))α

εα(diamd(X0))α

≥ 2ε−
|φ|α, (S2,d)C0

1− Λ−α
·
(diamd(τN ′(X ′)))α + (diamd(τ

′
N ′(X ′)))α

εα(diamd(X0))α

≥ 2ε−

(
‖ϕ‖C0,α(S2,d) + εC27

)
C0

1− Λ−α
·
2CαΛ−α(M0+m0N+N ′)

εαC−αΛ−α(M0+m0N)

≥ 2ε− 2C2ε−α
(
‖ϕ‖C0,α(S2,d) + εC27

)
C0Λ

−αN0(1− Λ−α)−1 ≥ ε.

The last inequality follows from (4.8). Property (ii) in Theorem 4.2 is now established.

The proof of Theorem 4.2 is now complete. �

5. Genericity

Proof of Theorem A. Note that for each n ∈ N, the map F := fn is an expanding
Thurston map with postF = post f and with the combinatorial expansion factor Λ0(F ) =
(Λ0(f))

n (by (3.12) and Lemma 3.9 (vii)), and d is a visual metric for F with expansion
factor Λn (by Lemma 3.9). Thus by [BM17, Theorem 15.1] (see also Lemma 3.10) and
Lemma 3.16, it suffices to prove Theorem A under the additional assumption of the exis-
tence of a Jordan curve C ⊆ S2 satisfying post ⊆ C and f(C) ⊆ C. We fix such a curve C
and consider the cell decompositions induced by the pair (f, C) in this proof.
We first show that Sα is an open subset of C0,α(S2, d), for each α ∈ (0, 1].
Fix α ∈ (0, 1] and φ ∈ Sα with associated constants N0, M0 ∈ N, ε ∈ (0, 1), and M0-

tiles Y M0
b ∈ XM0

b and Y M0
w ∈ XM0

w as in Definition 3.15. For each c ∈ {b, w}, each integer
M ≥ M0, and each X ∈ XM with X ⊆ Y M0

c , we choose two points x1(X), x2(X) ∈ X
associated to φ as in Definition 3.15.
Recall C0 > 1 is a constant depending only on f , C, and d from Lemma 3.12.

Claim. Fix an arbitrary ψ ∈ C0,α(S2, d) with

(5.1) ‖φ− ψ‖C0,α(S2,d) ≤ 4C0(1− Λ−α)ε.
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Then ψ satisfies Properties (i) and (ii) in Definition 3.15 with the constant ε for φ replaced
by ε

2
for ψ, and with the same constants N0, M0 ∈ N, M0-tiles Y

M0
b , Y M0

w , and points
x1(X), x2(X) as those for φ.

Indeed, Property (i) in Definition 3.15 for ψ follows trivially from that for φ. To establish
Property (ii) for ψ, we fix arbitrary integer N ≥ N0, and (N+M0)-tiles X

N+M0
c,1 , XN+M0

c,2 ∈

XN+M0 that satisfy (3.13) and Y M0
c = fN

(
XN+M0

c,1

)
= fN

(
XN+M0

c,2

)
. Then by (3.13),

Lemma 3.13, and (5.1),

|SNψ(ς1(x1(X)))− SNψ(ς2(x1(X)))− SNψ(ς1(x2(X))) + SNψ(ς2(x2(X)))|

≥ |SNφ(ς1(x1(X)))− SNφ(ς2(x1(X)))− SNφ(ς1(x2(X))) + SNφ(ς2(x2(X)))|

−
∑

i∈{1, 2}

|SN(ψ − φ)(ςi(x1(X)))− SN(ψ − φ)(ςi(x2(X)))|

≥ d(x1(X), x2(X))α
(
ε− 2 |ψ − φ|α, (S2,d)C0(1− Λ−α)−1

)
≥ d(x1(X), x2(X))αε/2.

The claim is now established.
Hence Sα is open in C0,α(S2, d).
Finally, recall that 1 < Λ ≤ Λ0(f) (see [BM17, Theorem 16.3]). Thus if either α ∈ (0, 1)

or Λ 6= Λ0(f), then Λα < Λ0(f), and the density of Sα in C0,α(S2, d) follows immediately
from Theorem 4.2. �
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