Crucial properties of the moment closure model FENE-QE
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Abstract

We investigate four crucial properties for testing and evaluating a moment closure approximation of the FENE dumbbell model for dilute polymer solutions: non-negative configuration distribution function, energy dissipation, accuracy of approximation and computational expense. Through mathematical analysis, numerical experiments and comparisons with closure model FENE-P and FENE-YDL, we prove that the FENE-QE approximation has non-negative configuration distribution function, approximates the energy dissipation behavior of original kinetic theory and provides good accuracy. To improve the efficiency of this closure approximation, we introduce a piecewise linear approximation technique that greatly reduces the computational cost. This extension of FENE-QE, FENE-QE-PLA, is the closure model we recommend for simulating dilute polymer solutions.

© 2007 Elsevier B.V. All rights reserved.

Keywords: Constitutive equation; Kinetic theory; FENE dumbbells; Closure approximation; Quasi-equilibrium approximation

1. Introduction

The dynamics of dilute polymer fluids is an interesting issue because its rheological behavior is significantly different from Newtonian fluids. The continuum fluid mechanics coupled with the kinetic approach can be viewed as a complementary way to describe the flow of dilute polymer solutions. The continuum fluid mechanics concerns the dynamics of macroscopic physical variables such as velocity, pressure and energy of the fluid. Kinetic theory provides microscopic configuration information about polymer solutes which cause the non-Newtonian rheological behavior of dilute polymer fluids. The simplest and most widely used non-linear kinetic model is known as the Warner finite extensible non-linear elastic (FENE) dumbbell model. In this paper, we only consider polymer fluids that can be modeled as FENE dumbbell.

Kinetic theory can be viewed from two points of view. In the first way, kinetic theory is written as the Fokker–Planck (FP) equation, a partial differential equation (PDE) about the configuration distribution function (CDF). Directly solving FP can become very computationally expensive because of the large number of degrees of freedom. Even though some fast solvers for FP equation have been designed recently [2,17,18], FP is mostly used in simple cases to simulate the rheological behavior and conformation of dilute polymer fluids. Kinetic theory can also be considered from a stochastic view point. CONNFFESSIT, the representative technique for managing kinetic theory was developed by Laso and Öttinger [13]. This method uses Brownian dynamics simulations that provide micro-information of polymer configuration based on Monte Carlo sampling. In 1997, Hulsen et al. [10] developed a Brownian configuration fields (BCF) method that is widely used as an efficient variant of the original CONNFFESSIT. Öttinger et al. [19] pointed out that BCF can be regarded as an extremely powerful extension of variance reduction techniques based on parallel process simulation. The main advantage of these stochastic simulation techniques is the computational cost grows mildly when adding degrees of freedom to the system. Since the statistical error is proportional to $O(1/\sqrt{N})$, where $N$ is the number of independent samples, we need a large number of samples to improve accuracy. Therefore, limited computational capacity can be viewed as the main barrier to achieve high accuracy using stochastic simulation methods.

In addition, researchers have been revising original kinetic theory and searching for simpler and faster approaches to polymer fluid simulation. This set of approximations are usually referred as closure approximations or closure models. The simplest closure model usually referred as FENE-P is obtained from self-consistent, pre-averaging approximation due to Peter-
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in [1]. Generally speaking, how the closure approximations influence the behavior of the kinetic model is an issue hard to predict theoretically, so that careful numerical experiments are necessary to study the properties of closure approximations. Keunings [12] pointed out that FENE-P gives unphysical results under certain flow conditions. Later, Keunings and his coworkers [15,16] developed FENE-L and FENE-LS approximations that give accurate simulations while avoiding such unphysical phenomena. Various kinds of closure methods have been developed in the last 20 years, for example, FENE-CR (1988) [3], FENE-CD (1999) [21], FENE-DT (2000) [26], FENE-QE (2002) [11] and a closure approximation developed by Yu et al. [28,5]. For convenience and simplicity, we will denote this last model by FENE-YDL. FENE-P and FENE-CR are the most widely used models. They are applied in various practical problems [7,14,23,25] and are compared with experimental data [22]. One can find numerical comparisons of different closure models in [8,15,16,24,26]. Some of these papers develop new closure models and demonstrate the improvements achieved. In the literature, comparisons mainly focus on accuracy. New closure models are developed primarily to achieve better accuracy.

In the present paper, we demonstrate that four properties can be used to evaluate existing closure models and, moreover, are crucial to designing high quality closure models. They are

- non-negative CDF;
- energy dissipation;
- accuracy of approximation;
- computational expense.

It is clear that non-negative is a natural requirement to a probability distribution function. In kinetic theory, we can prove the energy dissipation property, so the closure model that preserves this property will be more reliable in this respect. The accuracy of approximation can be divided into two aspects. Microscopically, we will investigate the approximation quality of CDF that describes the direction and extension of dumbbell-shaped molecules in the flow. Macroscopically, we will investigate the accuracy of the stress tensor calculated by closure models. Sometimes, the two aspects can produce inconsistent results, that is some closure models that give poor approximation to microscopic CDF can calculate stress tensor accurately. A closure approximation of high quality is supposed to reduce deviation in both aspects. The original FENE model is the most accurate, but the computational cost is unacceptable in most cases. Most closure models can reduce the computational cost in a dramatic way. This is achieved by concentrating on macroscopic variables (moments in most cases) that can reflect the configuration of FENE dumbbells rather than calculating configuration distribution directly. Even if applying closure approximations can save a lot of time, some closure models can also be very computationally expensive, for example FENE-QE. A high quality closure model should be computationally cheap.

In this paper, we pay close attention to closure model FENE-QE [11] where QE stands for quasi-equilibrium approximation. Numerical experiments for FENE-P and FENE-YDL are used for comparison. The four properties mentioned above are investigated in both analytical and numerical ways. We find that FENE-QE is a model of non-negative CDF, correct energy dissipation and high accuracy. To reduce the computational cost of FENE-QE, we design a piecewise linear approximation (PLA) technique that can improve the efficiency of FENE-QE greatly and have little effect on its accuracy.

This paper is arranged as follows, In Section 2, we will introduce kinetic theory for dilute polymer solutions and prove the energy dissipation of it. In Section 3, we will introduce the FENE-QE model and the PLA technique and prove the correctness of its energy dissipation. In Section 4, FENE-QE as well as FENE-P and FENE-YDL are used to calculate steady shear flow and elongational flow. In Section 5, the lid-driven cavity serves as an example of a coupled system with a complex fluid field. In Section 6, we conclude that FENE-QE with PLA technique satisfies the four crucial properties and can be viewed as a high quality closure model.

2. Kinetic model of dilute polymer solutions

The flexible solute polymer can be abstracted as a series of beads connected by springs. In this paper we only consider the dumbbell model; a simplified case in which two beads are connected by one spring. If the position of the two beads are \( r_1 \) and \( r_2 \), respectively, then the connector vector of them is defined by \( \mathbf{Q} = r_1 - r_2 \). \( \mathbf{Q} \) reflects the configuration of the dumbbell-shaped polymer. The CDF as a function of connector vector and time is denoted by \( f(\mathbf{Q}, t) \). Let \( S \) be the entropy of the isolated isothermal solution system. We assume \( kT = 1 \), so it will not be taken into account through our paper:

\[
S[f] = n \left( - \int f \ln f \, d\mathbf{Q} \right)
\]

(1)

From it, we define the free energy by

\[
A[f] = -S[f] + n \int Uf \, d\mathbf{Q}
\]

(2)

where \( n \) is the polymer number density and \( U \) is the elastic spring potential. The widely used FENE dumbbell spring potential is

\[
U = -\frac{HQ_0^2}{2} \log \left[ 1 - \left( \frac{Q}{Q_0} \right)^2 \right]
\]

(3)

The equilibrium state is formed when the free energy reaches its minimum value. One necessary condition is

\[
\frac{\delta A}{\delta f} \bigg|_{f = f_{eq}} = 0
\]

(4)

Starting from (4), one can easily reach

\[
f_{eq} \propto e^{-U} = \left[ 1 - \left( \frac{Q}{Q_0} \right)^2 \right]^{HQ_0^2/2}
\]

(5)
For convenience, we introduce the chemical potential \( \mu \) defined by
\[
\mu = \frac{\delta A}{\delta f} = n(\ln f + U)
\] (6)

The dynamics of CDF is given by the famous FP equation:
\[
\frac{\partial f}{\partial t} = \nabla Q \cdot \left( \frac{2}{n \zeta} f \nabla Q \mu \right)
\] (7)
\[
\frac{\partial f}{\partial t} = \frac{2}{\zeta} \nabla Q \cdot (F^c f) + \frac{2}{\zeta} \Delta Q f
\] (8)

where \( F^c \) is the connector force which can be expressed as the gradient of the elastic spring potential \( F^c = \nabla Q U \). Now we consider the dynamics of free energy (the methodology we used here is actually the same as that developed by Yu et al. [27]):
\[
\frac{dA}{dt} = \left( \frac{\delta A}{\delta f}, \frac{\partial f}{\partial t} \right) = \left( \mu, \nabla Q \cdot \left( \frac{2}{n \zeta} f \nabla Q \mu \right) \right)
\]
\[
= - \left( \nabla Q \mu \frac{2}{n \zeta} f \nabla Q \mu \right)
\] (9)

That the derivative of free energy over time is negative definite implies the energy dissipation properties of kinetic theory.

A general dumbbell model for dilute polymer solutions in the background of macroscopic flow field can be described by a coupled system of divergence free (incompressible) Navier–Stokes equations:
\[
\frac{\partial u}{\partial t} + u \cdot \nabla u + \nabla p = \nabla \cdot \tau_p + \nu \Delta u
\] (10)
\[
\nabla \cdot u = 0
\] (11)

and a FP equation of CDF
\[
\frac{\partial f}{\partial t} + u \cdot \nabla_x f + \nabla Q \cdot (\kappa \cdot Q f) = \frac{2}{\zeta} \nabla Q \cdot \left( F^c f \right) + \frac{2}{\zeta} \Delta Q f
\] (12)

3. Quasi-equilibrium approximation and PLA technique

3.1. Quasi-equilibrium approximation

The quasi-equilibrium approximation is based on the minimum energy principle under certain constraints:
\[
\min A[f]
\]
\[
s.t. \int m(Q) f \, dQ = M
\] (16)

Here \( M \) are values of some macroscopic variables and \( m \) are corresponding functions of connector vector \( Q \). The solution to (15) and (16) is called the quasi-equilibrium (QE) state. The solution to the constrained optimization problem is given by
\[
\delta \frac{\delta A}{\delta f} \left\{ \int f \ln f - f + fU \, dQ - A \right\} = 0
\]
where \( A \) are Lagrangian multipliers. The solution of (17) is
\[
f_M = \exp(-U + A \cdot m)
\] (18)

According the definition of \( M \) (16) and the dynamics of \( f \) (7), we can deduce the dynamics of the macroscopic variables:
\[
\frac{\partial M}{\partial t} = \left( m, \frac{\partial f}{\partial t} \right)_{f=f_M} = \int m \nabla Q \cdot \left( \frac{2}{n \zeta} f \nu \nabla Q \mu \right) \, dQ
\] (19)

We can prove that the energy dissipation behavior of QE state mimics kinetic theory by the following argument. (We also share the same methodology developed by [27].)
\[
\frac{dA(M)}{dt} = \frac{\partial A}{\partial M} \cdot \frac{\partial M}{\partial t} = \frac{\partial A}{\partial M} \cdot \left( m, \frac{\partial f}{\partial t} \right)_{f=f_M}
\] (20)

Here, \( A(M) = A[f_M] \) is the free energy of the closure model. As a lemma, we can prove the following relation:
\[
\frac{\partial A}{\partial M} = \lim_{t \to 0} \frac{A(M + t\Delta M) - A(M)}{t\Delta M}
\]
\[
= \lim_{t \to 0} \frac{A[f_M + t\Delta f] - A[f_M]}{t(m, \Delta f)} = \frac{(\delta A/\delta f, t\delta f)}{(m, \Delta f)}_{f=f_M} = nA
\] (21)

Therefore
\[
\frac{dA(M)}{dt} = \left( \frac{\partial A}{\partial f}, \frac{\partial f}{\partial t} \right)_{f=f_M} = \frac{dA[f]}{dt} \bigg|_{f=f_M} \leq 0
\] (22)

This relation not only tells us that the QE model preserves the energy dissipation property, but also shows that the energy dissipation approximates the original dissipation process. Actually the quasi-equilibrium approximation itself and the result of energy dissipation are more general. They can be...
applied not only to FENE dumbbell but also to other kinetic models. Usually, the macroscopic variables $M$ are chosen as moments of the connector vector. In this paper, we will only employ the second moment given by $M = \langle Q Q \rangle$ and the corresponding $m(Q) = Q Q$. In addition, we will apply the constraint $\int f \, d Q = 1$, which is equal to a constant on the zeroth moment. From general QE theory, we can reach

$$f(Q) = \frac{1}{Z(R)} \left[ 1 - \left( \frac{Q}{Q_0} \right)^2 \right]^{\frac{H Q_0^2}{2}} \exp \{ R : Q Q \}$$  \hspace{1cm} (23)$$

where $Z(R)$ is defined by

$$Z(R) = \int \left[ 1 - \left( \frac{Q}{Q_0} \right)^2 \right]^{\frac{H Q_0^2}{2}} \exp \{ R : Q Q \} \, d Q$$  \hspace{1cm} (24)$$

$R$ is the Lagrangian multiplier in matrix form and can be determined from the constraint.

$$M = \frac{1}{Z(R)} \int Q Q \left[ 1 - \left( \frac{Q}{Q_0} \right)^2 \right]^{\frac{H Q_0^2}{2}} \exp \{ R : Q Q \} \, d Q$$  \hspace{1cm} (25)$$

Further, we can write the dynamics of the second moment as

$$\frac{\partial M}{\partial t} + u \cdot \nabla M - \kappa \cdot M - M \cdot \kappa^T = -4 \frac{\zeta}{\gamma} (R \cdot M + M \cdot R)$$  \hspace{1cm} (26)$$

Finally, the polymer stress tensor can be expressed as

$$\tau_p = n(R \cdot M + M \cdot R)$$  \hspace{1cm} (27)$$

3.2. PLA technique

When solving Eq. (26), one has to calculate the Lagrangian multiplier $R$ from moment $M$ at each time level. This is a difficult job because the mapping from $M$ to $R$ is given implicitly by (25). For convenience, we denote the right-hand side of (25) by $G(R)$. The mapping $G(R)$ only depends on the parameter $H Q_0^2/2$ and has no relationship with neither temporal variable $t$ nor spatial variable $x$. Calculating $R$ from a given $M$ is equal to solving a system of non-linear equations $G(R) = M$. Generally speaking, it is impossible to work out the analytical expression of $R = G^{-1}(M)$, so we have to turn to numerical methods for help. Fortunately, according to the symmetry of the domain of $G(D = \{ Q : Q \cdot Q \leq Q_0^2 \})$, we can prove that $M$ and $R$ can be diagonalized by the same orthogonal matrix. Therefore, we can only consider the case when both $R$ and $M$ are both diagonal matrices. Further, we can view them as two-dimensional vectors.

A group of direct methods to calculate $G^{-1}$ are numerical methods solving non-linear systems and one of the most popular methods is Newtonian iteration. Another method that avoids solving $G^{-1}$ is proposed by Öttinger et al. [11] and is based on the dynamics of Lagrangian multiplier $R$, which can be easily obtained from a Legendre transform. However, both of the two methods are computationally expensive, especially for coupled systems, because they have to calculate $G(R)$ and $\nabla G(R)$ at each time level. Here we want to point out the fact that the calculation of $G(R)$ and $\nabla G(R)$ is a difficult and time consuming part of the computational. Because they are actually integrations of $d c$ (the dimensional of configuration space) dimensional variables and if the index $H Q_0^2/2$ is small or $R$ is big, the function to be integrated will become ill-posed with some very sharp peaks introducing numerical difficulties.

Approximate functions to $G^{-1}$ serve as a group of alternative numerical ways to calculate $G^{-1}$. Since $G^{-1}$ is independent of temporal and spacial variable, the same approximate function can be used for evaluating $G^{-1}$ at any time and physical position. The expression of the approximate function should be given explicitly and easy to evaluate, so that we can calculate the value of the approximation function at little computational cost.

Till now the problem left is how to approximate $G^{-1}$, the snapshot of which is shown in Fig. 1. Obviously, one cannot precisely approximate $G^{-1}$ by a polynomial. The shape is something like a logarithm function. So maybe one can construct a good approximation based on logarithm functions, but we have not tested this idea. Our method is the piecewise linear approximation (PLA). To explain it clearly, we only need to describe the main processes in the two-dimensional case:

1. **Generate a grid on the range of $G$.** Since the matrix $M = G(R)$ is diagonal, the range of $G$ can be viewed as a subset of the two-dimensional plane. Further, since matrix $M$ is positive definite, the range is a subset of the first quadrant. Usually, the grid is generated on a bounded subset of the first quadrant, for example, a uniform grid on $[0.001, 0.5] \times [0.001, 0.5]$. In practice, the grid can be non-uniform.

2. **Calculate the value of $G^{-1}$ at each grid point by Newtonian iteration.** To accelerate the iteration, the initial estimate can be chosen as the value of $G^{-1}$ on a neighboring grid point.

3. **Given any value of $M$, calculate $G^{-1}(M)$ by linear approximation.** We first have to determine in which grid cell the $M$ is, and then with the known value of $G^{-1}$ on neighboring grid vertices, we can obtain the value of $G^{-1}(M)$ by the linear interpolation.

Although it takes time to calculate the value of $G^{-1}$ for each grid point, these values only depend on the parameter $H Q_0^2/2$. Therefore, once the values of $G^{-1}$ on grid points are calculated, they can be stored for different problems with the same $H Q_0^2/2$. Numerical experiments shown in Sections 4 and 5 will illustrate that applying the PLA technique improves the efficiency greatly while retaining accuracy.

At last, we want to make some remarks on the grid generation that is the first step of the PLA technique. First of all, we would like to emphasize that the rectangular grid (not necessarily uniform) is usually better than non-rectangular ones. That is because we have to determine in which grid cell a certain $M$ is at the third step of the PLA and the computational cost of such searching on a non-rectangular grid is $O(N)$ in general, where $N$ is the total number of grid cells. Even though this cost can be reduced to $O(\log N)$, it requires more complex techniques and data structures. Whereas the cost of searching on a rectangular
grid can be easily reduced to $O(\log N)$ with the application of the bisect method.

We can generate the grid in a straightforward way: first, form a grid on the domain of $G$, and then map it onto the range of $G$. The advantage of this way is we can calculate $G$ instead of $G^{-1}$ to reform the inverse mapping of $G$ at the second step of the PLA. The disadvantage is that in two- or three-dimensional cases, we cannot expect the resulting grid is rectangular, when the grid on the domain of $G$ is generally chosen, for example, a uniform rectangular grid. So we generate the grid in an alternative way. First, we generate a grid for the one-dimensional case (with the same parameter $\kappa_1$ as the two-dimensional case) in the straightforward way. Then tensor product the one-dimensional grid and a two-dimensional grid is obtained as a result.

3.3. Other closure approximations

In this paper, we will compare FENE-QE to two additional closure models that also use only second moment, FENE-P [1] and FENE-YDL [28] ($N=1$ model in [5]). This subsection provides a concise introduction of these additional models.

The FENE-P model is a self-consistent pre-averaging approximation of connector force due to Peterlin. In this model, the connector force is approximated as

$$F^c \approx \frac{H \mathbf{Q}}{1 - \langle \mathbf{Q}^2 \rangle / Q_0^2}$$  \hspace{1cm} (28)

It is easy to derive from the FP equations (12) and (28) an equation for second moment $M = \langle \mathbf{Q} \mathbf{Q} \rangle$:

$$\frac{\partial M}{\partial t} + u \cdot \nabla M - \kappa_1 M - M \cdot \kappa_1^{\top} = 4 H \mathbf{I} - \frac{4H}{\zeta(1 - \operatorname{Tr}(M)/Q_0^2)} M$$  \hspace{1cm} (29)

In fact, under the Gaussian initial condition, the solution of FP with the Peterlin approximation remains Gaussian [20] and can be written as

$$f(Q) = \frac{1}{J_G} \exp \left\{ -\frac{1}{2} Q \cdot M^{-1} \cdot Q \right\}$$  \hspace{1cm} (30)

where $J_G$ is the scalar such that $\int f \, d\mathbf{Q} = 1$.

Clearly, the CDF is positive definite. Up to now we cannot prove the energy dissipation of this model. However, Hu and Lelièvre [9] have proved the energy dissipation of the FENE-P model by defining a different kind of entropy. FENE-P model is very simple and the computational cost is small compared to other closure models.

The FENE-YDL model introduces a class of CDFs with the form:

$$f(Q) = \frac{1}{J_b} \left[ 1 - \left( \frac{Q}{Q_0} \right)^2 \right]^{b/2} \left( 1 + \beta Q_1 Q_2 + \gamma Q_1^2 - Q_2^2 \right)^\frac{1}{2}$$  \hspace{1cm} (31)

where $J_b$ is the scalar such that $\int f \, d\mathbf{Q} = 1$. When $b$, $\beta$ and $\gamma$ take the value $HQ_0^2$, $0$, and $0$, respectively, the configuration distribution reduces to the equilibrium state. One can obtain the evolution of $\langle \mathbf{Q}^2 \rangle$, $\langle Q_1^2 - Q_2^2 \rangle$ and $\langle Q_1 Q_2 \rangle$ from FP equations (12) and (31). We refer readers to [28] for more details.

In fact, under certain conditions, numerical experiments show that the CDF of FENE-YDL can be negative in some regions. The energy dissipation property of kinetic theory is not preserved by this model, even though the leading terms of free energy are the same as those of kinetic theory [28]. It is further shown by [28] that when the state is close to equilibrium, this model is a good approximation of the kinetic model from the view point of energy dissipation. Since only the second moment is concerned, the computational cost of this model is very small and programs of high efficiency can be developed easily.

4. Example: steady shear flow and elongational flow

In this section, the numerical results of three different closure models, FENE-P [1], FENE-YDL [28] and FENE-QE [11], are compared with those of solving FP directly. The effectiveness of the PLA technique is also demonstrated. In both of the two examples, the background flow fields are static and known, so that the dimension of physical space vanishes or is decoupled from FP. Further, we only consider the two-dimensional configuration space for simplicity. Under these assumptions, it is feasible to solve FP directly and the computation of closure models is simplified.
Table 1 shows the each choice of $\kappa$ and values are stored for all experiments in this paper. For $G$ about four hours on a 3 GHz Intel Pentium IV CPU to cal-

PLA uses a $203 \times 203$ non-uniform rectangular grid. It takes about four hours on a 3 GHz Intel Pentium IV CPU to calculate all values of $G^{-1}$ on the grid points. The same grid and values are stored for all experiments in this paper. For each choice of $\kappa$, Fig. 2 displays CDFs from all models and Table 1 shows the $L^1$ errors of CDFs. The polymeric normal

stress difference $\tau_{\|}^{11} - \tau_{\|}^{22}$ and shear stress $\tau_{\perp}^{12}$ are presented in Figs. 3 and 4.

From Fig. 2, we can see that the CDFs of the FENE-P, FENE-QE and FENE-QE-PLA are similar to the results of FP. All of them are non-negative. The results of FENE-YDL are similar to the FP when $\kappa$ is small, but the deviation becomes very big as $\kappa$ increases. Moreover, the CDFs of FENE-YDL are not non-negative. Outside the unclosed curves, the CDFs have negative values. From Table 1, we can draw the conclusion that the CDF errors of FENE-QE and FENE-QE-PLA are smaller than those of other closure models. When $\kappa$ is small, the results of FENE-P are worse than the other closure models. But as $\kappa$ increases, its

Table 1

<table>
<thead>
<tr>
<th>$\kappa$</th>
<th>FENE-P $L^1$</th>
<th>FENE-YDL $L^1$</th>
<th>FENE-QE $L^1$</th>
<th>FENE-QE-PLA $L^1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$1.10 \times 10^{-2}$</td>
<td>$4.02 \times 10^{-3}$</td>
<td>$4.07 \times 10^{-4}$</td>
<td>$4.17 \times 10^{-4}$</td>
</tr>
<tr>
<td>3</td>
<td>$1.37 \times 10^{-2}$</td>
<td>$3.68 \times 10^{-2}$</td>
<td>$9.45 \times 10^{-4}$</td>
<td>$9.07 \times 10^{-4}$</td>
</tr>
<tr>
<td>6</td>
<td>$2.21 \times 10^{-2}$</td>
<td>$1.38 \times 10^{-1}$</td>
<td>$4.43 \times 10^{-3}$</td>
<td>$4.24 \times 10^{-3}$</td>
</tr>
<tr>
<td>9</td>
<td>$3.49 \times 10^{-2}$</td>
<td>$2.72 \times 10^{-1}$</td>
<td>$1.34 \times 10^{-2}$</td>
<td>$1.29 \times 10^{-2}$</td>
</tr>
<tr>
<td>12</td>
<td>$5.13 \times 10^{-2}$</td>
<td>$4.13 \times 10^{-1}$</td>
<td>$3.03 \times 10^{-2}$</td>
<td>$2.95 \times 10^{-2}$</td>
</tr>
<tr>
<td>15</td>
<td>$6.99 \times 10^{-2}$</td>
<td>$5.45 \times 10^{-1}$</td>
<td>$5.73 \times 10^{-2}$</td>
<td>$5.65 \times 10^{-2}$</td>
</tr>
<tr>
<td>20</td>
<td>$9.97 \times 10^{-2}$</td>
<td>$7.40 \times 10^{-1}$</td>
<td>$1.20 \times 10^{-1}$</td>
<td>$1.19 \times 10^{-1}$</td>
</tr>
</tbody>
</table>
CDF errors do not increase quickly. When $\kappa$ is equal to 20, it does as well as FENE-QE and FENE-QE-PLA. In addition, the precision of FENE-QE-PLA matches that of FENE-QE. So the PLA technique has little effect on the calculation of CDF.

Now we compare the stresses tensor obtained from the FP and other methods. When $\kappa$ is not very big ($\kappa = 3-9$), FENE-YDL gives a worse approximation to CDF than FENE-P, but it approximates stress tensor more precisely (Table 1 and Figs. 3 and 4). We can observe the same phenomena with FENE-QE and FENE-P, when $\kappa = 20$. These facts support our argument that the precision of CDFs and the precision of the stress tensor sometimes varies independently. As the shear rate $\kappa$ grows bigger, the errors of all closure models increase correspondingly. The results of FENE-QE and FENE-QE-PLA are better than other models; their differences are negligible. This allows us to use FENE-QE-PLA in more complex flow fields. In Fig. 5, we compare the elastic energy $\langle U \rangle = \int U f \, dQ$ resulting from different methods. We observe phenomena similar to previous comparisons.

We compare the CPU time of the FENE-QE that uses Newtonian iteration at each time level to obtain $G^{-1}$ and the FENE-QE-PLA that uses PLA technique. The dramatic difference of computational costs presented by Table 2 gives evidence to that the PLA technique can help reducing computational cost greatly. We should attribute the low efficiency of FENE-QE to the evaluation of $G(R)$ and $\nabla G(R)$ rather than the Newtonian iteration, because typically the Newtonian iteration can converge to required precision ($1 \times 10^{-8}$) in no more than five steps.
Table 2
Comparison of CPU time consumed by FENE-QE and FENE-QE-PLA

<table>
<thead>
<tr>
<th>Case</th>
<th>FENE-QE (s)</th>
<th>FENE-QE-PLA ($\times 10^{-2}$ s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa = 1$</td>
<td>124</td>
<td>2.3</td>
</tr>
<tr>
<td>$\kappa = 20$</td>
<td>285</td>
<td>3.4</td>
</tr>
</tbody>
</table>

The experiments were run on a 3 GHz Intel Pentium IV CPU. Note: for PLA method, the computational cost of evaluating $G^{-1}$ on grid points is not taken into account.

In this example, we only consider the two-dimensional configuration space. There are some three-dimensional results showing that such a simplification will not lose generality. A direct extension of two-dimensional shear flow to the three-dimensional case is to let velocity field $u = (\kappa y, 0, 0)$. The BCF method is used here, with physical parameters the same as those used in the two-dimensional case. The number of independent samples is $N = 10^5$. For $\kappa = 1$, the resulting stress tensor is

$$
\tau_p = \begin{pmatrix}
1.0182 \times 10^6 & 9.5928 \times 10^{-2} & -1.9491 \times 10^{-4} \\
9.5928 \times 10^{-2} & 1.0001 \times 10^0 & -1.6261 \times 10^{-5} \\
-1.9491 \times 10^{-4} & -1.6261 \times 10^{-5} & 9.9986 \times 10^{-1}
\end{pmatrix}
$$

(33)

The result here is actually time averaged to reduce variance. The normal stress difference is $\tau_p^{11} - \tau_p^{22} = 1.8104 \times 10^{-2}$ and shear stress is $\tau_p^{12} = 9.5928 \times 10^{-2}$. These are very close to the two-dimensional results: $\tau_p^{11} - \tau_p^{22} = 1.8127 \times 10^{-2}$ and $\tau_p^{12} = 9.6124 \times 10^{-2}$.

4.2. Elongation flow

Suppose $u = (\kappa x, -\kappa y)$, where $\kappa$ is the constant elongational rate. Divergence free condition $V \cdot u = 0$ is satisfied. We use the same set of physical parameters as in shear flow. FP is solved by the same finite difference method.

In Fig. 6, we give the snapshots of CDFs of FP and different closure models. When $\kappa$ is small, the results of FENE-P, FENE-QE and FENE-QE-PLA are similar to those of FP, and the results of FENE-YDL are also good, except that they are not non-negative. When $\kappa > 5$, the CDFs of FP form two peaks. Only CDFs of FENE-QE and FENE-QE-PLA reflect this phenomenon. In order to show this clearly, Fig. 7 plots CDFs on the $Q_1 = 0$ line and $Q_2 = 0$ line. When $\kappa$ is large, only the CDFs of FENE-QE and FENE-QE-PLA match those of FP. Moreover, FENE-P loses the double peaks when $\kappa \geq 6$. The CDFs of FENE-YDL can be negative in some regions, so that the shape

Fig. 6. Elongation flow: comparison of the contour plots of CDFs solved from the FP and different closure models for $\kappa = 1, 5, 6$ and 8.

of CDFs differ from the CDFs of FP greatly. In fact, we can attribute the deteriorated performance of FENE-P for large $\kappa$ to the fact that the CDFs of FENE-P belong to the canonical distribution subspaces every element of which has one peak. By contrast, it is not surprising that CDFs of FENE-QE are similar to the correct ones, because there exist double peak elements in its distribution function space. The $L^1$ errors of CDFs of different models are given in Table 3.

We also compare the stresses and elastic energy. Because the shear stress is equal to zero in this case, we only give the normal stress difference and elastic energy in Figs. 8 and 9. We can see that the normal stress difference and the elastic energy of FENE-QE and FENE-QE-PLA are overlapped with those of FP in the left plots of Figs. 8 and 9. When the double peak
of CDF forms ($\kappa \geq 6$), results of FENE-P and FENE-YDL deviate from FP greatly, while FENE-QE and FENE-QE-PLA still give accurate values.

5. Example: lid-driven cavity

The lid-driven cavity serves over and over again as a model problem for testing and evaluating numerical techniques in incompressible computational fluid dynamics. Here we will use it to test the numerical performance of FENE-QE-PLA and other closure approximations in a coupled system (10), (11), (26) and (27).

The method we used to discretize the incompressible Navier–Stokes equations (10) and (11) is the standard projection method [4]. Generally speaking, the solution is advanced one time step in two stages. In the first stage, the momentum equation (10) is solved for an intermediate velocity which is not necessarily divergence free. In the second stage, that velocity is revised by the pressure gradient, which is calculated by solving a Poissonian equation with a Neumann boundary condition. The revised intermediate velocity is just the velocity on the next time level, which should be divergence free. Since solving the Poissonian equation consumes a substantial portion of the total computing time in the projection method, the efficiency of the Poissonian equation solver is crucial. Our program uses the discrete cosine transform (DCT) to develop a fast solver.

The simulation area is a two-dimensional square cavity $[0, 1] \times [0, 1]$ whose top wall moves with a velocity distribution of $u(x, y = 1, t) = 16\kappa a(t)x^2(1 - x)^2$ as suggested by [6]. Here $\kappa$ is a constant and to start up the flow smoothly, $a(t)$ is chosen as a time-dependent factor:

$$a(t) = \begin{cases} 
0.1t & 0 \leq t < 10 \\
1 & t \geq 10
\end{cases} \quad (34)$$

A non-penetration boundary condition is adopted on the other walls. The physical variables are discretized on a staggered grid (also known as a MAC grid). This method poses the pressure and second moment in the center of a grid cell and velocities on the surfaces of a grid cell. Compared with the collocation method that poses all physical variables on the vertices of a grid cell, this kind of discretization can avoid the loss of accuracy and oscillation in pressure equations. Because of the lack of diffusion terms in the dynamics of second moment (26), we have to discretize $\nu \cdot \nabla \mathbf{M}$ using the upwind scheme. So the numerical
flux on a vertical surface of a grid cell is
\[
F_{\text{vert}} = \begin{cases} 
\frac{M_l}{\Delta x} u & u \geq 0 \\
\frac{M_r}{\Delta x} u & u < 0 
\end{cases}
\] (35)

where \( M_l \) and \( M_r \) are the moments defined in the left and right cell on the surface, respectively. We choose the explicit Euler scheme to discretize the temporal term. The original FENE-QE closure approximation is too computationally expensive to simulate a lid-driven cavity, so we are evaluating only FENE-QE-PLA.

We will consider the case \( \kappa = 1 \) and choose the physical parameters as \( Q_0 = 1, n = 0.05, \nu = 10^{-3}, \zeta = 40 \) and \( H = 100 \). The results of the BCF method serve as an "exact" solution to the problem. Since BCF is computationally expensive, we only use a uniform 50 \( \times \) 50 grid on the physical domain. The number of independent samples is \( N = 4000 \). To reduce the variance, the results of BCF are time averaged. The streamline generated by the BCF method at time \( t = 40 \) is shown in Fig. 10.

Fig. 10. Stream line of lid-driven cavity, \( \kappa = 1 \) at \( t = 40 \). BCF method (left) and FENE-QE-PLA method (right).

Fig. 11. Horizontal velocity distribution on line \( x = 1/2 \) (left) and its error plot (right), \( \kappa = 1 \) at \( t = 40 \).

Fig. 12. Vertical velocity distribution on line \( y = 1/2 \) (left) and its error plot (right), \( \kappa = 1 \) at \( t = 40 \).
The streamline plots of the closure approximations show no significant differences from that of BCF, so we only show that of FENE-QE in Fig. 10 (right). A more detailed comparison of velocity fields is given in Figs. 11 and 12, which present the horizontal velocity distribution on \( x = 0.5 \) and the vertical velocity distribution on \( y = 0.5 \). From the velocity distribution shown in the left-hand plots in these figures, we can see that there does not exist any notable difference between the different closure methods. The error plots of the velocity distributions are shown in the right-hand plots of Figs. 11 and 12. As to FENE-QE-PLA, FENE-P and FENE-YDL, the \( L^2 \) errors of horizontal velocity distribution on \( x = 0.5 \) are \( 4.84 \times 10^{-4}, 1.79 \times 10^{-3} \) and \( 3.20 \times 10^{-3} \), respectively. While the errors of vertical velocity distribution on \( y = 0.5 \) are \( 3.83 \times 10^{-4}, 1.76 \times 10^{-3} \) and \( 9.16 \times 10^{-4} \). Therefore, we conclude that the FENE-QE-PLA is more precise than the other two closure approximations. This is the same conclusion we reached in the decoupled examples of shear flow and elongational flow. The stress tensor of these methods are presented in Figs. 13 and 14, and, again, there is no significant difference.

The CPU time consumed by FENE-QE-PLA, FENE-P and FENE-YDL are 716, 96 and 102 s, respectively. The calculation of \( G^{-1} \) on grid points in the PLA algorithm is not taken into account here. While these experiments are carried out on a 3 GHz Intel Pentium IV CPU, the BCF consumed \( 1.7 \times 10^4 \times 10 \) s on ten 3.2 GHz Intel Xeon CPUs running in parallel. It is obvious that closure models can dramatically reduce the computational cost of simulating dilute polymer solutions. The FENE-QE-PLA takes more time than FENE-P and FENE-YDL, because it has to transform \( M \) into a diagonal form, to retransform \( M \cdot R \) back to a full matrix and to execute the PLA process.

### 6. Conclusion

In this paper, we investigate four crucial properties for testing and evaluating moment closure approximations of the FENE dumbbell model for dilute polymer solutions. They are non-negative CDF, energy dissipation, accuracy of approximation and computational expense. The non-negativity of CDF is relatively easy to discuss because the CDF of FENE-QE, FENE-P and FENE-YDL can be written down explicitly. FENE-QE and FENE-P have non-negative CDFs, while FENE-YDL does not.

Regardless of the background flow field, we have proved that the energy dissipation behavior FENE-QE approximates that of original kinetic theory. This result can be easily extended to coupled systems that take the background flow field into account. Although the energy dissipation property is not preserved by FENE-YDL, it remains a good approximation when the state is close to equilibrium [28]. For FENE-P, we cannot yet prove the energy dissipation, but Hu and Lelievre [9] prove energy dissipation by defining a different type of entropy.

We employ examples of shear flow and elongational flow as simple tests for decoupled systems. FENE-QE provides good precision to both CDF and stress tensor compared with the other closure models. When the shear/elongational rate grows big, the deviation of FENE-QE also increases, so it is not a good approximation in the extreme cases. The classical test problem in incompressible computational fluid dynamics, a lid-driven cavity, is used in this paper as a test for coupled systems. Careful comparisons of the resulting fluid field show that FENE-QE-PLA has the best accuracy.

One important disadvantage of the original FENE-QE is its high computational cost. The PLA technique we have introduced...
can reduces this cost by four orders of magnitude. Meanwhile, numerical results of shear flow and elongational flow show that introducing the PLA technique to FENE-QE does not reduce its accuracy. The computational cost of FENE-QE-PLA is still seven to eight times over that of FENE-P and FENE-YDL. This cost can be further reduced by a detailed analysis of $G^{-1}$.

Generally speaking, the FENE-QE-PLA model is a high quality closure approximation method recommended for computer simulation of dilute polymer solutions. Further research will focus on the relationship between the number of moments introduced and accuracy, and on a chain-shaped model as an extension to the dumbbell model.
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